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Error-Driven Refinement of Multi-scale Gaussian Maps
Application to 3-D Multi-scale map building, compression and merging

Manuel Yguel, Dizan Vasquez, Olivier Aycard, Roland Siegwart, Christian Laugier

Abstract The accuracy of Grid-based maps can be enhanced by putting a Gaussian in every cell of the map. However, this solution works poorly for coarse discretizations in multi-scale maps. This paper proposes a method to overcome the problem by allowing several Gaussians per cell at coarse scales. We introduce a multi-scale approach to compute an error measure for each scale with respect to the finer one. This measure constitutes the basis of an incremental refinement algorithm where the error is used to select the cells in which the number of Gaussians should be increased. As a result, the accuracy of the map can be selectively enhanced by making efficient use of computational resources. Moreover, the error measure can also be applied to compress a map by deleting the finer scale clusters when the error in the coarse ones is low.

The approach is based on a recent clustering algorithm that models input data as Gaussians rather than points, as is the case for conventional algorithms. In addition to mapping, this clustering paradigm makes it possible to perform map merging and to represent feature hierarchies under a sound theoretical framework. Our approach has been validated with both real and simulated 3-D data.

1 INTRODUCTION

The idea of producing multi-scale grids has been present since the very first works on grid-based representations, [1]. Coarse maps are used in path planning [2, 3] or localization [4] algorithms in order to obtain a rough trajectory or position estimate
at a low computational cost. Then, at a second stage, this estimate is used to initialize the fine scale search algorithms, thus accelerating convergence. For localization, this procedure also enlarges – in most cases – the convergence region. Examples of algorithms that benefit from such an approach include sampling-based, gradient-based and line-to-point or plane-to-point ICP-based algorithms.

However, as the resolution becomes coarser, the aliasing effect of the geometry of the cells becomes more evident and it can no longer be neglected. When considering a cell as a full block, all the information concerning the shape of the cell contents is lost. A way to alleviate this problem is to attach some sort of statistical shape description to every occupied cell. Two seminal works in this direction are tensor maps [5] and the Normal Distribution Approach (NDT) [6], these approaches significantly improve accuracy by approximating the shape of the cell contents with ellipsoids that are encoded as symmetric semi-definite positive (SSDP) matrices. The accuracy of these approaches, together with their relative simplicity has contributed to making them very popular in the map building community [7, 4].

That being said, a single ellipsoid is still a poor representation when there are several objects with different orientations in the cell, which is the case –for instance– of a pole standing on the ground (see fig. 1). In this paper, we present a method to overcome this problem by allowing a coarse resolution cell to contain multiple ellip-
oids – more specifically, Gaussian clusters. The idea is to start with a single cluster per cell, and then to refine it by inserting additional clusters in order to achieve a balance between representational complexity and accuracy. In particular, from now on, we will assume that there is a given budget of Gaussians per coarse scale that needs to be allocated in an optimal way through a refinement process.

This paper is structured as follows: In the following section, we review related works in robotics and computer graphics. Section 3 provides an overview of our mapping framework. In section 4, we explain how to update a Gaussian map from a range image and how occupancy may be used as a learning rate. Section 5 presents our error-driven refinement algorithm for coarse scales. Section 6 discusses mapping results on simulated and real data sets. Finally, we present our conclusions and outline possible directions for future work.

2 RELATED WORKS

2.1 Related mapping approaches in robotics

An interesting approach to grid refinement are multi-level surface maps (MLS) [8], which can be considered as a refinement of an elevation map. An MLS map is a 2-D grid where, for each cell, several planes are stored at different heights, together with the associated thickness. Their structure makes them particularly well suited to represent traversability information, as shown by their impressive results on real data sets. However, they share the aliasing related problems of 2-D grids particularly in the horizontal plane. Moreover, due to their lack of merging mechanisms they often fail to represent tall vertical structures as a single element if those structures were partially occluded during early observations.

A different approach to cope with cell aliasing is to use a multi-scale grid map which is refined where features are denser. Tree-based representations, such as quadtrees and octrees [9, 10] are the most popular data structures of this kind for two and three dimensional input spaces, respectively. Nevertheless, these structures also suffer from the aliasing problem because of their cubic cell shape, which makes them inappropriate to represent curves or surfaces.

Tensor voting and NDT aim at improving geometric accuracy by representing all the points that fall into a given cell by an ellipsoid, whose orientation and shape are such that the representation error is minimized. In both cases, the ellipsoid is encoded as an SSDP matrix (Fig. 2).
In both tensor voting and NDT, having one cluster per cell produces large ellipsoids (called junctions in the tensor voting framework) as soon as the resolution is too coarse and the cell encompasses several distinct objects or the object geometry is not linear. This problem has been addressed in the original NDT paper [6] by storing four overlapping maps shifted by half a cell. However this approach is expensive in terms of the number of Gaussians added and the advantages are unclear when compared to a map with twice the resolution.

2.2 Related approaches in computer graphics

In the computer graphics community the problem of 3-D model simplification has received a lot of attention. The objective in this case is to obtain simpler models to streamline manipulation and speed up rendering when high accuracy is not required – e.g. when objects are far from the virtual camera or moving rapidly. This is deeply related to refinement as it is, essentially, the inverse problem.

The seminal work in this field is the paper of Garland et al. [11] where edge contraction is performed on the mesh edges that introduce the smallest amount of quadric error in the model. As indicated by its name, this metric is defined by calculating a special type of quadric on the vertices, described by SSPD matrices. The simplification algorithm uses a priority queue. At every iteration, the edge having the lowest error is contracted, the error of all the affected edges is recomputed and they are reinserted in the queue. The process continues until the target budget of edges is reached.

A second class of effective simplification approaches is based on clustering. They can operate either on meshes or on point clouds. Probably the most relevant example of mesh clustering is [12] where clustering is performed on the triangles of the mesh to be simplified. An essential component of this approach is a shape metric that makes it possible to assign each triangle to its closest cluster and to compute the parameters of the cluster. Cohen and Steiner [12] consider two metrics: Garland’s quadric error metric [11] and the Euclidean distance between the normals of the triangles and their cluster normals.

In [13], Pauly et al. have studied the simplification of point clouds of the same kind than those obtained with a laser range finder. They describe several agglomerative and partitional approaches, applying techniques proposed in [11].
Our approach is largely inspired by the work of Cohen and Steiner [12] and by the partitional algorithm of Pauly [13]. The main difference lies in the fact that we do not restrict our main representation to surfaces, because at coarse scales many important features such as poles, trees trunks and towers may appear as one-dimensional curves rather than surfaces.

3 APPROACH OVERVIEW

Our approach processes every scale in parallel, adjusting the field of view of finer scales in order to have a similar number of cells to update for each scale. As shown in Fig. 3, the approach is composed of three main components:

Fig. 3 Framework components. Light gray boxes are processed less than once per range image.

1. Occupancy computation: the occupancy is a measure of how often a particular cluster has been observed. In our framework is has two uses. First, it determines the plasticity of a cluster, allowing it to adapt faster in regions that have not been observed often. Second, it is used as a criterion to delete clusters, making it possible to remove dynamic objects from the map.

2. Map updating: it adapts existing clusters in order to minimize the representation error. It is similar to the standard update of conventional Gaussian maps, except that it takes into account the fact that a cell may contain several Gaussians.

3. Map refinement: this step is our main contribution, at every refinement step new Gaussian clusters are added to the cells where the representation error is maximum. It is worth noting that no refinement is performed on the finest scale.

4 MAP UPDATING

This section presents the procedure to update an existing map from sensor data. At this point, we assume that the number $k$ of Gaussian clusters per cell is known. The actual estimation of $k$ is handled by the refinement algorithm that we will discuss in § 5.
Our goal here is to update the Gaussians’ mean value $\mu$ and covariance $\Sigma$ in order to minimize the representation error with respect to the input data. Every point in the range image is used to incrementally update the different scales independently. As we will explain in § 4.3, the basic idea is to find the cell where the input point falls and then updating the cluster in that cell that is ”closest” to the input point.

As in most incremental approaches, an important question is how much to adapt the clusters – i.e. finding the ’right’ learning rate. In the following subsection we describe the use of the cluster’s occupancy to control the adaptation. It can be intuitively explained as follows: the more a cluster has been observed, the more is known about it and the less reasonable it is to modify it. As we will see in § 5, occupancy is also used as a criterion to filter out dynamic objects from the map.

4.1 Computing cluster occupancy

Occupancy can be seen as a counter associated to every object. Its value gets increased when the object is visible in the range image, and decreased when the object is supposed to be visible but is in fact not. Fig. 4 illustrates the idea: if point $C$, is visible – i.e. the dashed red line is free from obstacles between $I$ and $C$ – then the value of the range image at cell $I$ will correspond to the distance $r_C$. If, on the other hand, the value of cell $I$ is greater than $r_C$, this can be considered as evidence that $C$ is not there anymore and its occupancy should be decreased.

For visible cells, we compute occupancy in a per point basis. The occupancy of a point, $C$, in the map is given by comparing the range measured in the pixel of its projection, $I$, in the range image with its actual range, $\delta$. For a Gaussian, the occupancy is obtained by averaging the occupancy of $n$ points sampled from the Gaussian distribution (rejecting those that fall outside the cell).

We only need to guarantee that there are enough samples to provide a good estimate. To define $n$, we compute an upper bound of the number of points in the range image that can be contained in the cell. This is done using the projected bounding sphere of the cell. Let $\delta_{\text{min}}$ and $\delta$ be the distance to the image plane in the camera coordinate system and the distance to the center of $c$ (fig. 4), respectively. Then the projection of the bounding sphere of $c$ occupies an area of $\frac{3\pi}{4} \left( \frac{\delta_{\text{min}}}{\delta} a \right)^2$ (orange disc in Fig. 4), where $a$ is the length of the side of $c$. Knowing the area of one pixel of the range image $p$, an upper bound for the number of pixels that may be projected back into the original cluster is:

$$B \triangleq \left\lceil \frac{3\pi}{4p} \left( \frac{\delta_{\text{min}}}{\delta} a \right)^2 \right\rceil$$

which is the number of samples we are looking for. So, making $n = B$ gives us a good chance to cover every range image cell that effectively contains an observation from the cluster.
4.2 Hierarchical culling

In order to minimize computation, we perform hierarchical visibility culling. Consider the cell $c$ centered in $C$ (fig. 4). If the projection of the bounding sphere of $c$ is outside the range image (camera field of view, blue lines in fig. 4), the finer children cells of $c$ are not further explored. The search is also finished if all the ranges observed in the disc of the projected bounding sphere (orange disc in the image plane) are smaller than the smallest possible range for the cell, meaning that all the cell content is occluded by closer objects.

4.3 Updating Gaussian clusters from data

For every input point, a single cluster per scale will be updated. The cluster is selected by finding the cell that contains the input point and then finding the cluster having the minimum distance to that point.

Once the cluster has been selected, its parameters are updated by means of a stochastic gradient descent algorithm. The principle is to update the reference vector by a fraction of the negative gradient with respect to each input datum. As more and more samples are processed, the magnitude of the adaptation should decrease (typically faster than $1/n$) to ensure convergence. A good example is the on-line computation of the sample mean:

$$\mu^n = \mu^{n-1} + \frac{1}{n} (z^n - \mu^{n-1})$$

where $n$ represents the name of samples processed so far, and $z^n - \mu^{n-1}$ can be understood as the negative gradient, and $\frac{1}{n}$ the fraction of the gradient to be taken into account. This decreasing weight is called the learning rate and is noted $\varepsilon$. In our approach, the value of $\varepsilon$ depends on the occupancy, as described in § 4.4.

In the case of points, a distance metric between a point and a Gaussian should be used. We have chosen to use the probability measure given by (2):
\[ d(p, w) \triangleq \frac{1}{2} \left( (p - \mu_w)^T \Sigma_w^{-1} (p - \mu_w) + \log(\det(\Sigma_w)) \right), \quad (2) \]

This distance is the addition of the Mahalanobis distance and a volume term. Compared to the pure Mahalanobis distance, the volume term aims at compensating the fact that the Mahalanobis distance of a big cluster tends to make every point very close. This measure has the advantage of yielding simple map update rules, since its derivative is:

\[ \frac{\partial d(p, w)}{\partial \mu_w} = -\Sigma_w^{-1} (p - \mu_w) \quad (3) \]

and

\[ \frac{\partial d(p, w)}{\partial \Sigma_w} \propto -[(p - \mu_w)(p - \mu_w)^T - \Sigma_w] \quad (4) \]

giving the following gradient descent algorithm for point-based update:

**Algorithm 1** Map update with points: pointUpdate

1. \( \{w_1, \ldots, w_k\} \) ← the \( k \) Gaussian reference vectors of the cell
2. \( \{\epsilon_i| i = 1, \ldots, k\} \) ← the associated learning rates
3. \( z = p \) ← the observed point
4. \( n \leftarrow \arg \min_{i=1,\ldots,k} d(z, w_i) \)
   \( \mu_{w_n} \leftarrow \mu_{w_n} + \epsilon_n (p - \mu_{w_n}) \)
5. \( \Sigma_{w_n} \leftarrow \Sigma_{w_n} + \epsilon_n [(p - \mu_{w_n})^T (p - \mu_{w_n}) - \Sigma_{w_n}] \)

4.4 Learning rate

Our idea is to define the learning rate from the occupancy: the higher the occupancy of a cluster, the better the accuracy of its position and shape is supposed to be; thus, a small value of \( \epsilon \) should be used. If, on the other hand, the occupancy is low, the current estimated state of the reference vector can be assumed to be based on insufficient statistics and the learning rate should be high to permit the reference vector to adapt itself.

In log-ratio the occupancy typically is bounded in \([-o_{\text{max}}, o_{\text{max}}]\) and the learning rate varies within \([\epsilon_{\text{min}}, \epsilon_{\text{max}}]\). For our approach we have chosen a linear mapping between both values:
In our experiments, we have set $o_{\text{max}} = 10.0$, $\varepsilon_{\text{max}} = 5 \cdot 10^{-2}$ and $\varepsilon_{\text{min}} = 5 \cdot 10^{-4}$.

5 ERROR-DRIVEN REFINEMENT OF COARSE SCALES

The refinement process is driven by a measure of the representation error. The map is refined by inserting a new cluster in the cell that has the maximum error. After every insertion, the shape of the other clusters in the same cell should be modified accordingly; this is done by running a clustering algorithm using the cells of the finer scale as input.

We periodically refine the map by adding a fixed number $p$ of Gaussian clusters at a time. In order to choose the $p$ vectors that have the maximum error without sorting the whole set of reference vectors, we use a priority queue of size $p$ as was done in \cite{11}. The following subsections provide the details of the refinement algorithm: the error metric used to build the queue is introduced in § 5.1 and § 5.2 presents the clustering algorithm.

During the mapping process it is often necessary to delete clusters that correspond to moving obstacles; this process is described in § 5.3. Finally, the application of our approach to map merging and simplification is discussed in § 5.4.

5.1 Error computation

We aim at adding clusters only in those regions where the Gaussian shapes have already converged to their final shapes, which can be deduced from its occupancy. Accordingly, we choose to refine a cell $c$ only if the average occupancy probability of the finer cells in $\phi(c)$ is above 0.5. Furthermore, we only refine those parts of the map that are visible for the sensor.

To find the cell to refine, we compute an error value per cell. This value is basically the sum of the Mahalanobis distance between the center of the coarse cluster and the Gaussian cluster of the finer scale.

For the cells $c^s$ of the coarse scale, $s$, having reference vectors (i.e. mean values) $\{w_1, \ldots, w_k\}$ and finer data at $s-1$: $\{z_1, \ldots, z_N\} \in G(\phi(c^s))$, we compute the average distance of each datum to its closest reference vector:

$$
\delta'(c^s) = \frac{1}{N} \sum_{i=1}^{k} \sum_{j=1}^{N} (1 - \varepsilon_{z_j}) \delta(w_i, z_j) \left(\mu_{w_i} - \mu_{z_j}\right)^T \Sigma_{z_j}^{-1} \left(\mu_{w_i} - \mu_{z_j}\right),
$$

(6)
where $\delta(w_i, z_j)$ is one if $w_i$ is the closest reference vector to $z_j$ using the Mahalanobis distance defined by $z_j$ and zero otherwise. The occupancy is used through the learning rate to assign higher error weights to occupied clusters, disregarding those whose occupancy is low and, in consequence, whose accuracy may still improve without the need of adding extra clusters.

### 5.2 Clustering for map refinement

Algorithm 2 describes our clustering approach for map refinement. This method solves a hard clustering problem: we are looking for a partition $C^* = \{C^*_1, \ldots, C^*_k\}$ of the $G(\phi(c^*))$ into $k$ classes represented by $k$ reference vectors that minimizes the clustering distortion:

$$E(C^*, \{w^*_1, \ldots, w^*_k\}) = \arg \min_{\{C_1, \ldots, C_k, \{w_1, \ldots, w_k\}} \sum_{i=1}^{k} E_{C_i}(w_i)$$

This is done by using the well known k-means clustering algorithm [14]. The optimal clusters are computed iteratively from the set of reference vectors: each datum is associated to its closest reference vector; then, the minimizer of each cluster energy is computed. In the basic Lloyd algorithm, both input data and reference...
vectors are simply points in feature space (3-D space in our case) \( \mathcal{F} = \mathbb{R}^3 \) and the distance function, \( d_{\mathcal{F} \times \mathcal{F}}(z, w) = \|w_i - z\|^2 \) is the square Euclidean distance.

**Algorithm 2** Map refinement using hard clustering

\[
Z = \{z_j | j = 1, \ldots, N\} \leftarrow \text{the N Gaussians of the fine scale } s \\
A = \{a_j | j = 1, \ldots, N\} \leftarrow \text{the non negative weights of the fine Gaussians} \\
W = \{w_{0i}^0, \ldots, w_{0i}^0\}^{k-1} \leftarrow \text{the } k-1 \text{ Gaussians of the coarse scale } s+1 \\
4: d_{\mathcal{F} \times \mathcal{F}}(\cdot, \cdot) \leftarrow \text{the distance function} \\
W^0 = \{w_{0i}^0\}^{k-1} \cup \{z_{\text{max}}\} \leftarrow \text{Init. with the data of maximum distortion} \\
6: \{(C_i^t, w_i^t) | i = 1, \ldots, k\}, \mathcal{E}_{W^0} \leftarrow \text{kMeans}(Z, A, W^0, d_{\mathcal{F} \times \mathcal{F}}) \leftarrow \text{clustering partition and distortion} \\
\]

\[
\text{// Simulate a swap} \\
\text{repeat} \\
8: \text{for all } C_i^t \text{ do} \\
9: \quad z_{\text{max}(i)} \leftarrow \arg \max_{z \in C_i^t} d_{\mathcal{F} \times \mathcal{F}}(z, w_i) \\
10: \quad d_i \leftarrow d_{\mathcal{F} \times \mathcal{F}}(z_{\text{max}(i)}, w_i) \\
\text{end for} \\
12: \quad c_{\text{max}} \leftarrow \arg \max_{i=1, \ldots, k} d_i \\
13: \quad d_{\text{max}} \leftarrow \min_{i=1, \ldots, k} d_i \\
14: \quad \left( a_{\text{min}}, v_{\text{min}} \right) \leftarrow \arg \min_{a \in A, v \in \mathbb{R}^3} d_{\mathcal{F} \times \mathcal{F}}(w_a, w_v) \\
15: \quad d_{\text{min}} \leftarrow d_{\mathcal{F} \times \mathcal{F}}(w_{\text{min}}, w_{\text{min}}) \\
16: \quad \text{if } d_{\text{max}} < d_{\text{min}} \text{ then} \\
17: \quad \quad c_{\text{min}} \leftarrow \text{the cluster, } C_{i_{\text{min}}} \text{ or } C_{i_{\text{min}}}, \text{ with the smallest number of elements.} \\
18: \quad \quad W^{t+1} \leftarrow (W^t \setminus \{w_{\text{min}}\}) \cup \{z_{\text{max}(c_{\text{max}})}\} \\
19: \quad \text{else} \\
20: \quad \quad c \leftarrow \mathcal{U}(1; k) \setminus \{c_{\text{max}}\} \leftarrow \text{Draw a random candidate} \\
21: \quad \quad W^{t+1} \leftarrow (W^t \setminus \{w_c\}) \cup \{z_{\text{max}(c_{\text{max}})}\} \\
22: \quad \text{end if} \\
23: \quad \{(C_i^{t+1}, w_i^{t+1}) | i = 1, \ldots, k\}, \mathcal{E}_{W^{t+1}} \leftarrow \text{kMeans}(Z, A, W^{t+1}, d_{\mathcal{F} \times \mathcal{F}}) \\
24: \quad t \leftarrow t + 1 \\
\text{until } \mathcal{E}_{W^t} > \mathcal{E}_{W^{t-1}} \text{ // Accept the swap if the clustering distortion decreases} \\
\text{return } \{(C_i^{t-1}, w_i^{t-1}) | i = 1, \ldots, k\}, \mathcal{E}_{W^{t-1}} \\
\]

An important drawback of k-means is that is highly dependent on initialization. Moreover, even if the algorithm is guaranteed to converge, it often gets stuck in local minima of \( \mathcal{E}_{W^t} \). To get out of the local minima a so called "swap" procedure is used (line 7 to 25, Alg. 2). One cluster is chosen, either randomly or because of its short distance to a different cluster with more elements. Then, a simulation is done by reallocating that reference vector to the region of space with maximum error. If the resulting partition has a lower clustering distortion, the result is accepted and a new simulation is done. Otherwise, the result is rejected and the procedure stops. A reference vector metric is used to evaluate the similarity between clusters:
\( d_Z : (\mathbb{F} \times \mathbb{F}) \to \mathbb{R}^+ \). If \( \mathcal{Z} = \mathbb{F} \) it is possible to use \( d_Z = d_\mathcal{Z} \), to compute both the distance between clusters and the distortion between a datum and its corresponding cluster (line 16, alg. 2).

It is worth noting that this clustering framework naturally defines a hierarchy: a cluster is the parent of all the clusters of the finer scale that are closer to it than to any other cluster (see fig. 6).

### 5.2.1 K-Means extension for Gaussian inputs

In order for the covariance matrices of the clusters at the coarse scale to be as accurate as possible, we need to use the information provided by the covariance matrices at the finer scale. Therefore, we need a clustering algorithm that is able to properly handle Gaussian input data \( \mathcal{Z} = \mathbb{F} = \mathcal{G}^3 = \{ (\mu, \Sigma) : \mu \in \mathbb{R}^3 \text{ and } \Sigma \text{ is SDP} \} \). Davis [15] has proposed such an algorithm, proving that it converges. The algorithm uses the Kullback-Leibler divergence (Eq. 8) as a distance function \( d_\mathcal{Z} \) for Gaussians:

\[
D_{KL}(z||w) = \frac{1}{2} \left[ (\mu_z - \mu_w)^T \Sigma_w^{-1} (\mu_z - \mu_w) + \log \left( \frac{\det \Sigma_w}{\det \Sigma_z} \right) + \text{Tr} \left( \Sigma_z \Sigma_w^{-1} \right) - d \right]
\]

where \( d \) is the dimension. The metric is composed of three terms corresponding to the Mahalanobis distance, the volume and the orientation, respectively.

The use of this metric in clustering means that the decision of grouping fine scale clusters together does not only depend on their positions, but also on their sizes and orientations. This property is particularly important for mapping, since it will tend to preserve sharp features such as corners and edges because the distance between the linear components of such features will increase with the angle difference between them.

As explained in [15] the computation of the optimal reference vectors from a set of Gaussians \( \{ z_j = (\mu_{z_j}, \Sigma_{z_j}) \}_{j=1}^{\ldots} \) weighted by positive reals \( (\alpha_{z_j}) \), is done in two steps:

First the optimal mean is computed using (9):

\[
\mu^* = \frac{1}{\sum_j \alpha_{z_j}} \sum_j \alpha_{z_j} \mu_{z_j},
\]

then the covariance matrix is given by (10):

\[
\Sigma^* = \left[ \frac{1}{\sum_j \alpha_{z_j}} \sum_j \alpha_{z_j} (\Sigma_{z_j} + \mu_{z_j}^T \mu_{z_j}) \right] - (\mu^*)^T \mu^*.
\]

\[1\] SDP matrices are a subset of SSDP matrices, meaning that analysis tools such as those proposed for NDT [6], tensor voting [5] and quadric error [11] approaches, may be applied to them.
It is interesting to remark that, if the weights are defined as the number of samples used to compute the Gaussians at the fine scales, then the optimal Gaussian is given by the sample mean and covariance of the fine samples that compose the cluster.

5.3 Cluster deletion

In order to account for dynamic objects that have been detected once and that are not there anymore, we delete those clusters whose occupation has fallen below a given threshold. As for cluster insertion, the remaining Gaussians are adjusted by running the clustering algorithm. It should be stressed that, for the sake of consistency, cluster deletion at a given scale should only happen when no corresponding clusters exist at the finer scales.

5.4 Map merging and simplification

Now, we explain how to merge two maps whose cells contain multiple Gaussian clusters. This is a form of map simplification since the goal is to delete redundant cluster centers after the union of maps.

Merging is performed through straightforward application of the clustering algorithm to every cell that appears as occupied in both maps. In order to fix the number of clusters for a given cell, we select the maximum number in the two maps. This, of course, can be later refined as described above. Thus, the main problem is the initialization of the clustering algorithm.

The idea is to take all the clusters of both maps, then to compute the inter-cluster divergences as in line 14 of Alg. 2. From there, the algorithm proceeds by replacing by a single cluster, the pair of clusters that are separated by the smallest distance, and then starting over until the target number of clusters is reached. This is done using equations 9 and 10. The procedure is very efficient because no access to the finer scales is required. After finishing the merging step, a run of the clustering algorithm is executed to smooth out the result.

It is worth noting that the same process can be used to simplify the map when a reduction in the number of clusters is required.

6 RESULTS

We use the Hausdorff distance to evaluate the results. This metric may be seen as the worst-case distance. For two sets of points, it is obtained by computing, for every point in one set, the distance to closest point in the other set, and then taking the maximum of these distances. In our case, we compute this distance by sampling
Gaussians and rejecting points that fall outside the cells. The samples are directly measured against point clouds in the case of real data. In the case of simulated data, the ground truth is available in the form of the original mesh; the corresponding points are obtained by representing each triangle with a number of samples. In all cases, the number of samples is proportional to the size of the object being considered: the volume of the ellipsoids in the case of Gaussians and the area in the case of triangles.

For each data set we use 3 scales; at each scale the cell side is ten times larger than the finer one. For the 2-D data set (fig. 7) the finest side is 5 cm and for the 3-D data set the finest side is 10 cm. Regarding the algorithm approach modules (Fig. 3) we set the occupancy computation to take place at acquisition rate for two dimensional data and every three acquisitions for the three dimensional case. As for
refinement, the algorithm has been configured to insert 4 clusters of the remaining Gaussian budget, every 10 acquisitions.

The results we have obtained on real and simulated data sets exhibit similar advantages and drawbacks:

- **Advantages:**
  - **Accuracy vs map size:** the method is able to significantly improve accuracy with a relatively small increase in the size of the model. In our experiments increasing the number of clusters by four leads to a factor of three reduction of the Hausdorff distance.
  - **Multi-scale error reduction:** the huge size reduction ratio ($10^4$ to 1 in 2-D and $10^8$ to 1 in 3-D) between the finest and the coarsest scales is kept by the refinement process, while considerably improving accuracy. For instance, when refining the coarsest map in the 3-D data set, we increase the number of clusters from 53 to 181 and reduce the error by 3. Note that large flat clusters remain (in particular on the ground and on the walls) while a lot of detail clusters are added at poles and corners (fig. 1). This could not have been done by simply adding an intermediate scale.

- **Drawbacks:** the main problem we have detected is that, sometimes, the Hausdorff distance does not have a significant decrease when a cluster is added. We believe that there are two reasons for this: first, an aliasing phenomenon that arises from the fact that the underlying cells force the algorithm to artificially cut a big object in pieces, some of which can be very small with respect to other Gaussians in the same cell, leading to big error contributions because of the small size of the covariance. The second reason is that, when the ‘right’ number of clusters is not yet reached, the resulting Gaussian may represent two separate clusters, yielding a smaller but still important value for the Hausdorff distance.

### 7 Conclusions and Future Work

In this paper we have proposed a comprehensive framework to build two and three-dimensional maps from range data. The proposed representation enhances the accuracy of previous approaches by enabling the presence of several Gaussians per cell. These Gaussians are added by means of a refinement algorithm which inserts them where the representation error is maximum. The algorithm makes use of a recent Gaussian clustering approach that uses the Kullback-Leibler divergence as a distance function, thanks to this, our algorithm is able to preserve important features of the environment (e.g. corners) that are usually smoothed out by other approaches. The framework provides a theoretically sound foundation for map merging. In order to deal with moving objects and noise, our approach makes use of occupancy to determine when to delete parts of the map that have become empty, as well as to adjust the plasticity of the map. Experiments with real and simulated data show that, for
coarse scales, significant accuracy gains may be obtaining by a small augmentation in the number of clusters. Moreover, when compared with existing approaches, the additional computational cost that is required to insert these clusters is marginal.

Further work includes working towards real time mapping of huge streams of 3-D points by exploiting parallelization and hierarchical multi-scale update. Middle term research will be directed to exploring the application of our approach to higher dimensional spaces that include point properties such as color.
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