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Learning to identify users and predict their

destination in a robotic guidance application

Xavier Perrin, Francis Colas, Cédric Pradalier and Roland Siegwart

Abstract User guidance systems are relevant to various applications of the service

robotics field, among which: smart GPS navigator, robotic guides for museum or

shopping malls or robotic wheel chairs for disabled persons. Such a system aims

at helping its user to reach its destination in a fairly complex environment. If we

assume the system is used in a fixed environment by multiple users for multiple

navigation task over the course of days or weeks, then it is possible to take advantage

of the user routine: from the initial navigational choice, users can be identified and

their goal can be predicted. As a result of these prediction, the guidance system

can bring its user to its destination while requiring less interaction. This property is

particularly relevant for assisting disabled person for whom interaction is a long and

complex task. In this paper, we implement a user guidance system using a dynamic

Bayesian model and a topological representation of the environment. This model is

evaluated with respect to the quality of its action prediction in a scenario involving

4 human users, and it is shown that in addition to the user identity, the goals and

actions of the user are accurately predicted.

1 Introduction

Robots are more and more present in the daily life, not only in the industry but also

at home as toys or as service robots such as vacuum cleaners. There is also a grow-

ing demand in the health-care domain for smart assistive device such as intelligent

wheelchairs. The present paper is focused on an intelligent system designed to help

the elderly or disabled people in their daily activities. For these people, moving in

their houses or passing through doorways may represent challenging tasks. We de-

veloped a semi-autonomous robot for improving user mobility while minimizing the

required input, i.e. having an interaction process adapted to low throughput devices

such as single switches, sip and puff systems, brain machine interfaces, or simple

voice recognition. More precisely, at each crossing, the robot proposes a direction of

travel to the user who will then either agree or disagree. The better the propositions

are, the faster and easier the human-robot interaction is.
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In this work, a dynamic Bayesian network (DBN) is used in order to learn the

habits of multiple human users of a robotic helper. By habits, we mean the suc-

cession of navigational tasks one executes in a known environment: in a retirement

home for instance, one resident wakes up in his bedroom, goes to the bathroom, then

to the common room where the breakfast is served, and then goes to other rooms for

his daily activities. Another resident will have other preferred locations for his own

activities. All these accumulated additional information allow the robotic assistant

to help its current human user from the first movements of a new travel until the

destination. From the system’s point of view, the actual identity of its user is not a

relevant information. A user is merely defined by his activity pattern.

In the next section, we describe related works in recognition techniques for goal,

user, or activity. In section 3, we detail the developed DBN, represented as a graph-

ical model. Section 4 presents experiments in simulation as well as with a real robot

and their results. The final discussion appears in section 5.

2 Related Works

Our aim is to ease the navigation of users, therefore we will consider activity recog-

nition only from the point of view of navigation. In this case, inferring the user’s

intention requires techniques for plan recognition, which are used in a broad variety

of domains, such as motion prediction, speech understanding, video surveillance,

and so on. Uncertainty is inherent in plan inference, as the robot does not know in

advance the intended destination of a user. Furthermore, many ways can lead to the

same destination while one way can lead to several places. Probabilistic reasoning

techniques are used in almost all works (review in [1]), as they help to express and

maintain the beliefs in the possible goal destinations.

In the particular domain of intention recognition for navigation, two aspects were

studied recently: local intention recognition (immediate action or location in the

vicinity of the wheelchair from uncertain input) and global intention recognition

(goal destination from local decision). Our work focuses on this latter issue, assum-

ing that the recognition of the immediate intention is solved. In our test, this will be

achieved by an interaction device with low uncertainty, such as a joystick or a reli-

able speech recognition. Inferring a global intention requires the ability to localize

the robot on an available map of the environment. In a discrete environment repre-

sented by adjacent cells, Verma and Rao [12] described a Dynamic Bayesian Net-

work (DBN) in the form of a graphical model composed of a Partially Observable

Markov Decision Process (POMDP) enhanced with the notion of goal locations. Re-

lying on reinforcement learning techniques, the agent explores how it should behave

in order to reach three possible goals. Based on this acquired knowledge, the system

could infer the most probable goal from a set of possibly noisy observations. Taha et

al. [10] achieved similar results by fusing the robot position and the possible goals

as the new state definition in a common POMDP. Vasquez [11] described a growing

hidden Markov model algorithm dedicated to continuous learning, clustering, and

making inference about car motions in a parking lot or people motions in a hallway.
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Topological maps were successfully used in the works of Taha [10]. This envi-

ronment representation is compact and matches the human’s natural description of

a path better than metric representations [7] (e.g. “go on the left at the second cross-

ing” instead of “go straight for 100 meters, then turn left”). Many techniques exist

for the map construction, e.g. the generalized Voronoi diagram, and applications

based on imprecise human drawings have also been reported [9].

User models are often used in computer applications (e.g. intelligent help) or

online search or e-commerce sites (e.g. book recommendation based on other cus-

tomer’s choices) [8]. Based on databases containing information from numerous

users and some observations from the current user activity, reasoning techniques in-

fer the next user action and try to help him. With the aging population, some research

domains are focused on the activity recognition in so-called smart environments, i.e.

environments where sensors have been installed in order to monitor the activity of

human beings. The accumulated data are used to train algorithms which later serves

to determine human activities, supervise the user’s condition and medication, or de-

tect anomalies [2, 4, 6, 13]. Some researches try to further determine the attributes

(coffee drinker, smoker) of multiple users based on their location [3, 5].

As a summary, the studies on activity recognition perform well in capturing the

user habits, but they can only monitor ongoing activities, not help the user to per-

form a task. On the other hand, the studies on intention recognition for facilitating

the user’s motion do not try to learn the typical user’s daily habits. In this article,

we propose a system that learns the habits of multiple human users controlling a

robot and exploit this knowledge for the navigational control of the robot. In case

of an unknown user, the same system first infers the identity of the user from the

first movement in the environment before being able to exploit this knowledge for

helping its user specifically. The robotic system is given a topological representa-

tion of the environment a priori. While incrementally learning the global intentions

of a known user, it anticipates the user’s destination and proposes better actions, as

regular patterns of actions are performed day after day by the same user.

3 Model description

The graphical model shown in figure 1 represents the dynamic Bayesian network

which composes the core of the system. Our DBN is an extension of a Markov De-

cision Process (MDP), with the agent’s State St and the Action At (lower part). The

state St is the observed pose of the robot, in terms of position in a given topological

map (a node) and orientation. 1 The action At is among the repertoire: forward, left,

right, u-turn, and stop. An action always connects to nodes of the map. The MDP is

enhanced by the notion of Goal state Gt , indicating the current global goal, and the

variable Goal reached Rt , a Boolean value indicating whether the agent’s current

state St is a goal state or not (P(Rt |Gt St) = 1 iff Gt = St ).

1 In relatively small and not too dynamic environments as the ones considered for this work, local-

ization can be considered as a solved issue.
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Fig. 1 Our dynamic Bayesian model for learning the habits of multiple users.

The term P(At |St Gt Rt) is specified separately according to whether or not the

goal is reached. First, when Rt = 0, P(At |St Gt) is the action model leading to each

goal Gt from any state St as deduced from the topological map (i.e no reinforcement

learning technique used). Then, when Rt = 1, the probability of staying still P(At =
stop) is higher than the other actions, so that the user can easily stop when it reaches

a goal location. The last term of the MDP, the transition model P(St |St−1 At−1), is

also deduced from the topological map.

With the goal of learning the user habits for multiple users, we added two more

variables. First, the user is symbolized with the variable Ut . Second, the variable

Glast , representing the last visited goal, makes possible the learning of the succession

of place visits, as will be shown later. Both the goal model P(Gt |Gt−1 Rt−1 Ut−1 Glast)
and the user model P(Ut |Ut−1 Gt−1 Glast) result from submodels, where predefined

terms related to the persistence of a goal (keeping the same goal or switching to

another one), resp. the persistence of a user, are combined with terms learned online

representing the knowledge acquired by the system. These submodels are described

in details in the appendix. When reaching a goal during an online supervised learn-

ing phase, the known user and the particular Gt and Glast are used for updating the

histograms of the probability distributions of the goal and user models.

From the model shown in figure 1, we compute at each time step several proba-

bility distributions. After the learning phase, the user is not known any more. Never-

theless, given the known variables St−1, At−1, and Glast , we can infer his identity by

computing P(Ut |St−1 At−1 Glast) using Bayes’ rule and the law of total probability:

P(Ut |St−1 At−1 Glast) (1)

=
1

Z
∑

Gt−1











P(Gt−1) ∑
Ut−1

[P(Ut−1) P(Ut |Ut−1 Gt−1 Glast)]

× ∑
Rt−1

[P(Rt−1|Gt−1 St−1)P(At−1|Gt−1 St−1 Rt−1)]











where the term 1
Z

corresponds to a normalization factor. For a guidance robot, we

also want to infer the goal the robot should be aiming to or the action it should

propose to the unknown user. These two distributions can be computed as follows:

P(Gt |St−1 At−1 Glast) (2)

=
1

Z
∑

Gt−1







P(Gt−1) ∑
Rt−1





P(Rt−1|Gt−1 St−1)P(At−1|Gt−1 St−1 Rt−1)
× ∑

Ut−1

{P(Ut−1)P(Gt |Gt−1 Rt−1 Ut−1 Glast)}













Learning to identify users and predict their destination in a robotic guidance application 5

(a) (b)

Fig. 2 (a) The differential drive robot used in our experiments. (b) Example of action proposed to

the user, who then either agrees of disagrees orally (use of a speech recognition software).
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If the user is known by the robot (e.g. through manual or visual identification),

we can use a Dirac distribution for P(Ut−1) and recompute all the above equations

with this additional information, the system giving back the learned user habits.

4 Experiments

We run experiments of our multi-user guidance robot in our laboratory environment,

using a differential-drive robot (fig. 2a). Figure 3 shows that the topological decom-

position of the environment is made of goal nodes and connecting nodes. The former

ones represent either people’s desks (D1-D6) or common rooms like the cafeteria

(C), the printer room (P), the robot lab (RL), or the bathroom (B). Four users share

the robot, each with a particular desk and typical sequence, all starting from the

entrance E. User 1 executes the sequence D3-D4-P-C-D3-D2-D3, user 2 D4-RL-C-

D3-D4-RL-D4, user 3 D2-C-D2-D3-D2-P-D2, and user 4 D6-RL-C-D4-D6-RL-D6

(fig. 4a–d). Additionally each user goes to the bathroom at a random point in his se-

quence. These sequences are repeated 20 times during the learning phase. In order

to speed up this process, we used a simulation. However, for the tests on the 21th

day, a real robot was used. 2 In a second phase, the real robot was used by each of

the user, the robot having no preliminary knowledge about the current user. At each

time step, the system computes the probability distribution over the user, the goal,

and the action with, respectively, equations 1, 2, and 3. This last distribution is used

2 In simulation, the robot moves instantaneously to the next node, the inputs to our DBN St−1,

At−1, and Glast being identical to when using the real robot.
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Fig. 3 Topological map of our laboratory used for the experiments with an entrance (E), desks

(D1-D6), a printer room (P), a cafeteria (C), a robot lab (RL), and toilets (T).
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Fig. 4 Habit description of the four users. The succession of visited places is marked with increas-

ing numbers. Each user visits the bathroom (B) at random among the sequence.

to propose an action to the user (see fig. 2b), who can confirm or not. In this precise

experiment, this was achieved through a speech recognition system. 3

3 The software performed well enough to assume a perfect recognition of the user agreement

(“Yes”) or disagreement (“No”).
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(a)

(b)

(c)

(d)

Fig. 5 User probability when (a) user 1, (b) user 2, (c) user 3, (d) user 4 was steering the robot.

The dotted lines indicate the steps where a user stopped at a goal.

Results of the user recognition are shown in figure 5, which present the evolution

of the user probability distribution during a trial of the test phase. Starting from

a uniform distribution, the actual user is correctly inferred as soon as a revealing

action, mostly leading towards his desk, is executed. In the scenarios, the different

user habits shared some common goals, or even some common sequences of goals.

These similarities can be seen in figure 5, where the probability in the most probable

user decreases and the one(s) for other user(s) increases (e.g. fig 5b, the sequence

between goals D3 & D4 is shared by users 1 & 2). We can also notice that when

a user goes to the bathroom, his inferred probability decreases slightly. As every

user can go to the bathroom at any time, this is not a discriminant observation, the

models tending thus slightly to a uniform due to the transition in the user submodel.

For quantifying our model, we compare the model prediction of the user, the

goal, and the action with the real values. Based on their distributions computed at

each time step, we can check if its maximum is the actual user, intended goal and

proper action proposition. We thus introduce a measure µmax, being the mean of the

number of times the max of a distribution matches the real value. For example, the

formula for the goal is µmax = 1
N ∑

N
t=1 δ (Ĝt ,argmaxGt P(Gt |St−1 At−1 Glast)) , with

N the number of steps, Ĝt the intended goal, and δ (a,b) the Kronecker function.
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Standard usage Robot taken from user 2

µmax User 1 User 2 User 3 User 4 User 3 User 4

User 0.89 0.91 0.94 0.96 0.76 0.56

Goal 0.64 0.63 0.57 0.84 0.54 0.52

Action 0.94 0.93 0.94 0.96 0.89 0.92

Table 1 Model performance for the user, goal, and action predictions of each of the four single

user scenarios (left columns) and the two taking-over scenarios (right columns).

The results are displayed in table 1. As can be seen when comparing with figure 5,

the user are properly recognized, the differences being explained by the amount of

steps until a revealing action. Concerning the goals and the actions, their proba-

bilities are related to the learned habits of the users and are also influenced by the

geographical location of the visited goals. As an example, user 3 visited three goals

on the right when leaving his office, while the fourth one was on the left. Accord-

ingly, the probability of going right, resp. of the three right goals were higher than

going left to the bathroom. Furthermore, we can notice that the action inference is

much better than the goal inference. Indeed, most of the time, the goal confusion

is between two nearby goals that share a part of the sequence. As a consequence,

the goal could be erroneously inferred during the first steps of the travel, while the

action inference will be wrong only at a branching node.

Finally, we want to assess the robustness of our system. To this end, we run

scenarios where two users took over the robot when user 2 reaches the cafeteria (C).

First, the results with user 3 are displayed in figure 6a. As can be seen, while leaving

C, the robot thought user 2 was going to D3, but also increased the probability in

user 1, 3, and 4 as they all go in that direction after being in C. At each revealing

action, the probability in specific users changes. But when reaching D2, user 3 starts

being the most probable one. The increasing probability of user 1 is explained by

the shared common goals with user 3, and starts to decline as soon as user 3 comes

back to D2. In figure 6b, the results when user 4 takes the robot from user 2 are

displayed. As user 4 first goes to the desk of user 2, this sequence is not revealing

enough because only the former action differs from the habit of user 2. Then, going

to the toilets does not bring any information about the user’s identity. Finally, when

user 4 reaches his desk, the remaining sequences are specific enough for the system

to infer its user correctly. Overall, despite a performance loss in both goal and user

recognition, table 1 shows that the actions proposed to the user are still relevant.

5 Conclusion

In this paper, we introduced a probabilistic model able to learn the daily habits of

different users of a guidance robot. When the robot accumulated enough knowledge

about a particular user, it is able to actively help its user to reach a goal destination.

As shown in the experiments starting with an unknown user, the same model is able

to infer the identity of the user after just a few revealing actions have been made, or

specific goals have been reached. Having then a high confidence in a particular user,
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(a)

(b)

Fig. 6 Scenarios where (a) user 3 and (b) user 4 take the robot from user 2 in the cafeteria. The

user probability is displayed. The dotted lines indicate the steps where a user stops at a goal. The

black region indicates when a new user is steering the robot.

the system is again able to actively help its user. Furthermore, experiments where

a different user takes over the guidance robot from an initial user have shown the

ability of the system to recognize the switch between the users.

We tested our system with a reasonable environment size and user number, but

it would be interesting to test its robustness to an increased user number or to com-

plexer user patterns. If leading to pattern overlaps, the system should still be able

to help the users as they would go to the same location. However, the extreme case

would be if there is a uniform distribution on the goals when leaving a particular one

(e.g. the bathroom). For these cases, discretizing the user sequences over different

periods of the day or increasing the history length should help.
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Appendix: Submodels for the goal and user models

In this appendix, we first describe the submodel used for building the goal model in the main

system, then the submodel for the user model. In the goal model P(Gt |Gt−1 Rt−1 Ut−1 Glast),
the goal at time t is dependent from a lot of variables issued from the previous time step. Some

relations, e.g. between Gt and Glast , are user-dependent and some others, e.g. between Gt and Rt ,

can be predefined. A submodel is a Bayesian model on his own, with specific relation among the

variables, which is then used in order to infer the probability distribution over some variables given

some other known variables. In the case of the goal model, our submodel is defined as follows:

P(Gt Gt−1 Rt−1 Ut−1 Glast) = P(Gt−1 Rt−1) P(Gt |Gt−1 Rt−1) P(Ut−1 Glast |Gt)
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We have P(Gt−1 Rt−1) which is a uniform distribution. Then, P(Gt |Gt−1 Rt−1) defines the

persistence of a goal: if a goal is not reached, the probability of having the same goal in mind

is much higher than changing, whereas when the user reaches a goal, the other places become

equally probable with a preference of staying in the current place. This term is predefined.

Finally, the P(Ut−1 Glast |Gt) distribution is derived from a histogram learned by the system

when a user stops at a goal location. From this model, we compute the probability distribution

P(Gt |Gt−1 Rt−1 Ut−1 Glast), which is then used in the main model as the goal model, as follows:

P(Gt |Gt−1 Rt−1 Ut−1 Glast) ∝ P(Gt |Gt−1 Rt−1)P(Ut−1 Glast |Gt)

The user model is build in a similar manner than the goal model and is the following:

P(Ut Ut−1 Gt−1 Glast) = P(Ut−1) P(Ut |Ut−1) P(Gt−1 Glast |Ut)

Again, P(Ut−1) is a uniform distribution. P(Ut |Ut−1) describes the persistence of the human

user, i.e. keeping the same user is more probable than switching between users. P(Gt−1 Glast |Ut)
is also derived from a histogram, which is also learned when a user reaches a goal location. The

probability distribution computed in order to build the user model is P(Ut |Ut−1 Gt−1 Glast):

P(Ut |Ut−1 Gt−1 Glast) ∝ P(Ut |Ut−1)P(Gt−1 Glast |Ut)
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