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Abstract: The paper is devoted to analysis of robustness of the finite-time stability property for
discontinuous systems using the homogeneity framework. A short introduction into sliding-mode
systems, homogeneity and finite-time stability is given. The main result connects the homogeneity
degree of a discontinuous system and its type of robust stability. For robustness analysis the input-
to-state stability method is used. The proposed theory is applied to a series of well known sliding-mode
control algorithms.
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1. INTRODUCTION ity have been proposed recently Andrieu et al. [2008], Efimov
and Perruquetti [2010].

Th the context of sliding-mode control and differential inclu-
; ‘sions, some few papers were devoted to treatment of FTS b
troduced in the context of relay control systems. Indeed, t bap y

state dependent relay control may switch at high (theoretically mogeneity Levant [2005], Orlov [2005]
infinite) frequency inducing a constraint motion on a manifold’he aim of this paper is to propose a tool to handle the
(called the sliding mode Utkin [1992]). robustness of finite-time stability applying the homogeneity
Such slidi d trol exhibits int ting feat f the advantage of the latter is that it can be checked applying
uch Sliding-mode controf exnIDILS INteresting teatures 1or €1k, o 51qepraic operations only). Section 3 introduces the three
gineers: a relative simplicity of design, control equivalent MO ain in ; i
) > o S ; ) gredients:
tion (as long as sliding conditions are maintained), invariance
to process characteristics and external perturbations Edwardse Differential inclusions (DI) within the sliding mode con-
and Spurgeon [1998], Perruquetti and Barbot [2002], Utkin  text,
[1992], it still remains the object of many studies (theoretical e Finite Time Stability concepts and results for DI,

or related to various applications). Later, the evolution of the e Homogeneity concepts and the main results for DI.

sliding mode control theory and its applications required a morg, .
: e - , . en new results on robustness of FTS for DI with respect to
detailed specification of the sliding motion, which may have erturbations are given in the context of input-to-state stability

different order of “smothness”. The modern control theory cay{llg1 > . ;
: C L eemels and Weiland [2008], Dashkovskiy et al. [2011] in
this extended concept as the high-order sliding-mode (HOS géction 4, and their consequences for sliding-mode control

From the beginning, one of the most important properties of tt@nalysis via the homogeneity are given in section 5.

sliding mode was the finite-time convergence of motions toward

the sliding manifold. This finite-time convergence property 2. NOTATIONS

was intensively used within ordinary differential framework

Haimo [1986]. Since then, many papers were devoted to tfﬁ]

finite-time convergence (Bhat and Bernstein [2005], Moulay

and Perruquetti [2003], Orlov [2005]). Until now the main e Ry ={z € R:x > 0},R_ = {x € R: z < 0}, where

framework, used to obtain FTS (finite-time stability) property, R is the set of real number.

relies upon the notion of homogeneity. e ||.||;,» denotes thé-norm onR", wheni = 2 (Euclidian
norm) it will be simply denoted by.||.

e For a (Lebesgue) measurable function: R, — RP?

Sliding mode control has a long standing history starting fro
the early 20th century: the notion of “sliding mode” was in

rough the paper the following notations will be used:

Homogeneity is an intrinsic property of an object, which re-

mains consistent with respect to some scaling: level sets (resp. . —
solutions) are preserved for homogeneous functions (resp. vec- dzflnet_hearl]ommd||[to’t3 t; ess'tsué)te[tox_m t”r?(t)H, thetn
tor fields). The notion of weighted homogeneity was found |14l = [dl]jo,+oc) and the set ofi(t) with the property
useful by many authors Hermes [1986], Kawski [1988]iiG¥ |ld[|oc < 400 we will further denote a<, (the set of

[2000], Nakamura et al. [2009]. Extensions to local homogene-  locally essentially bounded measurable functions).
e Let A, B be two subsets oR"™, define the Hausdorff

* This work was partially supported by Non-A INRIA - LNE. ANR Chaslim. distance by




|A — B|lg = max{sup ||y||a, sup ||z||5}, 3.2 Finite Time Stability
yeB €A

where||z|| 4 = infyca ||z — y|. The main definitions and properties for FTS are recalled now
e A continuous functiony : R, — R belongs to the class following the theory emerged in Haimo [1986], Bhat and Bern-
K if a(0) = 0 and the function is strictly increasing. The stein [1998] for the DI (3) withd = 0.

functiona : Ry — R, belongs to the clas§. if « € £ Definition 1. The system (3) is said to Haite time stableat

and it is increasing to |nf|n|ty The function e CL if the origin (on an open neighbourhovct Rn) if:
it is locally Lipschitz continuous in some neighbourhood ) .
outside the origin. A continuous functioi : R, x (1) there exists a functiofi € X such that for allzy € V we

R, — R, belongs to the clas€XL if 3(s,t) € Kao have||®*(zo)[| < d(||lxol|) for all ¢ > 0 and ®*(zo) €

for each fixedt € R, andlim;_r 3(s,t) = 0 for each S(xo). i i

fixeds € R, for some0 < T’ < +oo0. (2) there exists a functioly : S — R, such that for
e For anyz € R" the Clarke generalized derivativeV (z) all z € V and P'(z0) € S(z0), P*(zo) = 0 for all

of a locally Lipschitz continuous functiol : R"* — R t > To[® (9502]- Ty is called thesettling-time functiorof

is defined as follows: the solution®®(z).

DV(x)={¢:V°(z,d) > £'d, Vd € R"}, If T(2) = supgt(z)es(x) To[®'(x)] < +oo, thenT is called
V(y +td) — V(y) the settling-time function of the system (3).

Vo (I, d) =lim infy_,ﬂc7 t—0

t ' If V¥ = R", then the system is called globally FTS (GFTS).

The notationDV () f («) stands for directional derivative _ _ . . _
of a continuously differentiable functiol with respect It iS possible to show that if a Lipschitz continuous DI (3)
to the vector fieldf evaluated at point, and for Dini satisfies the standard conditions, then it has the settling-time

derivative of a Lipschitz continuous functiori in the function? Moulay and Perruquetti [2005].

direction of f: _ A sufficient condition of FTS can be formulated for (3) using
DV () (x) = lim inf V(z+tf(z)) — V(l). the Lyapunov theor){. |
t—0+ t Definition 2. A functionr» € K N CL belongs toclassKZ if
e For any real number > 0 and for all realz define there exists > 0 such that:
(2] = sign(x)[a]". [
o r(z)

3. PRELIMINARIES Theorem 3.Moulay and Perruquetti [2005] Lét € F.;(0) in

the system (3). If there exists a Lyapunov function R™ —
R (locally Lipschitz continuous, positive definite and radially
In the following we consider ODE of the form unbounded) that verifies the condition

&= f(z,d)+ g(z)u, @) sup DV (z)p < —r[V(2)], (4)
wherez € R” is the stated € RP is the disturbance](t) € pe @)

L andu is the control which belongs to the set of admissibl(a\éveht(,;’]irr(13 g.tiemlglejr:?t?gntrhgf ?g)gg;;issf::;s for (3). Moreover, the

inputs/ C R™. Since we are interested in the sliding-mode

3.1 Class of systems under consideration

. R . . V(x) d
control analysis, we assume that the control is a discontinuous T(z) < z
state feedback = u(x), which leads to analysis of a closed- ~—Jo r(z)
loop system of the form: ) ) o
i = falz,d), @) A particular possible choice ig(s) = as®, wherea > 0 and

where f.(z,d) = f(z,d) + g(z)u(z) is a vector field that * < 0,1).
is supposed to be at least piecewise continuous. The Filippg\g Homogeneity
regularization procedure allows us to associate a Differential

Inclusion (DI) with (2) that captures all behaviours of therpe concept of homogeneity has been introduced in control
system: ] theory in the 90s Hermes [1986, 1991]. Following ideas of
i € Fo(z,d), ()  Euler about homogeneous polynomials, Hermes generalized

where F(z,d) is a set-valued map. The mafy; satisfies this concept with the weighted homogeneity, applicable to a
the so-calledstandard conditionsf F is compact, convex proader class of systems.

ZPdu#]EEg ?ﬁmgﬁoigt't';:éogsz)rwar‘]"er?%vrg'sgglecovﬁsl? deesrir?f 't[%:afinition 4. A generalized weight is a vector= (r1,...,r,)

Fil?ppov regularization procedure). In this work for an inigal -th ri > 0. The dilation associated to the generalized weight
L X ; -~ "ris the action of the grouR* onR™ given by:

conditionzy € ¥V C R™ we denote a corresponding solution +

defined at least locally in time aB(x() (it is an absolutely Ap: RY X R* — R” v

continuous function under the standard conditions imposed (Az)  — diag(A"7)z.

on F,;). The set of solutionsb!(z,) corresponding to the

common initial conditionz, we will denote asS(xzy), let

S = UzevS(zo) be the set of all possible solutions of the

differential inclusion (3) starting iiv.

Many results have been provided for continuous homogeneous
systems, usually under the assumption of forward uniqueness of
solutions Bhat and Bernstein [2005], Rosier [1992]. Below we
present some new results, which have been recently proposed
The reader may found additional materials on differential inclusy the authors in the discontinuous setting Bernuau et al.
sions in Filipov [1988]. [2013Db].



Consider the autonomous differential inclusion (3) wite= 0 4.1 Robustness of finite-time stability
defined by the set valued madf{z) = Fi;(x, 0):

& € F(x). (5) The definition of FTS for (3) withl = 0 has been given before.

In this section we will be interested in two cases foe4 0:

d(t) is a locally essentially bounded and Lebesgue measurable
function of time, i.ed € L, andd(t) € D = {d € L :
[ldl|cc < D} for some0 < D < +oo. Ford # 0 we will
AMATF(Apx) = F(x). use a notion of extended Filippov’s solutions from Heemels and
Weiland [2008] and assume that for the chosen class of inputs
(D or L) the solutions irS are defined for alt > 0. Then we
have the following list of robust stability properties.

Definition 9. The system (3) is called uniformly FTS at the
; L e igin with respect tad(t) € D (in an open neighbourhood

all z(.) solution of the system (5) with initial conditiory, and ongin wi . . i

all A > 0, the absolute continuous curve— A,(xz(A\™t)) is a V) if the following properties hold for ali(t) € D

solution of the system (5) with initial conditiah, (o). e uniform stability, i.e. there exist§ e K such that

, , , |9 (zo)]| < d(||lzol) forallt > 0, anyzy € V and all
The homogeneity can be associated with the homogeneous gt (z)'c S(z);

Definition 5. A set valued mapF : R® = R" is r—
homogeneous with degree € R if for all x € R™ and for
all A > 0 we have:

The system (5) is—homogeneous of degreeif the set valued
map F' is homogeneous of degree.

Proposition 6.Let 7 : R® = R" be a set valued-
homogeneous map with degree Then for allzg € R™ and

norm (which is a homogeneous function of degree 1) e uniform finite-time attractiveness, i.e. there is a settling-
n time functionTy : S — R such thatb!(zq) = 0 for all
]l = Z |2;]#/™4, p > 0. t > To (P! (o)) for anyzg € V and all®t (zg) € S(xo).
=0

: : _ It T'(x) = supgt(s)es() To[®' ()] < +oo, thenT is called
Anrc])ther lfr‘f[\r;])organt object for homogeneouﬂznsystemslslthe Uhiform settling-time function of the system (3). The system (3)
sphere of the homogeneous nofin= {x & lalle = 1} with d(t) € D is called globally uniformly FTS at the origin if
In many situations, the set valued md&p comes from the V =R".

Filippov reguralization process of a discontinuous vector fielthefinition 10. The system (3) is called locally finite-time input-
. Suppose we have a vector figfdvhich is homogeneous in to-state stable (FTISS) if there exist sorfeandV c R”,
the sense of Definition 5. If we apply the regularization process, e V' such that for alkey € V andd(t) € D the estimate
is the homogeneity property preserved ? The answer is positive.

omogenely Propery pres P 1@ (o) | < Alloll,£) +(]ld]|oc)
Proposition 7. Let f be a vector field and” be the associated . - X
set valued map. Suppostis r-homogeneous of degree. S satisfied for allt > 0 and ®*(xo) € S(zo) for some

YV =R"*andD = L.

The following theorem asserts that a strongly globally asympefinition 11. The system (3) is called finite-time integral

totically stable system admits a homogeneous Lyapunov fungmput-to-state stable (FTilSS) if for alyy € R™ andd(t) € Lo
tion. This result is a generalization of a theorem of Rosiahe estimate

[1992]. :

Theorem 8.Let F' be ar-homogeneous set valued map with a([[®(zo) ) < B([lzol, ) +/ v(lld(r)[)dr
degreem, satisfying the standard assumptions. Then the two 0

following statements are equivalent: is satisfied for alt > 0 and®*(zo) € S(zo) for somex € Ko,

. i B e GKLandy € K.
e The system (5) is strongly globally asymptotically stable.

e For all & > max(—m,0), there exist a pai(V, W) of  The uniform FTS means that the system stability is not influ-

continuous functions, such that: enced by the inputd from D. The FTISS and FTilSS quan-
(1) V e C*=(R"), V is positive definite and homoge- tify the deviations of trajectories for bounded and integrally
neous with degreg; bounded inputs respectively.

2) W e C>(R™\{0}), W is strictly positive outside of — . . .
2) theeorigin(and\éoirzogeneous 0¥gegfsee m: The Lyapunov characterization of uniform FTS coincides with

_ one introduced for FTS before, the only additional requirement
(3) maxeer) DV(2)p < ~W(z)forallz 70 is that the condition (4) is satisfied for alle D. To introduce
the Lyapunov functions for FTISS and FTilSS we will need the
4. ROBUSTNESS OF FINITE TIME STABILITY following property: for two functions:;, az : R® — R, the
PROPERTY relationa, (z) ~ az(z) means that there exists> 0 such that
a1(z) > az(x) forall ||z]] <e.

In this section we will consider the problem of robustnes®efinition 12. A locally Lipschitz continuous functior” :

of FTS with respect to external bounded inputs. Mainly th&" — R is called FTISS Lyapunov function for the system
presentation will follow the definitions given in the paper Hond3) if there aren;, az, a3 € Koo ando € K such that for all
et al. [2010], devoted to an extension of the input-to-state stable€ R™ andd € R?

(ISS) system theory for the FTS concept. In Hong et al. [2010] o1 (||z])) < V() < ao(||z]]),

all definitions and results are introduced for continuous time- N N

varying nonlinear systems, in this work we will present the sup  DV(z)p < —az(||z]]) +o([ld]]) (6)
extension for DI (3) taking in mind Heemels and Weiland PEFe(w,d)

[2008], Xiaowu et al. [2010]. with as(||z]]) ~ aV*(z) for somea > 0and0 < « < 1.



As in Heemels and Weiland [2008], Xiaowu et al. [2010] arProof. Due to Theorem 8 there exists at least locally Lipschitz
equivalent FTISS Lyapunov function definition can be usedontinuous and homogeneous Lyapunov funcion R” —

instead of (6): R, such that/' (A,y) = MV (y) forally € S, A € R, with
lzll > x(ldl) —  sup DV (2)p < —as(|z]) somey > max{l, —v} and
PEFu(z,d) sup DV (y)y < —a, [[DV(y)| <b Vy € S,
for all z € R andd € R? with someas € Koo, ¥ € K. YEFa(y,0)

a > 0,b > 0. Note that by its definition the functiol is

Definition 13. A locally Lipschitz continuous functiod/ : positive definite and radially unbounded and- 1 > 0. We

R — R is called FTIISS Lyapunov function for the system . <o the coordinate transformation— Aj,jy, whered,| =
(3) if there area, as € Ko, 0 € K and a positive definite

continuous functiors : R. — R, such that for allz: € R™ AT,|A:Hwa which conngcts any € Rn with the correspondi.ng
andd € RP pointy € S,. For the inputd we will use the transformation

d = Ay, d, whered € R? andA ;) = A;|,_,. ,th
ar(flz]) < V(z) < aq(]]), || & WNETEd € IR aNALA g I\=z), then

5 Trmaxjf 5 <
sup DV (z)e < —as(||z]]) + o((ld]]) < —ys o mss L
o Idl < oCllellolidll, () =3 ° s 025
with az(||z||) ~ aV*(x) for somea > 0 and0 < a < 1. Now let us consider the time derivative of the Lyapunov func-
o o tion V computed for the system (3) for alle R™ andd € R?:
The definition of the FTISS Lyapunov function is given for the su DV(2)p = |z su DV (y)é
global case, the local one can be obtainedifar V andd € D. Wchzl(Ow,d) - ' ¢EF, F d) Y
The first result of this section is as follows. < —allz||7t* 4 zfr e Sup"" . DV ()¢
Theorem 14.If for the system (3) there exists an FTISS (FTi- " C teFuyd)—Fa(y.0)
ISS) Lyapunov function, then it is FTISS (FTilSS). < —al|z|| X + bl ||X Ty (]| 2] ) e (ld]),
where

Proof. The proof follows from the well known results on o lmin i 5 < 1
ISS/iISS and Hong et al. [2010], Heemels and Weiland [2008], v(s) = oo p(s) = {5 _ ' s> 4
Xiaowu et al. [2010] (skipped for brevity). s Tminlmaxjf g > ]
Therefore if—7Linomax < 0, Which is equivalent t@,,;, > 0,
4.2 Homogeneity and ISS for DI theny™" € Ko and for||d|| < o~'[a/(2b)y~"(|lz[|.)] we
havesup,c ., (z.a) DV () < —0.5az[ 2+ that implies ISS

Finally we are going to show that FTISS and FTilSS followPrOPerty "'tﬁgrr?els and Weiland [2008]7Hiax 0min — 1 < v <

the homogeneity property (depending on its degree). This res{iftin dmax
seriously simplifies verification of robustness of FTS, since 2y (2] < v(lz]) (s) = 1 ifs<1
the homogeneity can be checked applying simple algebraic Ll 2L ) = OUREl ), O = n jp g 51

operations. and for the Lyapunov functiomV (x) = In[1 + V(z)] (it is
For ODE (2) and ISS property some results have been propodedally Lipschitz continuously, positive definite and radially
in Ryan [1995], Hong [2001]. An extension of those resultsinbounded) we obtain

for (2) with inclusion of integral ISS (ilSS) property has been

recently proposed by the authors Bernuau et al. [2013a]. An sup DWW (x)p < ’“”x”:W'ff”((”f"”)||")"(“d”)]
extension of that result for the DI (3) needs some additional PEF (z,d) '
conditions. < _glellzt

) . ) —aiv t bo(||d]|)
Denote an extended discontinuous function

F(z,d) = [Fu(z,d)T 0,]7, for someb > 0, which implies iISS for (3). Since fof,i, >

where0.. is the zero vector iR 0 the system is ISS (and it is also iISS by the definition),
P ) _ the only interesting admissible value is,;,, = 0. Since
Theorem 15.Let the discontinuous functiod’ be homoge- ci|z[|# < V(z) < cflz|| for ¢; = infyes, V(y) and
neous with the weightss = [ri,...,7,] > 0, T = c2 = sup,cg V(y) (V is homogeneous with the degrgg,
[F1,...,7) > 0 with a degreev > —mini<icn i, €. then fory < 0 we havel|z||“™# > [c; 'V (z)]'* ¥ and the FTS

Fo(Aya, Ard) = XA, Fo(x,d). Assume that the system (3) property follows.
is globally asymptotically stable fai = 0. Let also
Interestingly to note, that FTS and iISS have a similar restric-

1 Fa(y, d) — Fu(y,0)|lz < o(||d]]) Yy € Sy, tion on the degree of homogeneity: it has to be negative (non
emin if 5 < 1 positive for ilSS).
o(s) = {ng s = Corollary 16. If for some homogeneous' (with the degree
csfmeif s > 1 v and the weightsr) we haveF.(z,d) = F(z) + d, i.e.
for somec > 0 andomax > omin > 0. Then the system (3)is @ iS an additive disturbance, then the system (2) is ISS if
v > —minj<i<, 73, and it is ilSS forv = — miny <<y, 74.

ISS if Frpin > 0, Wherer i, = minlgjgp ’Fj;

iISS if FraxOmin — 4 < v < Fin = 0, wherer.e = 5. APPLICATION TO SLIDING MODES
maxlgjgp 7:1'. . . . .

ts : R* — R be aC" function, the time derivatives

" Le
If v < 0, then under the conditions above the system IS¢ 4" s(z)

. = —| ,k=1,2,...,r — 1 are continuous func-
FTISS/FTIlSS. (@) = T | r



tions of the system state € R” ands(") (z) := % isthe property with respect to matched disturbances of the 1-SM
" control system.

discontinuous one. The s6t= {z € R" : s(z)=...=s""Y (2)=0
is said to be the-th order sliding manifold of the system (2) iff Remark that the 1-SM system is FTISS with respect to mea-
it is invariant and locally finite time attractive. The motion ofsurement noises. Indeed, for the system

th_e_sy?tem (1? on the manifolfl. is called bythe r-th order se —(u+|FIFenls +d) + (=71, 71y oos [_%mvm])T

sliding-modeg(r-SM). . .
the Lyapunov functionV/(s;) = 1s?,i = 1,2,..,m gives

5.1 First order sliding mode control V; < 0for |s;| > |d;| implying FTISS (see, Theorem 14).

Consider the nonlinear system (2) with= 0. Let the sliding
manifold be defined by &' vector-valued functios : R” —
R™ S ={z e R": s(z) = 0}.

Let us consider the following switching control:

5.2 Second order sliding mode control

Let sliding manifold be defined h§,={x € R™:s(x)=5§(x)=0}.

. ) Assume that the relative degree ofwith respect to control
W= (o) s = 4 (z) if si(z) >0 (7) inputis equal t. In this case the differential equation for the
yro ms u; (x) if s;(x) <0’ output dynamics has the form

wheres(z) = (s1(z),...,sm(z))T andu; : R* — Ryu; : §=a(x) + b(z)u, (13)
R™ — R are some functions. wherea : R® — R andb : R® — R. The output and its
If s(z) = 0 is the sliding manifold of the system (2), then thederivative are assumed to be measured and used for control

invariance condition for the sliding manifold, which providesPUrposes, i.eu = u(s, ).
the equivalent control Utkin [1992], i$:= 0 < u = ueq(®)  Under the following assumptions

and the attractivity condition is: la(@)] < C, 0 < buin < b(2) < byax Vo €R®  (14)

T in(ul,u. ‘ o
$5<0 & min(u,u;) < (eg)i < max(u,up). the output control system (13) can be extended to the inclusion

This condition does not imply that the sliding manifold is . _
reached in finite time. Thus, for the existence of a sliding 5 € [=C, O]+ [bmin, bmax]u (15)
mode it should be replaced by a more restrictive condition, fovherew is the set-valued extension of the discontinuous con-
examples”s < —pul|s||, p > 0.Indeed, one can proves thattrol u obtained in accordance with Filippov definition of the

the Lyapunov functionV/ (s(t)) = 3s(t)”'s(t) goes to zero in a solution for systems with discontinuous right-hand sides (see

finite time (see, Theorem 3). Section 3).

Consider the perturbed control system of the form The "standard” second order sliding mode controllers for the
i = f(z) + G(z)(u+p), (8) system (13) have the forms Levant [1993]:

wherez € R, u € R™andp € R™ describes bounded u(s, 8) = —kisign(s) — kasign(s), (16)

matched uncertainties and disturbances. Assumeythat v;, where0 < ko + C/b™" < k< (™" 4 bk —

i =1,2,...,m where~; are known positive numbers. 2C) /(bmax — pminy;

DenoteLys(x) = %f(m), Las(z) = 8—;G(ac). Assume that u(s, $) = —asign (z), z=3s+ B[s]Y/?, a7)

Lgs is invertible and define the control= u(t,z) inthe form  \\heren 3> 0, 52 < 2a—C).
Utkin [1992] ’ T _ .
w=—(Las)  Lss— (u+ |7l)(Les) sign(s), (9) Denotey; = s, y2» = 5 and present the extended differential

B . i . inclusion for the system (13) in the form
where¥ = (v1,...,7m)T. The differential equation for the

sliding variable has the form { 9=y (18)

. = : yQ S [ - Ca C] + [bmina bmax]a(yla y2)7

$=—(pu+ [7l)sign(s) + p. (10)
The Lyapunov function for this system has the fobngs) = Where@ is one of the controllers (16), (17) with the sign
%sTs. Since V = 57§ < _ulls|| then the system (10) function replaced by its set-valued extensiign (see (12) or

is uniform FTS (see, Definition 9) with respect to boundeé ection 3 for the details).
disturbances with a known estimate of a maximum magnitudét is easy to see that the system (18) with the controllers (16)-

. _ — T
The same Lyapunov function provides the finite time stabilit)gﬂ) isr-homogenousof degree-1, wherer = (2,1)".

of the extended differential inclusion (see, Section 3). Note th&inite time stability analysis of these 2-SM systems using ho-

s oo _ _ T mogenous Lyapunov function method is presented in Polyakov
msYm)) , (11
s€—(u +M7H)81gn(8);([ vl,vlL, [— a ) A1) L Poznyak [2012].
sign(s) = (sign(s1), ..., sign(sm))*, ) )
{1} for s; >0 In order to study ISS properties of 2-sm systems let us consider
[ - 17 1] for S = 0 92 € [ - Cv C] + [bmirn bmax]ﬂ(yh y2) + d2

is homogenousof negative degree. Therefore the system (1]\)/hered — (dy,dy)T € R? are disturbances. It is easy to
with additional miched disturbancés R 7 see that thié syste)m with controllers (16) and (17) satisfies
$ € =(u+ [VlDsign(s) + ([=y1, 7l s [=9m, ym])” +d conditions of Theorem 15 witlh = [2,1],r = [1,0],v =
satisfies Theorem 15 with= [1,...,1]T € R™, + = [0,...,0], —1,c = 1,0™® = pma = 1, That impliesFTilSS property
v=—1,pu =2 oW = gma — 1, that provides FTilSS forthe corresponding closed-loop systems. Moreover, using the



same theorem we obtalTISS propertyf these systems with A. F. Filipov. Differential Equations with Discontinuous Right-
respect to the first input only, i.e. fdp = 0. hand SidesKluwer Academic Publishers, 1988.
L. Grine. Homogeneous state feedback stabilization of ho-

Consider the output control system of the form mogeneous systemsSIAM J. Control Optimization38(4):

$ = a(t) +u, (20)  1288-1314, 2000.
where the unknown function : R — R is assumed to be V.T. Haimo. Finite time controllersSIAM J. Control Optim.
Lipshitz continuous with the known Lipschitz constdnt> 0. 24(4):760-770, 1986.

Let u has the f f th llesbiner-twisti troll W.P.M.H. Heemels and S. Weiland. Input-to-state stability

<1 u has e form ot the so-ca PEr-twisting controfler  and interconnections of dicontinuous dynamical systems.
(STC) Levant [1993] defined fax > 0 and( > 0 by Automatica 44:3079—3086, 2008
t . . .

_ 12 y H. Hermes. Nilpotent approximations of control systems and

u(s(t) = —als(t)] 6/0 sign(s(7))dr, (21) distributions.SIAM journal on control and optimizatio24:

731, 1986.
Denotingr = s andy = a(t) — ﬁfg sign(s())dr we can H.Hermes. Nilpotent and high-order approximations of vector
extend the system (20)-(21) to the following DI field systemsSIAM review 33(2):238-264, 1991.
L 1172 Y. Hong. H,, control, stabilization, and input-output stability
{ v QM)J Ty (22) of nonlinear systems with homogeneous properti@sito-
y € —Psign(z) +[-L, L], matica 37(7):819-829, 2001.
wheresign is defined by (12) and > 0 and > 3L+2L;. Y. Hong, Z.-P. Jiang, and G. Feng. Finite-time input-to-state

) ) stability and applications to finite-time control desi@AM
The system (22) ig-homogenous with degree-1, where J. Control Optim, 48(7):4395-4418, 2010.
r = (2,1)". The non-smooth homogenous Lyapunov functiof; kawski. Nilpotent Lie algebras of vector fieldsl. reine
for finite-time stability analysis of this system is presented gngew. Mathpage 1, 1988.
in in Moreno [2012]. Using Theorem 15, FTISS and FTilSSy | evant. Sliding order and sliding accuracy in sliding mode
properties of the super-twisting system can be shown similarly conrol. International Journal of Contrgl58(6):1247—1263,

to (18) with (16) and (17). 1993.
ISS analysis of the higher order sliding mode control systenfs Levant. Quasi-continuous high-order sliding-mode con-
can be done in similar way. trollers. IEEE Transactions on Automatic Contyd@0(11):
1812-1816, 2005.
6. CONCLUSION J. Moreno. Strict lyapunov functions for the super-twisting

algorithm. IEEE Transactions on Automatic Conty&7(4):
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