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GLOBAL LYAPUNOV ANALYSIS OF MULTI-STABLE

NONLINEAR SYSTEMS

EFIMOV DENIS

Abstract. A new type of stability is introduced and its equivalent Lyapunov
characterization is presented. The problem of global stability for the compact
set composed of all invariant solutions of a nonlinear system (several equilib-
riums, for instance) is studied. Such problem statement allows us to analyze
global stability properties for multi-stable systems. It is shown that several
well-known multi-stable systems satisfy this new stability property.

1. Introduction

The problem of stability of nonlinear systems is one of the main issues in dy-
namical system theory. The main attention is paid to local or global stability of
equilibriums or trajectories [11, 13, 14, 17, 24], set stability [16], stability with re-
spect to part of variables [23, 34], robust stability in presence of exogenous inputs
[27, 30, 29] and oscillation analysis [4, 8, 31]. An interest to multi-stability is also
growing during the last decade [1, 2, 3, 7, 22]. Multi-stable systems include bistable
ones (the class of systems with at least two stable equilibriums), almost globally
stable systems (which have one attracting invariant set and the rest are repellers)
and nonlinear systems with generic invariant sets. Each invariant solution or equi-
librium can be analyzed locally applying a conventional stability paradigm. The
multi-stability phenomenon arises when it is necessary to analyze behavior of a sys-
tem globally, taking into account all its possible �nal states and motions. One of the
main areas of application of the multi-stability framework is the theoretical biology
(the models of cell di�erentiation, cell cycle and circadian oscillators, apoptosis and
many others have several compact invariant sets or equilibriums [15]). Another
traditional area is mechanics (Du�ng equation, Van der Pol equation, Hamilton-
ian systems, under some conditions they all have several invariant solutions and
di�erent number of stable equilibriums [12]).

There are several approaches appealing to multi-stability problem. The �rst
monograph devoted to this subject was published over 30 years ago [10]. The prob-
lem of Lyapunov function existence for multi-stable systems on a compact manifold
has been studied in [35, 20, 19]. One popular modern approach is based on density
functions [1, 33, 18, 22]. This approach assumes the existence of a single asymp-
totically stable equilibrium or invariant set and the presence of several unstable
ones. To establish stability of the attracting set, this approach substitutes the con-
ventional condition on Lyapunov function existence with another one involving a
density function. The obtained property is called almost global stability since it ex-
cludes from consideration the set of initial conditions with zero measure (attraction
is guaranteed for all initial conditions except a set with zero Lebesgue measure).
This approach cannot be applied to a system with several attracting subsets and it
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could be rather hard to �nd a density function for a particular example. Another
line of research deals with analysis of monotone systems, which are widely used in
biology. Multi-stability of this type of models is addressed in the papers [2, 3, 4, 9],
where several constructive conditions for equilibrium stability have been developed.
In the papers [7, 31] bistable systems are considered for a particular form of equa-
tions, which have two stable invariant sets with right hand sides described by a full
state linear negative feedback plus bounded nonlinearities, each stable set is char-
acterized by local input-to-state stability. In the paper [21] a Lyapunov density
based notion of almost everywhere stability is introduced. This approach is based
on solution of a partial di�erential equation.

The present paper aims to add another solution in the palette of approaches
dealing with the multi-stability. Contrarily the previously mentioned works, which
mainly deal with local stability of an invariant solution or almost global stabil-
ity of the single stable set, in this work a global asymptotic stability notion for
multi-stable systems is proposed. The set of all invariant solutions of the system
(including locally stable or unstable ones) is chosen as the object of investigation.
The obtained solution is inspired by biological and mechanical systems discussed in
the next section. Section 3 contains de�nition of the new stability notion. Section
4 presents the necessary and su�cient Lyapunov characterization. Some examples
are considered in section 5.

2. Motivating examples

Consider Lotka�Volterra equations, also known as the predator-prey equations:

ẋ = αx− βxy;

ẏ = −αy + (δ + u)xy,(1)

where x > 0 is the number of preys, y > 0 is the number of predators, α, β, δ > 0
are parameters representing interactions between these two species, u ∈ R is the
control input ensuring the desired population dynamics. For the case u = 0 the
system (1) has Hamiltonian function

H(x, y) = δx+ βy − α ln(xy)

with the minimum H0 = α[2−ln(α2/{βδ})] at the unique equilibrium of the system
(α/δ, α/β), the rest trajectories of the unforced system (1) are closed orbits. Tacking
the control input

u = k(α− βy)x[H(x, y)−Hd],

where H0 < Hd < +∞ is the desired level of Hamiltonian function and k > 0 is
a parameter, it is possible to asymptotically stabilize the particular system orbit
corresponding to Hd. Therefore, the set of all invariant solutions of the system is
given by W = {(α/δ, α/β) ∪ Γ}, where Γ = {(x, y) : H(x, y) = Hd}. The system
(1) has Lyapunov functionW (x, y) = 0.5[H(x, y)−Hd]

2, whose time derivative can
be presented as follows:

Ẇ = −ky2, y = (α− βy)x[H(x, y)−Hd].

Boundedness of W implies boundedness of the state (x, y). We know from the
Krasovskii�LaSalle invariance principle that all trajectories converge to the set
Z = {(x, y) : y = 0}. Since W ⊂ Z and the set W contains all invariant solu-
tions of the system, the global attractiveness of W is ensured. Trajectories of the
system and contours of the Lyapunov function are presented in Fig. 1. Since the
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Figure 1. Trajectories and Lyapunov function contours for the
system (1)

equilibrium is unstable (for α = β = δ = 1, k = 0.1 the system linearization has two
complex conjugate eigenvalues with positive real parts in the equilibrium) almost
all trajectories converge to the limit cycle Γ. A peculiarity of this example is that
many other controlled Hamiltonian systems have a similar function W .

The second example is the Du�ng system:

(2)
ẋ1 = x2;

ẋ2 = −x2 + x1 − x31, x1 ∈ R, x ∈ R.

This system has three equilibriums with coordinates (0, 0), (−1, 0), (0, 1). Lin-
earization of the system in these points shows that the �rst equilibrium at the
origin is a saddle point (one positive and one negative real eigenvalues) and the
last two are locally asymptotically stable (complex conjugated eigenvalues with
negative real parts). It is a good example of bistable systems, all trajectories con-
verge to one of the stable equilibriums depending on initial conditions. The set of
all invariant solutions of this systems W is composed by these equilibriums, i.e.,
W = {(0, 0), (−1, 0), (0, 1)}. This set is globally attractive (see Fig. 2,a). The
system (2) has Lyapunov function

W (x1, x2) = 0.25(x41 − 2x21 + 2x22) + 0.25,

which equals zero in the stable equilibriums only and it is positive otherwise (the
functionW contour plot is presented in Fig. 2,b). Its time derivative for the system
(2) is not positive:

Ẇ = −y2, y = x2.

By the same Krasovskii�LaSalle arguments all trajectories are bounded and con-
verge to the set W. The stable equilibriums attract trajectories for almost all
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Figure 2. Trajectories and Lyapunov function contours for the
system (2)

initial conditions, the exceptions are the equilibrium at the origin and the stable
separatrices of this equilibrium.

The presented systems are multi-stable and possess some special non strict Lya-
punov functions (the functions equal zero on the attracting limit set and are positive
otherwise, their time derivatives are negative semide�nite). Let us generalize these
examples and propose a stability property with respect to such a set W character-
ized by the observed Lyapunov functions.

3. Stability definition

The section starts with preliminaries. In the second subsection the de�nition of
stability is presented and discussed. In the third subsection it is shown that under
some mild conditions, nonlinear systems satisfy the proposed stability property
with respect to the set of all invariant solutions. In the last subsection, some useful
upper estimates on such a system solutions are established.

3.1. Preliminaries. To deal with the systems presented in the motivating exam-
ples, it is necessary to consider nonlinear systems evolving on a manifold:

(3) ẋ = f(x),

where x ∈M , dim(M) = n is the state and M is a smooth manifold with a metric
d : M ×M → R+, R+ = {s ∈ R : s > 0}; f : M → TM is a locally Lipschitz
manifold map. For all initial conditions x0 ∈ M , the corresponding solution is
denoted x(t,x0) (the short notation x(t) is used if origin of initial conditions is
apparent). The solutions are unique, continuous and de�ned at least locally in
time. If the trajectories x(t,x0) are de�ned for all x0 ∈ M and t ≥ 0, then the
system is called forward complete (further we will always assume that (3) is forward
complete). Denote for any point x ∈M the norm |x| = d(x, 0M ), where 0M is �the
origin� on the manifold M , then for any set A ⊂M the distance to the set from a
point x ∈M is de�ned as |x|A = infξ∈A |x− ξ|.

A set A ⊂M is called forward invariant for the trajectories of the system (3) if
x(t,x0) ∈ A for all x0 ∈ A and t ≥ 0; a set A ⊂M is called backward invariant for
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the trajectories of the system (3) if x(t,x0) ∈ A for all x0 ∈ A and t ≤ 0; and a set
A ⊂ M is invariant if it is forward and backward invariant simultaneously for (3).
For the system (3) an invariant set A ⊂ M is locally attracting if there exists an
open neighborhood X ⊂M , A ⊂ X such that lim

t→+∞
|x(t,x0)|A = 0 for all x0 ∈ X ;

an invariant set R ⊂ M is locally repelling if there exists an open neighborhood
X ⊂M , R ⊂ X such that lim

t→−∞
|x(t,x0)|R = 0 for all x0 ∈ X .

An equilibrium of (3) x0 ∈M is called hyperbolic if the matrixAx0
= ∂f(x)/∂x|x=x0

has k eigenvalues with positive real part and n − k eigenvalues with negative real
part, 0 < k < n (n is the manifold dimension). In neighborhood of a hyper-
bolic equilibrium there exist n − k-dimensional invariant submanifold S+

x0
and k-

dimensional invariant submanifold S−x0
such that

limt→+∞|x(t, ξ)− x0| = 0, limt→−∞|x(t, ζ)− x0| = 0

for all ξ ∈ S+
x0

and ζ ∈ S−x0
. An invariant set H ⊂ M is called locally hyperbolic

if for any x0 ∈ H the point x0 is a hyperbolic equilibrium (then x0 is an isolated
equilibrium) or the tangent space Tx0M can be decomposed into a direct (Whitney)
sum Tx0M = E+

x0
⊕E−x0

⊕E0
x0

(E0
x0

is spanned by phase velocity vector and de�nes
movement of the trajectory x(t,x0) in the direction of the set H). The following
inequalities have to be satis�ed for all ξ ∈ E+

x0
and ζ ∈ E−x0

:

Cλt|ζ| 6 |Dx(t,x0)ζ| 6 Cλt|ζ|,
Cλ−t|ξ| 6 |Dx(t,x0)ξ| 6 Cλ−t|ξ|, t ≥ 0

for some 0 < C < C, 0 < λ < 1, where Dx(t,x0) denotes the trajectory x(t,x0)
di�erential [5, 6, 26]. For any x0 ∈ H the stable and unstable invariant submanifolds
S+
x0

and S−x0
can be de�ned in a neighborhood of the point x0 in a similar way. Let

H+ =
⋃

x0∈H
S+
x0
, H− =

⋃
x0∈H

S−x0
,

then H = H+ ∩H−.
A closed invariant set A ⊂ M is called minimal if it does not contain other

smaller invariant sets. Further talking about invariants of the system (3) we always
assume that the invariant sets are closed and minimal.

3.2. Stability property.

De�nition 1. For a set W ⊂M :
= the system (3) is W-stable if for some given R > 0 and for any R 6 ε < +∞

there exists 0 6 δ < +∞ such that |x(t,x0)|W 6 ε for all t > 0 whenever |x0|W 6 δ;
= the system (3) isW-attracting if for any 0 < ε < +∞ and x0 ∈M there exists

0 6 Tx0,ε < +∞ such that |x(t,x0)|W 6 ε for all t > Tx0,ε.
= the system (3) is W-asymptotically stable if it is W-stable and W-attracting.

The properties introduced in de�nition 1 di�er from conventional Lyapunov sta-
bility properties [17, 16] in the following aspects. First, W-stability is introduced
for ε > R for some R > 0 (for R = 0 the W-stability property is reduced to
the conventional Lyapunov stability), the presence of R implies that setting initial
point of a trajectory in some in�nitesimal vicinity of the set W with δ → 0 does
not ensure location of the trajectory in this vicinity. The case R > 0 corresponds
to possible �unstable� equilibriums inclusion into the set W, when the trajectories
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Figure 3. Illustration on the stability property de�nition

initiated close to these equilibriums have to exit neighborhoods of unstable equilib-
riums converging to stable ones. As an illustration of such behavior see Fig. 3,a,
where the colored trajectory starting in δ-vicinity of a hyperbolic equilibrium goes
to ε-vicinity of the attracting �xed point. Following the illustration, the constant
R can be related to the radius of the set W, i.e., with supx1,x2∈W |x1−x2|. In Fig.
3,b another situation is presented, when the colored trajectories closely initiated
to separatrices converge to di�erent attracting states. The left and right distances
from the separatrices to the attracting states can di�er signi�cantly, which again
indicates the necessity of the constant R introduction, giving �exibility for the tra-
jectories local behavior near the equilibriums. Second, according to de�nition 1,
for any r > 0 it may be

Tr,ε = +∞, Tr,ε = sup
|x0|W<r

Tx0,ε.

In other words, there is no uniform time of convergence to the set W for compact
sets of initial conditions. This property is the result of �unstable� equilibriums/sets
presence also.

Recall that a continuous function µ : R+ → R+ belongs to class K if µ(0) = 0 and
it is strictly increasing; additionally it is of class K∞ if it is also radially unbounded;
a continuous function β : R+×R+ → R+ is of class KL, if β(·, t) ∈ K for any t ∈ R+,
and β(s, ·) is strictly decreasing to zero for any �xed s ∈ R+. Applying standard
arguments the following more useful equivalent characterization of W-stability for
the system (3) can be obtained.

Proposition 1. The system (3) is W-stable for the given R > 0 if and only if there
exists a function φ ∈ K such that |x(t,x0)|W 6 φ(|x0|W +R′), R′ = φ−1(R), t > 0
for all x0 ∈M .

Proof. To prove su�ciency, denote ε = φ(δ + R′) for any δ > 0 (ε > φ(R′) = R),
then the W-stability holds.

Necessity. From de�nition 1, for a given R > 0 and for any ε > 0 there exists
δ > 0 such that |x(t,x0)|W 6 R + ε for all t > 0 whenever |x0|W 6 δ. For all
s > 0 de�ne a function g(s) = sup|x0|W6s,t>0 |x(t,x0)|W and let g(0) = R, then
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g(s) < +∞ for any s ∈ R+ (by de�nition of W-stability) and g(s1) 6 g(s2) for
s1 6 s2. From the de�nition, for all ε > 0 there exists δ > 0 such that g(δ) 6 R+ε,
then for any ε′ > 0 there exists δ′ > 0 such that |g(s′) − g(s)| 6 ε′ whenever
|s′ − s| 6 δ′ for all s′ ∈ R+. Therefore, the function g is not decreasing and
continuous. Then there exists a function φ from class K yielding g(s) 6 φ(s+R′),
R′ = φ−1(R), which is required. �

The conventional Lyapunov stability with respect to an invariant set W can be
introduced as follows [16]: for any initial conditions x0 ∈M , there exists a function
δ ∈ K such that |x(t,x0)|W 6 δ(|x0|W) for all t > 0. Thus the deviations of
trajectories from the set W are proportional to the initial divergence from the set.
According to proposition 1, in theW-stability case, the deviations are proportional
to the initial ones subject to a shift R′ (similarly the practical stability with respect
to the set W can be formulated in the conventional framework [16]). If the set W
is not connected and contains stable and unstable subsets, then the constant R
characterizes the distance between the subsets, i.e. locally trajectory can exit any
vicinity of an unstable subset and enters the stable ones. However, globally (when
|x0|W � R′) the trajectories deviations are governed by the initial divergence,
similarly to the conventional Lyapunov stability.

3.3. Stability with respect to set of all invariant solutions. Let W ⊂M be
a compact non empty set containing all invariant sets of the system (3) (the set W
is not necessarily connected). Let lim

t→+∞
|x(t,x0)|W = 0 for all x0 ∈M .

The global attractiveness of the set W excludes from consideration the systems
with unbounded solutions, additionally this assumption prevents some con�gura-
tions of invariant sets obeying separatrices with solutions approaching in�nity. Due
to compactness of the set W there is a constant D > 0 (related with |0M |W) such
that

|x|W 6 µ1(|x|+D), |x| 6 µ2(|x|W +D), µ1, µ2 ∈ K.
Further we assume that the manifold M has the property supx∈M |x|W = +∞.

For the set W formed by all invariants of the system (3), the property of W-
asymptotic stability is naturally satis�ed.

Lemma 1. LetW ⊂M be a compact set containing all invariant sets of the system
(3) and

limt→+∞|x(t,x0)|W = 0

for all x0 ∈M . Then there exists R > 0 such that the system (3) isW-asymptotically
stable.

Proof. The set W contains all invariant solutions and lim
t→+∞

|x(t,x0)|W = 0 for all

x0 ∈M , then for each such x0 for all ε > 0 there exists a �nite time Tx0,ε > 0 such
that |x(t,x0)|W < ε for all t > Tx0,ε (if a point x0 ∈ M\W satis�es the property
Tx0,ε = +∞ for some ε > 0, then the corresponding trajectory x(t,x0) does not
approach the setW with t→ +∞, therefore x(t,x0) has its own invariant set, that
is a contradiction), thus the system is W-attracting.

Next, consider the set of initial conditions x0 ∈ Dδ for some δ ∈ R+, Dδ =
{x ∈ M : |x|W < δ}. De�ne nx0

= supt>0 |x(t,x0)|W , nx0
> |x0|W and Nδ =

supx0∈Dδ nx0
. Assume that Nδ′ = +∞ for some �nite δ′ ∈ R+, it means existence of

a sequence xi ∈ Dδ′ , i > 0 with trajectories x(t,xi) such that supi>0 supt>0 |x(t,xi)|W =
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Figure 4. Illustration to facts 1 and 2

+∞ . Take 0 < ε 6 δ, then there exists 0 6 Txi,ε < +∞, i > 0 such that
|x(t,xi)|W < ε for all t > Txi,ε and all xi ∈ Dδ′ . Therefore, the trajectories x(t,xi)
approach in�nity and return back in a �nite time (Txi,ε is an upper bound). How-
ever due to compactness of W and continuity of the solutions, the norms |x(t,xi)|
stay bounded and each particular trajectory has �nite norm (the system is forward
complete). For the sequence of trajectories this implies the existence of a limit
point x∞ on the boundary of the set Dδ′ with a trajectory x(t,x∞) approach-
ing in�nity and returning back in a �nite time Tx∞,ε, which is a contradiction.
Therefore, Nδ < +∞ for all δ ∈ R+, Nδ1 6 Nδ2 for all δ1 6 δ2 by construction,

lim
δ→+∞

Nδ = +∞ due to the property supx∈M |x|W = +∞, then R = infδ∈R+ Nδ is

as required and for any ε > R there exists δ > 0 with the property Nδ = ε. �

LetW = A∪R∪H, where the set A is composed by locally attracting invariant
sets, the set R contains locally repelling invariant sets and H is hyperbolic invariant
one (some of these sets may be empty). From now on a such set W constitutes the
main object of investigation.

If the sets R and H are not empty then always R > 0 (nx0 > 0 for any δ → 0
with |x0|R 6 δ or |x0|H 6 δ, x0 /∈ R ∪ H). If we exclude from the admissible set
of initial conditions some neighborhoods of the sets R and H, then it is possible to
prove existence of the �nite time Tr,ε = sup|x0|W<r Tx0,ε. Let

U = R∪H+

be the set containing all repulsing invariant sets of the system (3). Formally, this set
is not minimal (R∪H is the minimal one) and not necessarily compact due to H+

inclusion, H ⊂ U . According to de�nitions of the sets A, R and H, all trajectories
of the system (3) with initial conditions outside of the set U , e.g. x0 ∈ M\U ,
asymptotically converge to the set A. See the qualitative illustration of this claim
in Fig. 4, where the set X ⊂M satis�es the properties U ⊂ X and X ∩A = ∅, and
all the trajectories initiated outside of the set X converge to A. In other words the
set A is �globally� asymptotically stable in M\X .
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Fact 1. For any open set X ⊂ M , U ⊂ X , X ∩ A = ∅ and any ε > 0, r > 0
there exists 0 6 Tr,ε < +∞ such that |x(t,x0)|W < ε for all t > Tr,ε whenever
x0 ∈ Dr\X , Dr = {x ∈M : |x|W < r}.

Proof. Since the system (3) is W-attracting, then for each x0 ∈ M there exists
0 6 Tx0,ε < +∞. Consider Tr,ε = supx0∈Dr\X Tx0,ε and assume by contradiction
that Tr,ε = +∞ for some r > 0, ε > 0. Then there exists some sequence of
xi ∈ Dr\X , i > 0 such that the corresponding Txi,ε → +∞ as xi → x∞, where
x∞ belongs to a boundary of the sets Dr and X . Consider the initial conditions
xj ∈ X or xj ∈ M\Dr for which x(t′,xj) = x∞ for some t′ > 0 (since the set
Dr\X contains all the attracting invariants, such trajectories should exist). Clearly
Txj ,ε = +∞ for these initial conditions that is a contradiction, since it implies that
the trajectory x(t,x∞) has its own invariant set outside of W. �

3.4. KL estimates. The next interesting question is the existence of KL estimates
for the solutions of a W-asymptotically stable system. If we exclude the neighbor-
hoods of the set U , then existence of the required estimate can be proven applying
the standard arguments [16].

Fact 2. For any open neighborhood X ⊂M , U ⊂ X , X ∩A = ∅ there exists β ∈ KL
such that

|x(t,x0)|W 6 β(|x0|W +R, t), t > 0

for all x0 ∈M\X .

Proof. From proposition 1 there exists a function φ ∈ K such that |x(t,x0)|W 6
φ(|x0|W + R), t > 0 for all x0 ∈ M , R > 0. From fact 1, for all ε > 0, r > 0
there exists 0 6 Tr,ε < +∞ such that |x(t,x0)|W < ε for all t > Tr,ε whenever
x0 ∈ Dr\X . Applying the same arguments from the proof of Lemma 3.1 [16],
we prove the existence of the map T : R>0 × R>0 → R>0 such that: T (r, ·) is
continuous and strictly decreasing for each �xed r > 0; T (·, s) is increasing for
s > 0, limr→+∞ T (r, s) = +∞; and |x(t,x0)|W < ε whenever x0 ∈ Dr\X for all
t > T (r, ε). Further, as in the proof of Proposition 2.5 [16], if we de�ne ψ(r, ·) =
T−1(r, ·), then for all r > 0 the map ψ(r, ·) is continuous and strictly decreasing,
ψ(r, 0) = +∞. By de�nition |x(t,x0)|W < ψ(r, t) 6 ψ(r + R, t) whenever x0 ∈
Dr\X for all t > 0 and

|x(t,x0)|W < ψ̃(|x0|W +R, t), t > 0, x0 ∈M\X ,

where ψ̃(s, t) = min{φ(s), infr>s ψ(r, t)}. If the function ψ̃ is not from the class KL,
then it can be upper bounded by a function β ∈ KL with the property ψ̃(s, t) 6
β(s, t) for any s ∈ R+, t ∈ R+ [16]. �

For x0 ∈M\X , there is an open set X ′ ⊂ X , U ⊂ X ′ such that x(t,x0) ∈M\X ′
for all t > 0. In this set, all trajectories converge to �globally� asymptotically stable
set A, and this is a conventional case (see Fig. 4). That explains why the reasoning
from [16] is valid to prove fact 2.

Let X = Bρ for some ρ > 0, Bρ = {x ∈ M : |x|U < ρ}. Clearly, there exists
ρmax > 0 such that the properties U ⊂ Bρ, Bρ ∩ A = ∅ hold only for ρ 6 ρmax

(if ρ > ρmax, then Bρ ∩ A 6= ∅ due to compactness of W). We also restrict the
value of ρmax assuming that the quantity |x|R∪H 6 ρmax implies |x|W = |x|R or
|x|W = |x|H.
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Fact 3. For any 0 < ρ 6 ρmax there exist β ∈ KL, η ∈ K such that

|x(t,x0)|W 6 β(|x0|W +R, η(ρ)t)

for all x0 ∈M\Bρ.

Proof. From fact 2, there exists β ∈ KL such that |x(t,x0)|W 6 β(|x0|W + R, t),
t > 0 for all x0 ∈ M\Bρmax , and from proposition 1, there exists a function φ ∈ K
such that |x(t,x0)|W 6 φ(|x0|W + R), t > 0 for all x0 ∈ M , R > 0. Owning the
result from [28], there exist functions σ1, σ2 ∈ K∞ such that

β(s, t) 6 σ1(s)σ2(e−t)

for all s ∈ R+, t ∈ R+.
For any 0 < ρ 6 ρmax and r ∈ R+ de�ne the sets Lρ = {x ∈ M : ρ 6 |x|U 6

ρmax} and Er = {x ∈ M : |x|W 6 r}. Then for any 0 < ρ 6 ρmax and r ∈ R+ for
all x0 ∈ Lρ we can de�ne

τx0 =

{
arg inft>0{x(t,x0) ∈M\Bρmax

} if x0 /∈ U ;

+∞ if x0 ∈ U ,

τ̄(r, ρ) = sup
x0∈Er∩Lρ

τx0 .

The time instants τx0
are well de�ned for all x0 /∈ U (all trajectories with initial

conditions in Bρmax
\U enter in a �nite time the set M\Bρmax

), and for initial con-
ditions x0 ∈ U the value τx0

is in�nite. Hence, for the trajectories initiated into
the compact set Er ∩ Lρ the value τ̄(r, ρ) estimates the maximal time of the set
M\Bρmax access, it is well de�ned for any r ∈ R+ and 0 < ρ 6 ρmax (if the inter-
section Er ∩ Lρ is empty we put τ̄(r, ρ) = 0). For any �xed ρ ∈ (0, ρmax] the func-
tion τ̄(·, ρ) is non-decreasing, for any r ∈ R+ the function τ̄(r, ·) is non-increasing
(limρ→0 τ̄(r, ρ) = +∞, limρ→ρmax

τ̄(r, ρ) = 0). The function τ̄(r, ρ) equals to zero
for all ρ > ρmax and r < ρ (if the intersection Er ∩ Lρ is empty), in the domain
P = {(r, ρ) : r > ρ and ρ 6 ρmax} the function τ̄(r, ρ) inherits continuity after the
system solutions. Then for all 0 < ρ 6 ρmax and r ∈ R+ there exist % ∈ K∞, η ∈ K
with η(ρmax) = 1 such that

τ̄(r, ρ) 6 %(r)/η(ρ).

Indeed, de�ne ρ̃ = 1/ρ and τ̃(r, ρ̃) = τ̄(r, 1/ρ̃), then τ̃ is a non-decreasing function
of both arguments r ∈ R+, ρ̃ ∈ [1/ρmax,+∞) and using the result of [28] in the
domain P we can �nd some %̃ ∈ K∞, η̃ ∈ K∞ such that τ̃(r, ρ̃) 6 %̃(r)η̃(ρ̃) for all
(r, ρ̃) ∈ P. Since outside P the function τ̃ is zero and %̃(r)η̃(ρ̃) stay nonnegative
everywhere for r ∈ R+, ρ̃ ∈ R+, then the inequality τ̃(r, ρ̃) 6 %̃(r)η̃(ρ̃) is valid
for all r ∈ R+, ρ̃ ∈ [1/ρmax,+∞). The existence of functions % ∈ K∞, η ∈ K
follows returning to ρ = 1/ρ̃ (under a suitable rescaling in order to provide that
η(ρmax) = 1).

Note that for any 0 < ρ 6 ρmax the upper estimate

|x(t,x0)|W 6 β(|x0|W +R, η(ρ)t), t > 0

is satis�ed for all x0 ∈M\Bρmax
(η(ρmax) 6 1 for any 0 < ρ 6 ρmax ). Let us �x a

ρ ∈ (0, ρmax] and take some x0 ∈ Lρ, then we have two estimates:

|x(t,x0)|W 6 φ(|x0|W +R)
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for all t > 0 and

|x(t,x0)|W 6 β[|x(τx0
,x0)|W +R, η(ρ)(t− τx0

)]

for all t > τx0 . Substituting the �rst estimate into the second one we get

|x(t,x0)|W 6 β[φ(|x0|W +R) +R, η(ρ)(t− τx0
)]

6 σ1[φ(|x0|W +R) +R]σ2(e−η(ρ)(t−τx0
))

6 σ1[φ(|x0|W +R) +R]σ2(e−η(ρ)teη(ρ)τx0 ).

Since σ1[φ(s+R) +R] 6 σ1[2 max{φ(s+R), R}] 6 σ1[2 max{φ(s+R), R+ s}] for
all s ∈ R+, de�ne θ(s) = max{φ(s), σ1[2 max{φ(s), s}]}, then

|x(t,x0)|W 6 θ(|x0|W +R)σ2(eη(ρ)τx0 e−η(ρ)t)

for all t > τx0 . Note that τx0 6 τ̄(|x0|W , ρ) 6 τ̄(|x0|W+R, ρ) 6 %(|x0|W+R)/η(ρ),
then

|x(t,x0)|W 6 θ(|x0|W +R)σ2(e%(|x0|W+R)e−η(ρ)t)

for all t > τx0 . De�ne β̃(s, t) = max{1, 1/σ2(1)}θ(s)σ2(e%(s)e−t), obviously β̃ ∈ KL,
then for any x0 ∈ Lρ the estimate is satis�ed:

(4) |x(t,x0)|W 6 β̃(|x0|W +R, η(ρ)t)

for all t > 0. Indeed, the estimate (4) holds for all t > τx0
by construction and the

consideration above. For t = τx0
we have

θ(|x0|W +R)σ2(e%(|x0|W+R)e−η(ρ)τx0 ) = θ(|x0|W +R)σ2(e%(|x0|W+R)−η(ρ)τx0 )

> θ(|x0|W +R)σ2(1) > φ(|x0|W +R)σ2(1),

therefore β̃(|x0|W+R, η(ρ)τx0) > φ(|x0|W+R) and the estimate (4) is also valid for
all t ∈ [0, τx0 ]. Next, for any x0 ∈ M\Bρmaxthe estimate |x(t,x0)|W 6 β(|x0|W +

R, t) is satis�ed for all t > 0, since β(s, t) ≤ β̃(s, t) for all s ∈ R+, t ∈ R+, then
the estimate (4) is valid for all x0 ∈ M\Bρmax

and t > 0. Therefore, for any

0 < ρ 6 ρmax there exist functions β̃ ∈ KL, η ∈ K such that for all x0 ∈M\Bρ,

|x(t,x0)|W 6 β̃(|x0|W +R, η(ρ)t), t > 0.

�

Now we are in position to proposeKL estimates for the solutions ofW-asymptotically
stable system (3).

Proposition 2. For the system (3) the following is equivalent:
= W-asymptotic stability, W = A ∪R ∪H;
= for all x0 ∈M there exist functions β ∈ KL, η ∈ K such that

|x(t,x0)|W 6 β(|x0|W +R,min{1, η(|x0|U )}t), U = R∪H+, t > 0.

Proof. The su�ciency is clear, W-attractivity follows for all x0 ∈ M\W from the
KL estimate, and |x(t,x0)|W 6 φ(|x0|W +R), t > 0, φ(s) = β(s, 0) is equivalent to
W-stability from proposition 1.

Necessity. The system (3) is W-asymptotically stable, the set W contains all
invariant solutions and lim

t→+∞
|x(t,x0)|W = 0 for all x0 ∈ M . From fact 3, there

exist β ∈ KL, η ∈ K such that

|x(t,x0)|W 6 β(|x0|W +R, η(ρ)t)
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for all x0 ∈ M\Bρ, Bρ = {x ∈ M : |x|U < ρ} for all 0 < ρ 6 ρmax < +∞, then
substitution ρ = |x0|U (η(ρmax) = 1) implies the result. �

For the case x0 ∈ W, the proposed estimate is not meaningful since it can be
reduced to

0 6 β(R,min{1, η(|x0|U )}t),
which is correct but useless. If x0 ∈ H+, then the worst case estimate |x(t,x0)|W 6
β(|x0|W +R, 0) is satis�ed. In this case the upper bound on the trajectories norm
from proposition 2 does not evaluate the rate of convergence to the set H. All these
shortages are caused by the sets R and H presence.

Remark 1. The proposed W-asymptotic stability property is not related to the
stability with respect to two measures [14, 32] since the upper term here is not a
measure (the measure has to be zero on the set of interest). In addition, if U = ∅,
then we haveW = A and the estimate above is reduced to |x(t,x0)|A 6 β(|x0|A, t),
which is a conventional estimate for the globally asymptotically stable set A in the
Lyapunov sense [16].

4. Lyapunov functions

This section has four parts. In the �rst one, Lyapunov functions for the system
(3) and the set W are introduced and the main result is formulated. Proofs of the
main result are presented in the last three subsections.

4.1. Lyapunov function de�nition. In this subsection for the set W de�ned as
above, an equivalent characterization of W-asymptotic stability in terms of Lya-
punov functions is proposed.

De�nition 2. A smooth function W : M → R+ is called W-Lyapunov function
for the system (3) if

• there exist functions α1, α2 ∈ K∞ and a constant R > 0 such that for all
x ∈M ,

α1(|x|W) 6W (x) 6 α2(|x|W +R);

• there exist functions χ, α3 ∈ K such that for all x ∈M ,

Lf(x)W (x) = ∂W (x) /∂x f(x) 6 −min{1, χ(|x|U )}α3(W (x)),

W = A ∪R ∪H, U = R∪H+.

For a continuous function h : M → Rm and a set W, the system (3) is called
W-detectable with respect to the output y = h(x), if for all x0 ∈M ,

y(t) = h(x(t,x0)) ≡ 0, t > 0 =⇒ limt→+∞|x(t,x0)|W = 0.

De�ne Z = {x ∈ M : h(x) = 0}. The detectability property implies that any
trajectory located in a forward invariant subset of Z converges to the set W.

De�nition 3. A smooth function W : M → R+ is called weak W-Lyapunov
function for the system (3) if

• there exist functions α1, α2 ∈ K∞ and a constant R > 0 such that for all
x ∈M ,

α1(|x|W) 6W (x) 6 α2(|x|W +R);
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• there exists a function κ ∈ K and a continuous function h : M → Rm such
that for all x ∈M ,

Lf(x)W (x) 6 −κ(|h(x)|)

and the system (3) is W-detectable with respect to the output y = h(x).

Note that in motivating examples the weak W-Lyapunov functions have been ob-
served. Relations between these Lyapunov functions are the main result of the
paper.

Theorem 1. For the system (3) and a compact set W, the existence of a weak
W-Lyapunov function implies W-asymptotic stability.

Theorem 2. For the system (3) and the compact setW = A∪R∪H, where the sets
A, R and H are composed by locally attracting, repelling and hyperbolic invariant
subsets respectively, the following is equivalent:

1) W-asymptotic stability;
2) existence of a W-Lyapunov function;
3) existence of a weak W-Lyapunov function.

Since the existence of weak W-Lyapunov functions is established in the moti-
vating examples, these systems also possess Lyapunov functions and KL estimates
(theorem 2, proposition 2). Existence of such Lyapunov functions implies a kind
of stability robustness of the system with respect to external disturbances or para-
metric uncertainties. Other examples of such systems are presented in section 5.

4.2. Proof of theorem 1. Under conditions of theorem 1, for the system (3),
there exists a smooth function W : M → R+ such that for all x ∈M

α1(|x|W) 6W (x) 6 α2(|x|W +R), α1, α2 ∈ K∞, R > 0;

Lf(x)W (x) 6 −κ(|h(x)|), κ ∈ K,

for some continuous function h : M → Rm, and the system (3) is W-detectable

with respect to the output y = h(x). Since Ẇ 6 0, then W (t) is bounded and
α1(|x(t)|W) 6W (x(t)) 6W (x(0)) 6 α2(|x(0)|W +R) for all t > 0. This inequality
implies that |x(t)|W 6 φ(|x(0)|W+R), φ(s) = α−11 ◦α2(s). According to proposition
1 this is equivalent to W-stability. Due to compactness of the set W, there exists
a function µ2 ∈ K and a constant D ∈ R+ such that |x(t)| 6 µ2(|x(t)|W + D)
and the state x(t) is bounded (any solution is de�ned for all t > 0). Thus there
exists a forward invariant attracting compact set Ω(x(0)) for each trajectory. If
we take x0 ∈ Ω(x(0)), then x(t,x0) ∈ Ω(x(0)), t > 0 and W (x(t,x0)) = c, t > 0
for some c ∈ R+ due to positive de�niteness of W and negative semi-de�niteness

of Ẇ . This implies that Ẇ (x(t,x0)) = 0, t > 0, and for κ ∈ K this is equivalent
to y(t) = h(x(t,x0)) ≡ 0, t > 0. Since the system is W-detectable with respect
to the output y(t), the equality lim

t→+∞
|x(t,x0)|W = 0 holds and the system (3) is

W-attracting.

4.3. Proof of theorem 2. The theorem is proven as follows: (1)⇒(2)⇒(3)⇒(1).
The link (3)⇒(1) has been substantiated in theorem 1.
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Proof (2)⇒(3). Under conditions of theorem 2, for the system (3), there exists
a smooth function W : M → R+ such that for all x ∈M

α1(|x|W) 6W (x) 6 α2(|x|W +R), α1, α2 ∈ K∞, R > 0;

Lf(x)W (x) 6 −min{1, χ(|x|U )}α3(W (x)), χ, α3 ∈ K.
If we denote h(x) = min{1, χ(|x|U )}α3(W (x)), then h : M → R+ is continuous and
W is a weak Lyapunov function since the system (3) is W-detectable with respect
to the output y = h(x). Next, the result follows theorem 1.

The proof (2)⇒(1) (this part of the proof is presented for completeness) relies on
the fact that for any x0 ∈ M such that χ(|x0|U ) < 1, the inequality |x(t,x0)|U >
ν(|x0|U ) holds for all t > 0 and for some function ν ∈ K (the set U contains lo-
cally repelling subsets only, for instance, ν(s) = s/(s+ 1) inf |x0|U=s, t>0 |x(t,x0)|U ).
Consequently

Lf(x)W (x) 6 −min{1, χ(|x|U )}α3(W (x)) 6 −min{1, η(|x0|U )}α3(W (x)),

η(s) = χ ◦ ν(s). Using standard arguments (see Lemma 4.4 in [16]) this implies the
estimate

|x(t,x0)|W 6 β(|x0|W +R, min{1, η(|x0|U )}t), t > 0, β ∈ KL,
which is equivalent to W-asymptotic stability from proposition 2.

Proof (1)⇒(2). In this case, for all x0 ∈ M there exist φ ∈ K and R > 0
such that |x(t,x0)|W 6 φ(|x0|W +R), t > 0 (the W -stability equivalent de�nition
from proposition 1), and for any ε > 0 there exists 0 6 Tx0,ε < +∞ such that
|x(t,x0)|W < ε for all t > Tx0,ε . The set W = A ∪R ∪H and U = R∪H+.

We are going to show the existence of constants 0 < ρ1 < ρ2 < ρmax (ρmax is the
same as in fact 3) and two locally Lipschitz continuous functions V1, V2 : M → R+

such that

α1(|x|W) 6 V1(x) 6 α2(|x|W +R), α1, α2 ∈ K∞,
Lf(x)V1(x) 6 −α3(V1(x)), α3 ∈ K for a.e. |x|U > ρ1;

0 < γ < V2(x) < +∞, Lf(x)V2(x) 6 −κ(|x|U )α4(V2(x)), κ, α4 ∈ K for a.e. |x|U 6 ρ2.
The existence of such functions is proven in lemmas 3 and 5 below. Applying
standard partition of unity technique one can substantiate existence of a locally
Lipschitz continuous function V : M → R+ such that for a.e. x ∈M :

α̃1(|x|W) 6 V (x) 6 α̃2(|x|W +R),

Lf(x)V (x) 6 −min{1, κ̃(|x|U )}α̃3(V (x)), α̃1, α̃2 ∈ K∞, α̃3, κ̃ ∈ K.
For instance, this is the case for V (x) = λ(x)V1(x) + (1 − λ(x))V2(x) and for a
su�ciently high γ > 0, where λ : M → R+ is continuously di�erentiable and
satis�es the following requirements:

λ(x) = 0 for all |x|U 6 ρ1; λ(x) = 1 for all |x|U > ρ2;

Lf(x)λ(x) > 0 for all ρ1 < |x|U < ρ2.

Existence of the function λ follows from lemma 4 (after appropriate smoothing and
scaling). From Theorem B1 in [16] there exists a smooth function W : M → R+

such that for all x ∈M
|W (x)− V (x)| 6 0.5V (x), Lf(x)W (x) 6 −0.5 min{1, κ̃(|x|U )}α̃3(W (x)),

that is necessary to prove.
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4.4. Auxiliary results. The following result is used in lemmas 3, 4.

Lemma 2. For any continuous functions f1 : R+ → R, f2 : R+ → R and T ∈ R+,
the following holds

| sup
06t6T

f1(t)− sup
06t6T

f2(t)| 6 sup
06t6T

|f1(t)− f2(t)|,

| inf
06t6T

f1(t)− inf
06t6T

f2(t)| 6 sup
06t6T

|f1(t)− f2(t)|.

Proof. There exist 0 6 t1 6 T and 0 6 t2 6 T such that sup06t6T f1(t) = f1(t1)
and sup06t6T f2(t) = f2(t2), then | sup06t6T f1(t) − sup06t6T f2(t)| = |f1(t1) −
f2(t2)| . For the case t1 = t2 = t′ the result is obviously satis�ed, and for other
cases we have
(5)
f1(t1) > f2(t2) ⇒ |f1(t1)− f2(t2)| = f1(t1)− f2(t2)

6 f1(t1)− f2(t1) = |f1(t1)− f2(t1)|,
f1(t1) < f2(t2) ⇒ |f1(t1)− f2(t2)| = f2(t2)− f1(t1)

6 f2(t1)− f1(t2) = |f2(t2)− f1(t2)|.
These properties substantiate the �rst desired inequality.

Similarly, since inf06t6T f1(t) = f1(t1) and inf06t6T f2(t) = f2(t2) for some
0 6 t1 6 T , 0 6 t2 6 T , then | inf06t6T f1(t) − inf06t6T f2(t)| = |f1(t1) − f2(t2)|.
For the case t1 = t2 = t′ the result is satis�ed, and for other cases the second
property follows from (5). �

Recall that for ρmax > 0 the properties U ⊂ Bρ , Bρ ∩ A = ∅ hold only for
ρ 6 ρmax.

Lemma 3. Let all conditions of theorem 2 hold. Then for any 0 < ρ < ρmax there
exists a locally Lipschitz continuous function V1 : M\Bρ → R+, Bρ = {x ∈ M :
|x|U < ρ} (continuous on the set A) such that α1(|x|W) 6 V1(x) 6 α2(|x|W + R),
α1, α2 ∈ K∞, Lf(x)V1(x) 6 −α3(V1(x)), α3 ∈ K for a.e. |x|U > ρ.

Proof. For any x0 ∈M , de�ne

v(x0) = sup
t>0
|x(t,x0)|W ,

by construction |x0|W 6 v(x0) 6 φ(|x0|W +R) and v(x) = 0 for x ∈ W. From W-
attractivity for any x0 ∈M there exists Tx0 ∈ R+ such that v(x0) = sup06t6Tx0

|x(t,x0)|W .

Indeed, Tx0
= Tx0,|x0|W for any x0 ∈ M\W and the choice Tx0

= 0 is admissible
for x0 ∈ W. To analyze continuity property of the function v, consider

|v(x1)− v(x2)| = | sup
t>0
|x(t,x1)|W − sup

t>0
|x(t,x2)|W |

= | sup
06t6Tx1

|x(t,x1)|W − sup
06t6Tx2

|x(t,x2)|W |

6 sup
06t6T

||x(t,x1)|W − |x(t,x2)|W |,

where T = max{Tx1
, Tx2
} and lemma 2 is used on the last step of transformations,

x1,x2 ∈M . Due to Lipschitz continuity of the system (3) solutions for any compact
set of initial conditions D ⊂ M and any time 0 6 T < +∞, there exist K ∈ R+,
L ∈ R+ such that

|x(t,x1)− x(t,x2)| 6 K|x1 − x2|, ||x(t,x1)|W − |x(t,x2)|W | 6 L|x1 − x2|,
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for all 0 6 t 6 T and any x1,x2 ∈ D. For all 0 < ρ 6 ρmax and for any compact
D ⊂M there exists Tρ = supx0∈D\Bρ Tx0 with the property Tρ < +∞ (due to local

repelling property of the set U , for any 0 < ρ 6 ρmax there exists 0 < ρ′ 6 ρ such
that trajectories initiated into the set D\Bρ never reach the set Bρ′ , see also facts
1=3 for details). Owning this we obtain

|v(x1)− v(x2)| 6 sup
06t6Tρ

||x(t,x1)|W − |x(t,x2)|W |

6 L|x1 − x2|

for all x1,x2 ∈ D\Bρ, and the function v is locally Lipschitz continuous on the
set D\Bρ for any �xed 0 < ρ 6 ρmax. The function v is not increasing on any
trajectory of the system (3), indeed for any x0 ∈M :

v(x(t,x0)) = sup
τ>0
|x(τ,x(t,x0))|W = sup

τ>t
|x(τ,x0)|W 6 sup

τ>0
|x(τ,x0)|W = v(x0).

Now, de�ne a new function for all x0 ∈M :

V (x0) = sup
t>0
{v(x(t,x0))k(t)},

where k : R+ → R+ is a continuously di�erentiable function satisfying 0 < κ1 6
k(t) 6 κ2 < +∞ and k̇(t) > κ3(t) > 0 for all t > 0. An example of such function is

k(t) = (κ1 + κ2t)(1 + t)−1, k̇(t) = (κ2 − κ1)(1 + t)−2.

The function V has bounds κ1|x0|W 6 V (x0) 6 κ2φ(|x0|W + R) and V (x) = 0
for all x ∈ W. Again, for any x0 ∈ M there exists Tx0 ∈ R+ such that V (x0) =
sup06t6Tx0

{v(x(t,x0))k(t)}. This claim follows from the non strict decreasing of

the function v. A possible choice is Tx0
= Tx0,κ1κ

−1
2 |x0|W for x0 ∈ M\W and

Tx0 = 0 for x0 ∈ W. Next, for all x1,x2 ∈M ,

|V (x1)− V (x2)| = | sup
t>0
{v(x(t,x1))k(t)} − sup

t>0
{v(x(t,x2))k(t)}|

= | sup
06t6T

{v(x(t,x1))k(t)} − sup
06t6T

{v(x(t,x2))k(t)}|

6 sup
06t6T

|k(t)[v(x(t,x1))− v(x(t,x2))]|

6 κ2 sup
06t6T

|v(x(t,x1))− v(x(t,x2))|,

where T = max{Tx1
, Tx2
}. For all 0 < ρ 6 ρmax and for any compact D ⊂M there

exists Tρ = supx0∈D\Bρ Tx0
such that Tρ < +∞ and

|V (x1)− V (x2)| 6 κ2 sup
06t6Tρ

|v(x(t,x1))− v(x(t,x2))|

6 κ2L|x(t,x1)− x(t,x2)| 6 κ2LK|x1 − x2|

for all x1,x2 ∈ D\Bρ. The function V is locally Lipschitz continuous on the set
M\Bρ for any 0 < ρ 6 ρmax and strictly decreasing for any x0 ∈M\W:

V (x(t,x0)) = sup
τ>0
{v(x[τ,x(t,x0)])k(τ)} = sup

τ>t
{v(x[τ,x0])k(τ − t)}

< sup
τ>0
{v(x[τ,x0])k(τ)} = V (x0),
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V (t) equals zero on all trajectories in the setW. Denote Lf(x0)V (x0) = lim
h→0

h−1[V (x(h,x0))−
V (x0)], then

Lf(x0)V (x0) < 0

for a.e. x0 ∈ M\W. Take some r > ρmax such that the set Dr = {x ∈ M :
|x|W < r} is connected and globally attracting, then Tρ = supx0∈Dr\Bρ Tx0 and by
de�nition

V (x(h,x0)) = sup
t>0
{v(x[t,x(h,x0)])k(t)} = sup

h6t6Tρ
{v(x[t,x0])k(t− h)}

= sup
06t6Tρ

{v(x[t,x0])K(t, h)}, K(t, h) = if[t < h, 0, k(t− h)],

for a.e. x0 ∈ Dr\(Bρ ∪W). Further

sup
06t6Tρ

{v(x[t,x0])K(t, h)} 6 V (x0) sup
06t6Tρ

{k(t)−1K(t, h)}

= V (x0) max{0, sup
h6t6Tρ

{k(t)−1k(t− h)}}

= V (x0) sup
h6t6Tρ

{k(t)−1k(t− h)}

and

limh→0h
−1[V (x(h,x0))− V (x0)] = limh→0h

−1[V (x0) sup
h6t6Tρ

{k(t)−1k(t− h)} − V (x0)]

= V (x0)limh→0h
−1[ sup

h6t6Tρ
{k(t)−1k(t− h)} − 1]

= V (x0)limh→0h
−1 sup

h6t6Tρ
k(t)−1{k(t− h)− k(t)}

6 V (x0) sup
06t6Tρ

k(t)−1limh→0h
−1{k(t− h)− k(t)}

= V (x0) sup
t>0
{−k(t)−1k̇(t)} 6 −κ−12 κ3(Tρ)V (x0).

We approve the inequality

(6) Lf(x)V (x) 6 −κ−12 κ3(Tρ)V (x)

for a.e. x ∈ Dr\Bρ (the inequality is additionally valid on the set A). Now, consider
the set M\Dr. The time Tx0

= Tx0,r = γ(|x0|W) is required for a trajectory
x(t,x0), x0 ∈ M\Dr to reach the set Dr, where γ is an increasing continuous
function of initial distance |x0|W (see fact 2 for details). Thus Tx0

6 γ[κ−11 V (x0)]
and applying the same arguments as in the previous case for a.e. x0 ∈ M\Dr we
obtain:

(7) Lf(x)V (x) 6 −κ−12 κ3(γ[κ−11 V (x)])V (x).

Combination of the inequalities (6) and (7) results in

Lf(x)V (x) 6 −α3(V (x)), α3(s) = κ−12 min{κ3(Tρ), κ3(γ[κ−11 s]), }s
for a.e. x ∈M\Bρ and α1(s) = κ1s, α2(s) = κ2φ(s). �

Lemma 4. Let all conditions of theorem 2 hold. Then for all 0 < ρ < ρmax there
exists a locally Lipschitz continuous function V : Bρ → R+ (continuous on the set
U) such that for a.e. |x|U 6 ρ:

α1(|x|U ) 6 V (x) 6 α2(|x|U ), Lf(x)V (x) > α3(V (x)), α3 ∈ K.
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Proof. For 0 < ρ < ρmax and all x0 ∈ Bρ\U there exists Tx0
∈ R+ such that

x(t,x0) /∈ Bρ for all t > Tx0 . De�ne

v(x0) = inf
06t6Tx0

|x(t,x0)|U ,

by construction δ(|x0|U ) 6 v(x0) 6 |x0|U , δ(s) = s(1 + s)−1 inf |x|U=s v(x), δ ∈ K
and v(x) = 0 for x ∈ U . To analyze continuity property of the function v, consider

|v(x1)− v(x2)| = | inf
06t6Tx1

|x(t,x1)|U − inf
06t6Tx2

|x(t,x2)|U |

6 sup
06t6T

||x(t,x1)|U − |x(t,x2)|U |,

where T = max{Tx1
, Tx2
} and the last step follows lemma 2. Due to Lipschitz

continuity of the system (3) solutions for any compact set of initial conditions
D ⊂M and time 0 6 T < +∞, there exist K ∈ R+, L ∈ R+ such that

|x(t,x1)− x(t,x2)| 6 K|x1 − x2|, ||x(t,x1)|U − |x(t,x2)|U | 6 L|x1 − x2|,

for all 0 6 t 6 T and any x1,x2 ∈ D. For all 0 < ρ′ < ρ and Dr = {x ∈M : |x|W <
r} with r > ρ, there exists Tρ′,r = supx0∈Bρ\Bρ′∩Dr Tx0 satisfying Tρ′,r < +∞ and

Tρ′,r → +∞ with ρ′ → 0. This implies

|v(x1)− v(x2)| 6 sup
06t6Tρ′,r

||x(t,x1)|U − |x(t,x2)|U | 6 L|x1 − x2|

for all x1,x2 ∈ Bρ\Bρ′ ∩Dr, and the function v is locally Lipschitz continuous on
the set Bρ\Bρ′ for any �xed 0 < ρ′ < ρ. Therefore, v is locally Lipschitz continuous
on Bρ\U and continuous on Bρ. The function v is not decreasing on any trajectory
of the system (3), indeed for any x0 ∈ Bρ:

v(x(t,x0)) = inf
06τ6Tx(t,x0)

|x(τ,x(t,x0))|U

= inf
t6τ6Tx0

|x(τ,x0)|U

> inf
06τ6Tx0

|x(τ,x0)|U = v(x0).

Now, de�ne a new function for all x0 ∈ Bρ:

V (x0) = inf
06t6Tx0

{v(x(t,x0))k(t)},

where k : R+ → R+ is a continuously di�erentiable function with properties 0 <

κ1 6 k(t) 6 κ2 < +∞ and k̇(t) 6 −κ3(t) < 0 for all t > 0. An example of such
function is

k(t) = κ1 + (κ2 − κ1)e−t, k̇(t) = (κ1 − κ2)e−t.

The function V has bounds κ1δ(|x0|W) 6 V (x0) 6 κ2|x0|W and V (x) = 0 for all
x ∈ U . Next, for all x1,x2 ∈ Bρ,

|V (x1)− V (x2)| = | inf
06t6Tx1

{v(x(t,x1))k(t)} − inf
06t6Tx0

{v(x(t,x2))k(t)}|

= | inf
06t6T

{v(x(t,x1))k(t)} − inf
06t6T

{v(x(t,x2))k(t)}|

6 sup
06t6T

|k(t)[v(x(t,x1))− v(x(t,x2))]|

6 κ2 sup
06t6T

|v(x(t,x1))− v(x(t,x2))|,
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where T = max{Tx1
, Tx2
} and lemma 2 is again used in the second step. For all

0 < ρ′ < ρand Dr with r > ρ, there exists Tρ′,r = supx0∈Bρ\Bρ′∩Dr Tx0 < +∞ and

|V (x1)− V (x2)| 6 κ2 sup
06t6Tρ′,r

|v(x(t,x1))− v(x(t,x2))|

6 κ2L|x(t,x1)− x(t,x2)| 6 κ2LK|x1 − x2|

for all x1,x2 ∈ Bρ\Bρ′ ∩Dr. Then the function V is locally Lipschitz continuous
on the set Bρ\U and continuous on Bρ. This function is strictly increasing for any
x0 ∈ Bρ\U :

V (x(t,x0)) = inf
06τ6Tx(t,x0)

{v(x[τ,x(t,x0)])k(τ)} > inf
t6τ6Tx0

{v(x[τ,x0])k(τ − t)}

> inf
06τ6Tx0

{v(x[τ,x0])k(τ)} = V (x0),

V (t) equals zero on any trajectories in the set U , then

Lf(x0)V (x0) = limh→0h
−1[V (x(h,x0))− V (x0)] > 0

for a.e. x0 ∈ Bρ\U . By de�nition

V (x(h,x0)) = inf
06t6Tx(h,x0)

{v(x[t,x(h,x0)])k(t)}

= inf
h6t6Tx0

{v(x[t,x0])k(t− h)} = inf
h6t6Tx0

{v(x[t,x0])k(t)k(t)−1k(t− h)}

> inf
h6t6Tx0

{v(x[t,x0])k(t)} inf
h6t6Tx0

{k(t)−1k(t− h)}

> V (x0) inf
h6t6Tx0

{k(t)−1k(t− h)}.

Finally,

limh→0h
−1[V (x(h,x0))− V (x0)] > limh→0h

−1[V (x0) inf
h6t6Tx0

{k(t)−1k(t− h)} − V (x0)]

= V (x0)limh→0h
−1[ inf

h6t6Tx0

{k(t)−1k(t− h)} − 1]

= V (x0)limh→0h
−1 inf

h6t6Tx0

k(t)−1{k(t− h)− k(t)}

> V (x0) inf
06t6Tx0

k(t)−1limh→0h
−1{k(t− h)− k(t)}

= V (x0) inf
06t6Tx0

{−k(t)−1k̇(t)} > κ−12 κ3(Tx0
)V (x0).

We substantiate the inequality

Lf(x)V (x) > α3(V (x)), α3(s) = κ−12 s inf
V (x)>s∧x∈Bρ

κ3(Tx)

for a.e. x ∈ Bρ (the inequality is additionally valid on the set U), α1(s) = κ1δ(s),
α2(s) = κ2s. �

Lemma 5. Let all conditions of theorem 2 hold. Then for all 0 < ρ < ρmax and
any γ > 0, there exists a locally Lipschitz continuous function V2 : Bρ → R+

(continuous on the set U) such that

γ < V2(x) < +∞, Lf(x)V2(x) 6 −κ(|x|U )α(V2(x)), κ, α ∈ K

for a.e. |x|U 6 ρ.
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Figure 5. Trajectories and Lyapunov function contours for the
system (8)

Proof. Since all conditions of lemma 4 are satis�ed, for all 0 < ρ < ρmax, there
exists a locally Lipschitz continuous function V : Bρ → R+ (continuous on the
set U) such that α1(|x|U ) 6 V (x) 6 α2(|x|U ), Lf(x)V (x) > α3(V (x)), α3 ∈ K for
a.e. |x|U 6 ρ. De�ne V2(x) = v − V (x) where γ + α2(ρmax) < v < +∞, then
γ < V2(x) < +∞ and

Lf(x)V2(x) = −Lf(x)V (x) 6 −α3(V (x)).

Since V2(x) 6 v for all x ∈ Bρ, then

Lf(x)V2(x) 6 −α3(V (x)) 6 −α3 ◦ α1(|x|U ) 6 −v−1α3 ◦ α1(|x|U )V2(x)

and the result follows for κ(s) = α3 ◦ α1(s), α(s) = s/v. �

5. Examples

The third example is a controlled conservative pendulum [25]:

(8)
ẋ1 = x2;

ẋ2 = −ω2 sin(x1) + u(x1, x2);

u(x1, x2) = −x2[H(x1, x2)−H∗], H(x1, x2) = 0.5x22 + ω2[1− cos(x1)],

where x1 ∈ [−π, π) is the angle coordinate, x2 ∈ R is the angle velocity, ω ∈ R is
the natural frequency of the pendulum, u ∈ R is the controlling input, H is the
Hamiltonian function of the unforced pendulum (8), Ḣ = −x22[H(x1, x2) − H∗],
H∗ ∈ (0, ω2) is the stabilized level of Hamiltonian function. The system (8) has
two equilibriums (0, 0), (π, 0) and asymptotically stable limit cycle corresponding
to Γ = {(x1, x2) : H(x1, x2) = H∗}. Linearization of the system (8) shows that
both equilibriums are unstable (the �rst one has two complex conjugate eigenvalues
with positive real parts, the second has two real eigenvalues, one is negative and
another is positive). The set of all invariant solutions of this systemW is composed
by these equilibriums and the limit cycle, i.e., W = {(0, 0), (π, 0) ∪ Γ}. This set is
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Figure 6. Trajectories and Lyapunov function contours for the
system (9)

globally attractive (trajectories of the system (8) for ω = 1 are plotted in Fig. 5,a).
The system (8) has Lyapunov function

W (x1, x2) = 0.5[H(x1, x2)−H∗],

which equals zero on the limit cycle Γ and is positive otherwise (the function W
contour plot is shown in Fig. 5,b). The time derivative of W for the system (8) is
not positive:

Ẇ = −y2, y = x2[H(x1, x2)−H∗].
All conditions of theorem 2 hold and this system has W-Lyapunov function from
de�nition 1 and the corresponding KL estimate from proposition 2.

Finally, consider a mass m along a circle of radius a. The circle rotates about its
vertical diameter with constant angular velocity Ω. The mass is subject to gravity
and friction, the equation of motion is

ma2θ̈ = mΩ2a2 sin(θ) cos(θ)−mga sin(θ)− kθ̇,

where θ ∈ [−π, π) is the angular position of the mass and k > 0 is the coe�cient of
friction. Introducing the dimensionless parameters λ = g/(Ω2a) and κ = k/(maΩ2),

new coordinates x1 = θ, x2 = θ̇ and performing a change of time t′ = Ωt, we obtain
the following equation of motion:

(9) ẋ1 = x2, ẋ2 = [cos(x1)− λ] sin(x1)− κx2.

For −1 < λ < 0, this system has four equilibriums, and the set

W = {(0, 0), (−π, 0), (arc cos(λ), 0), (−arc cos(λ), 0)}.

Linearization shows that the �rst two equilibriums are saddle points and the last
two are stable focuses. The system has a Lyapunov function

W (x1, x2) = 0.5x22 + V (x1)− V (arc cos(λ)),
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where V (x1) = −λ cos(x1)− .5 sin(x1)2 is the system (9) potential. The Lyapunov
function equals zero in the stable equilibriums only and it is positive otherwise, its
time derivative has form

Ẇ = −κy2, y = x2.

The system is W-detectable with respect to the output y (the system trajectories
and the contour levels of the Lyapunov function for λ = −0.3, κ = 0.1 are plotted in
Fig. 6). Again, all conditions of theorem 2 hold and the system (9) hasW-Lyapunov
function from de�nition 1 and the corresponding KL estimate from proposition 2.

6. Conclusion

The paper presents a new global stability de�nition covering the case of multi-
stable systems. Necessary and su�cient characterizations in terms of Lyapunov
functions are proposed. Useful KL estimates on systems solutions are computed.
We show that several well known in the literature examples of multi-stable systems
satisfy this new stability property. Availability of the corresponding Lyapunov
functions for these examples is established.

The proposed stability de�nition is rather generic. For instance, consider a
chaotic system having invariant solutions presented by a set of equilibriums (sta-
ble/unstable/hyperbolic) and by a compact strange attractor. It could be used as
a target for the proposed concept in order to analyze the system behavior glob-
ally from its multi-stability perspective. In this case, even chaotic systems have
to possess the KL estimates from proposition 2 and the corresponding Lyapunov
functions from theorem 2.

Global nature of stability property and some properties of Lyapunov functions
may help in robustness analysis with respect to external disturbances, which is a
future direction of research. Also, the conservatism of conditions can be relaxed in
future works.
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