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ABSTRACT

This paper uses the Extreme Value Theory (EVT) for thresh-

old selection in a previously proposed algebraic spike detec-

tion method. The algebraic method characterizes the occur-

rence of a spike by an irregularity in the neural signal and

devises a nonlinear (Volterra) filter which enhances the pres-

ence of such irregularities. These appear as (positive) high

amplitude pulses in the output signal. The pulses are isolated.

We then interpret the occurrence of a spike as a rare and ex-

treme event that we model in the framework of EVT. With

this model, we derive an explicit expression of the decision

threshold corresponding to a given probability of false-alarm.

Simulation results show that the empirical probability of false

alarm is close to the predicted one by applying the derived

theoretical threshold.

Index Terms— Neural spike detection, algebraic ap-

proach, Extreme Value Theory, Generalized Pareto distribu-

tion, Mean Excess Plot.

1. INTRODUCTION

The neural signal consists of a sequence of action potentials

(APs) viz spikes representing the electrical activity of the neu-

rons. An AP represents the polarity inversion across the neu-

ron membrane, it has an amplitude of 100 mv and a duration

of about 2 to 3 ms. This duration includes a refractory period

[1] measuring roughly 1 ms during which a second AP cannot

be initiated. Spike detection is the first mandatory step in any

information processing of neural recording. It is therefore an

important task in neuroscience. When the signal is recorded

extracellularly, it is inevitably corrupted by several kinds of

noises. The most significant one originates from the activi-

ties of remote neurons with respect to the electrode. In many

situations, this background noise appears with a low Signal

to Noise Ratio (SNR) making the problem of spike detec-

tion challenging. The spike detection is a classical problem

which has been developed by different methods. We refer to

the Nonlinear Energy Operator (NEO) method [2], as well as

the Wavelet Transform one[3]. We cite likewise the algebraic

approach detailed in [4], in which we are interested in this

work. Using operational calculus and algebraic derivatives,

this method defines a decision function for spike detection

which corresponds to a Volterra filtering of the neural signal

reducing the noise and highlighting spikes. A way to detect

spikes is then devised by comparing the output signal with a

threshold. The threshold is determined in [4] for a given prob-

ability of false alarm (pfa) after estimating the unknown cu-

mulative distribution function (cdf) of the noise presented in

the output of the Volterra filter. However, the obtained results

using the determined threshold are not completely satisfac-

tory. In order to obtain a more reliable detection, we propose

in this paper a new spike decision threshold by combining the

algebraic approach with the Extreme Value Theory (EVT) [5].

We characterize the spike occurrence as an extreme and rare

event. Thereby, we transform the problem of spike detection

into extreme value determination. Hence, we formalize a new

way to determine the probability of false alarm by estimating

the distribution of of extremes, i.e, spikes instead of estimat-

ing the unknown entire distribution of the decision function.

Using the Pickands theorem [6], the extremes distribution is

approximated by a Generalized Pareto Distribution (GPD). To

carry out the performances of the proposed method, using

simulated signals, we compare the obtained results to those

achieved using the algebraic approach [4] for a fixed pfa. Our

method improves the quality of the detection in terms of false

alarm, providing more realistic results. The validation of the

proposed method using generated signals proves its useful-

ness when applied to real data. The remainder of this paper is

organized as follows. Section 2 develops the proposed thresh-

old determination. Simulation results are discussed in Section

3. Finally, conclusions are drawn in section 4.

2. DESCRIPTION OF THE PROPOSED THRESHOLD

2.1. Algebraic approach

In this section we give a brief recall of the algebraic approach

[4] to spike detection. A spike is the result of a sudden elec-

trical discharge across the neural membrane. Its occurrence



is interpreted in [4] as an irregularity in the neural signal, say

y(t). We consider that the spikes are isolated so that there

is at most one spike in each interval [τ, τ + T ] of a given

width T , representing, e.g, the refractory period. Then by

setting yτ (t) = y(τ + t), t ∈ [0, T ) and by ignoring the noise,

we have
dn

dtn
yτ (t) = [y(n)

τ ](t) +

n∑

k=1

µn−k δ(t − tτ )(k−1)

where [y
(n)
τ ] represents the regular part of the nth signal

derivative, the superscript (k) stands for differentiation of

order k, tτ is the possible irregularity point in [τ, τ + T ],

µk = y
(k)
τ (tτ+) − y

(k)
τ (tτ−) and δ is the Dirac delta func-

tion. Using the algebraic framework of [7], it has been shown

in [4] that the change-point (spiking instant) tτ can be char-

acterized by

a0(τ)t2τ − 2a1(τ)tτ + a2(τ) = 0, (1)

where each coefficient ai(τ), i ∈ {0, 1, 2}, is in the form

ai(τ) =
∫ T

0
pi(t)y(t + τ)dt for some polynomial pi. A key

point in [4] is that this representation is valid only when y
has a change-point in [τ, τ + T ], otherwise the coefficients

ai(τ) vanish (in the noise free case). This observation plus

the presence of noise led the authors of [4] to consider the

following statistical hypothesis testing problem

H0 : X(τ) ≤ γ vs H1 : X(τ) > γ

where the decision function X(τ) defined by the discriminant

of (1), as in

X(τ) = a1(τ)2 − a0(τ)a2(τ). (2)

Now, one can infer from the form of the coefficients ai(τ),
that X reads as a Volterra filtered version of the neural signal

y (see [4] for more details). A spike occurrence is then meant

when X(τ) is above a given threshold γ (under the alternative

hypothesis H1). Henceforth, we model the decision function

as a continuous processth X = (Xt)t∈R+ on some probabil-

ity space (Ω,A, P) and consider a n-sample (Xi)i=1,··· ,n. To

determine the threshold γ for a given pfa p, we need to deter-

mine the expression of the probability of false alarm. In [4],

it is determined as

p = P(X > γ | H0) (3)

Since the statistical characteristics of X are unknown, the de-

termination of the probability (3) becomes difficult. To over-

come this issue, the algebraic approach proceeds as follows:

knowing that the signal under the null hypothesis H0 is re-

duced to noise, the probability (3) is calculated by estimating

the noise cdf of the output Volterra filter. But as the deter-

mined probability is the noise probability, the threshold γ will

depend only on the noise variance and not on signal character-

istics. That causes unsatisfactory results. Hence, to improve

the spike detection and to make it more reliable, we propose

to combine the algebraic method with an EVT approach.

2.2. Threshold determination method for a fixed level of

false alarm

In this paragraph, we present a new way to determine a deci-

sion threshold for a given pfa which does not require anymore

to estimate the cdf of X . We consider the spike occurrence in

the neural signal as a rare extreme event. Therefore, instead

of estimating the entire distribution of X , we will restrict our

attention to the estimation of the distribution of the extremes

(spikes) above some high threshold u (to be determined), i.e.

the tail distribution of X . So let Yu define the process of ex-

ceedances of X over a given threshold u

Yu(j) = (Xj − u|Xj > u), for 1 ≤ j ≤ Nu,

where Nu is the number of exceedances above u. We will

first focus on the estimation of the distribution of Yu, then we

will define a decision criterion for the detection of a spike.

The criterion will be related on the exceedance of Yu over a

second threshold η, which will be determined using the fol-

lowing modeling of the appearance of a false alarm

False alarm modelling

We model the number of spike occurrences in a finite time

interval of length t by a Poisson process {N(t); t ≥ 0} with

intensity λ. Therefore, the waiting time, say T , between two

successive spikes obeys the exponential distribution with the

same parameter λ. Let (Ti; 1 ≤ i ≤ k) be a k-sample. Unlike

in [4], we choose here another way to define a false alarm.

We denote by rp the refractory period following each AP of

a given neuron. Knowing that in this period no spike can be

fired by the same neuron, a false alarm will be meant when the

excess over u overtakes the threshold η when the condition

{T < rp} is realized. Hence, the probability of false alarm is

defined as

p = P(Yu > η, T < rp) (4)

The amplitude of a spike is not related to its time occurrence.

Therefore, we can assume the independence between Yu and

T . Thus (4) becomes

p = P(Yu > η)P(T < rp) (5)

GPD fit

To determine η, we need to estimate the distribution of Yu.

This distribution, named the excess distribution function, is

given by

Fu(x) = P(Yu ≤ x) = P(X − u ≤ x | X > u), ∀x ≥ 0.

Using the Pickands theorem [6], Fu can be approximated for a

high threshold u by a Generalized Pareto Distribution (GPD)

Gξ,σ with shape parameter ξ and scale parameter σ:

Fu ≈ Gξ,σ



with

Gξ,σ(x) =

{
1 − (1 + ξ

σ x)−
1
ξ , if ξ 6= 0

1 − exp(− x
σ ), if ξ = 0

x ∈ D(ξ, σ)

where

D(ξ, σ) =

{
[0,∞), if ξ ≥ 0
[0,−σ

ξ ], if ξ < 0

Mean Excess Plot

It remains to identify a threshold u above which this approxi-

mation holds. For this purpose, we use a graphical tool called

the Mean Excess Plot (MEP) [8, 9] which helps to find an

appropriate u above which the exceedances follow a GPD.

Recall that the mean excess function of a random variable X
is defined by e(u) = E(X − u|X > u). When X follows

a GPD, the mean excess function is linear in u and expressed

as

e(u) =
σ

1 + ξ
+

ξ

1 + ξ
u

Hence, to determine u, we draw the empirical mean excess

function defined by

en(u) =

n∑

i=1

(Xi − u)I(Xi>u)

n∑

i=1

I(Xi>u)

, u ≥ 0 (6)

and we select the value u from which the behavior of (6) is

linear. Here IS denotes the indicator function of the set S.

Parameters estimation

Once the threshold u is determined, the shape and the scale

parameters of the approximating GPD are estimated, using

for instance the moments method [10], and are given, respec-

tively, by

ξ̂ =
1

2

(
1 −

Yu
2

S2
Yu

)
and σ̂ = Yu

(
1

2
+

Yu
2

S2
Yu

)
,

where Yu and S2
Yu

are the sample mean and variance of the

exceedances expressed as

Yu =
1

Nu

Nu∑

i=1

Yu(i) and S2
Yu

=
1

Nu − 1

Nu∑

i=1

(
Yu(i) − Yu

)2
.

If the condition ξ < 1/4 is satisfied, it can be shown by stan-

dard methods (see e.g. [11]) that σ̂ and ξ̂ are asymptotically

normally distributed with covariance matrix A satisfying

NuA ∼ Γ =
(1 − ξ)2

(1 − 2ξ)(1 − 3ξ)(1 − 4ξ)
(aij)1≤i,j≤2 ,

with a11 = 2σ2(1 − 6ξ + 12ξ2),

a22 = (1 − 2ξ)2(1 − ξ + 6ξ2),

a12 = a21 = σ(1 − 2ξ)(1 − 4ξ − 12ξ2).

In this case, a confidence interval with asymptotic confidence
level α can be deduced

L ≤

(
σ

ξ

)
≤ U

where the lower and the upper bounds denoted by L and U
respectively of the confidence interval are given by

L =

(
σ̂

ξ̂

)
+

(
1

Nu
Γ

)1/2(
q((1 − α)/2)
q((1 − α)/2)

)

U =

(
σ̂

ξ̂

)
+

(
1

Nu
Γ

)1/2(
q((1 + α)/2)
q((1 + α)/2)

)

Here, q(κ) is the standard normal distribution quantile of or-

der κ.

As well, we determine the parameter λ of the exponential

distribution using the moments method. It is expressed as

λ̂ = T
−1

with the following asymptotic confidence interval

for a confidence level α

[
T −

√
S2

T

k
q(α/2)

]−1

< λ <

[
T −

√
S2

T

k
q(1 − α/2)

]−1

where T and S2
T =

1

k − 1

k∑

i=1

(
Ti − T

)2
are respectively the

sample mean and variance of T .

Application for probability of false alarm determination

At this stage, we know that Yu follows approximately a GPD

with parameters ξ̂ and σ̂, and that T obeys an exponential law

with parameter λ̂. Coming back to (5), we obtain

p = (1 − Gξ̂,σ̂(η))P(T < rp)

=

(
1 +

ξ̂

σ̂
η

)− 1

ξ̂ (
1 − e−λ̂rp

)

from which we deduce the threshold η, expressed as

η =
σ̂

ξ̂

[(
p

1 − e−λ̂rp

)−ξ̂

− 1

]

Recall that Yu models the exceedances of X above u. Thus

the threshold η is obtained relatively to u and not to zero.

Consequently, the final threshold T above which the false

alarms appear with a probability p is given by

T = η + u (7)



3. APPLICATION OF THE PROPOSED THRESHOLD

ON SIMULATED SIGNAL

To rigorously test the performance of the proposed threshold,

we carry out simulations on synthesized signal. Accord-

ing to the AP morphology, we simulate a spike template.

Using this template, we generate a spike train with max-

imal amplitude equal to M , describing a Poisson process

and ensuring a refractory period of 2 ms as a duration af-

ter each synthesized AP. To make the simulation more re-

alistic, we corrupt the generated signal by a noise with a

fixed SNR defined as: SNR =
M

σ
, where σ is the stan-

dard deviation of the background noise. The used noise is

extracted from real neural recording with high SNR [12].

Fig.1. illustrates the Volterra filtering of a generated neural

signal with SNR=4. As it is noticed in this figure, using

the algebraic approach, real spikes (red ∗) are successfully

detected. But due to noise effect, an important number of

false alarms are detected as well. Hence, the need of decision

threshold determination.
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Fig. 1. Upper graph: generated neural signal with SNR=4.

Lower graph: corresponding filtered signal using the alge-

braic approach where the real spikes are marked by red stars

3.1. MEP for GPD estimation for a certain threshold u

Fig. 2. depicts the use of the MEP method for threshold de-

termination using two generated neural signals with differ-

ent SNR. For SNR=4, the graph (c) shows the MEP where

a zoomed part is given in the right top. Through this zoom

we can notice that the MEP admits an oscillatory curve con-

taining several linear behaviors. This implies that the choice

of the threshold is not unique: it can be u1 or u2 or some

other threshold. To ensure the best fit of GPD we choose

the threshold that minimizes the distance d between the GPD

and the empirical cdf of exceedances according to the infinity

norm. Using the optimal threshold, the plot of these two dis-

tributions are shown in the graph (d) where we can see that

the GPD seems to fit pretty well the empirical distribution.

The analogous results for SNR=8 are presented in (a) and (b).

Some results of the threshold choice in terms of distance be-

tween the estimated GPD and the corresponding empirical cdf

are illustrated in the Table 1, where the optimal ones are given

in the gray boxes.
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Fig. 2. MEP for GPD estimation

Table 1. Threshold determination
Thresholds α s.t. u = qn(α) Nu ‖ d ‖∞

Generated signal with SNR=8

2.4 10−4 84, 34% 1292 0.0832

4.94 10−4 90.86% 753 0.0372

7.57 10−4 93.50% 536 0.0542

Generated signal with SNR=4

5.27 10−4 84.77% 1330 0.058

5.82 10−4 87.49% 1093 0.0479

7.57 10−4 92.21% 680 0.06

The estimates of the parameters of the GPD and the expo-

nential distributions are given with their confidence intervals

(CI), for both signals, in Table 2.

Table 2. Simulation parameters of GPD and exponential dis-

tribution

Parameters
Generated neural signals

SNR=8 SNR=4

Samples 8247 8738

u 4.943 10−4 5.823 10−4

α s.t.

u = qn(α)
90.86% 87.49%

Nu 753 1093

ξ̂

CI(ξ)

−0.406
[−0.409, −0.403]

0.075
[0.073, 0.077]

σ̂

CI(σ)
9 10−4

[8.65, 9.35] 10−4

4.17 10−4

[3.77, 4.57] 10−4

λ̂

CI(λ)

0.0037
[0.0035 0.004]

0.0054
[0.0051 0.0057]



3.2. Interpretation and comparison

Using a generated neural signal with SNR=8, and for p = 0.1,

we show in Fig. 3 the improvement of spike detection re-

sults using the proposed threshold. Assuming that the neural

noise is Gaussian distributed, one can show [4] that X in (2)

may be approximated by the sum of two χ2 variables. Us-

ing this approximation, we deduce from (3), the threshold γ.

The horizontal red solid line represents this value of γ. Next,

we compute the empirical pfa, denoted by epfaγ , according

to γ. We obtain epfaγ = 0.811: This is much higher than the

prescribed value p = 0.1, showing that the assumed model

of X under H0 is not adequate. For the same prescribed pfa

p = 0.1, the black dashed line represents the proposed thresh-

old T in (7). This threshold leads to a more realistic empirical

pfa epfaT = 0.14 which is very close to the fixed value.
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Fig. 3. Spike detection using the proposed threshold ( black

dashed line ) compared to the algebraic approach threshold

(red solid line) for p = 0.1. The purple point dashed line

represents the threshold obtained using the MEP
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Fig. 4. Comparison between fixed pfa (blue ∗) and empirical

pfa using the proposed threshold (red ⊲) and the threshold

described in [4] (purple ◦).

To highlight furthermore the performance of the proposed

threshold, we calculate epfaγ and epfaT for different values of

pfa: p varies from 0.05 to 0.15. Note that the maximum value

of p is obtained when η = 0, i.e. P(Yu > η) = 1. There-

fore, from equation (5) the maximum value of p is reached

for P(T ≤ rp). Simulation results are illustrated in the Fig. 4.

We notice that the curve describing epfaT (red ⊲) is closer to

the prescribed pfa (blue ∗), while the difference between this

latter and the curve of epfaγ (purple ◦) is obvious. This im-

provement is due to the fact that using the proposed threshold,

there is no need to go through the estimation of the unknown

distribution of the decision function X . However, based on

EVT, we have determined the distribution of extreme values

representing spikes which is known based on the Pickands

theorem. There is a minor difference between real and empir-

ical probability of false alarm of order of 10−2 induced by the

estimation of GPD and exponential parameters.

4. CONCLUSION

This paper develops a new spike decision threshold for the
algebraic approach based on the extreme value theory. Ap-
plying the algebraic approach for detection and using the
extreme value theory for making decision offers a robust
and efficient spike detection. Comparing the obtained results
with those achieved using the algebraic approach threshold,
demonstrates the performance of the proposed threshold in
terms of false alarm, giving results more realistic in accor-
dance with what is predicted in theory.
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