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#### Abstract

We propose a deductive system for automatically proving the equivalence of programs written in deterministic languages that have a formal, term-rewriting based operational semantics. Symbolic programs (i.e., programs in which some statements or expressions are symbolic variables) can also be proved equivalent using the proposed approach. The deductive system is circular in nature and is proved sound and weakly complete; together, these results say that, when it terminates, our system correctly solves the program-equivalence problem as we state it. We show that the deductive system is suitable for proving equivalence both for terminating and non-terminating programs. We also report on a prototype implementation of the proposed system in the $\mathbb{K}$ framework.
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## Equivalence de Programmes par Raisonnement Circulaire

Résumé : Nous proposons un système déductif pour prouver l'équivalence de programmes dans des langages déterministes munis de sémantiques opérationnelles définies par réécriture. Les programmes dits symboliques, dans lesquels certaines expressions ou instructions restent non-interprétés, peuvent également être traités par notre approche. Le système déductif proposé est circulaire; nous démontrons qu'il est correct et faiblement complet. Ces deux résultats signifient que notre système résout correctement le problème d'équivalence de programmes tels que nous l'avons posé. Nous montrons que ce système fonctionne autant pour des programmes qui terminent que pour des programmes qui ne terminent pas. Enfin, nous décrivons une implémentation prototype de notre système déductif dans la $\mathbb{K}$ framework.

Mots-clés : Equivalence de programmes, Raisonnement circulaire, $\mathbb{K}$ framework.

## 1 Introduction

In this paper we propose a formal notion of program equivalence together with a deductive system for proving it. Programs can belong to any deterministic language whose semantics is specified by a set of rewrite rules. The equivalence is weak bisimulation, allowing several instructions of one program to be matched by several instructions of the other one. The deductive system is circular: its conclusions can be re-used as hypotheses in a controlled way. It is not guaranteed to terminate, but when it does terminate, it correctly solves the program-equivalence problem thanks to its soundness and weak completeness properties. These properties are informally presented below and are formalised in the paper.

The proposed framework is also suitable for proving the equivalence of symbolic programs. These are programs in which some expressions and/or statements are symbolic variables, which denote sets of concrete programs obtained by substituting the symbolic variables by concrete expressions and/or statements.

Example 1. The following programs (referred to by for and while) are symbolic:

```
for \(I\) from \(A\) to \(B\) do
    \{
                                \(I=A\);
    while \(I<=B\) do \{
        \(S\)
    \}
        S;
    \(I=I+1\)
    \}
```

Their symbolic variables $I, A, B, S$ can be matched by, respectively, any identifier $(I)$, arithmetical expression $(A, B)$, and program statement $(S)$. We shall use this example in the paper and assume that the statement $S$ is terminating. A concrete instance of the for symbolic program is e.g., for $k$ from 1 to $i+3$ do $\{j=j+1\}$. In the rest of the paper we often refer to symbolic programs just as "programs".

A typical use of our program-equivalence framework consists in:

1. defining the operational semantics of a programming language, say, $\mathcal{L}$. We note that currently, our approach works only for deterministic languages;
2. extending the semantics of $\mathcal{L}$ to symbolic statements and expressions;
3. running the deductive system over the extended semantics to check the equivalence of programs in $\mathcal{L}$.

Running the deductive system amounts essentially to symbolically executing the language's semantics. This leads to one of the following three possible outcomes:

- termination with success, in which case the programs given as input to the deductive system are equivalent, due to the deductive system's soundness;
- termination with failure, in which case the programs given as input to the deductive system are not equivalent, due to the system's weak completeness;
- non-termination, in which case nothing can be concluded about equivalence.

Non-termination is inherent in any sound automatic system for proving program equivalence, because the equivalence problem is undecidable. We show, however, that our system terminates when the programs given to it as inputs terminate, and also when they do not terminate but behave in a certain "regular" way.

Example 2: The operational semantics of an imperative language including for and while statements such as those in Example 1, is given in Section 2. Running the semantics consists in transforming configurations, which are pairs built from:

- the programs that remains to be executed, and
- a mapping of variables to values denoting the current state.

For example, starting from a configuration $\langle$ for $I$ from $A$ to $B$ do \{ $S\}$, state〉 after a few semantical steps one reaches a configuration $\left\langle P_{1}\right.$, state $\left._{1}\right\rangle$, where either

- $P_{1}$ is the empty program, and
- state $_{1}$ is the effect of $I=A$ on state, and state $_{1}(I)>\operatorname{state}_{1}(B)$
or
- $P_{1}$ is for $I$ from $A+1$ to $B$ do $\{S\}$, and
- state $_{1}$ is the effect of the sequence $I=A ; S$ on state, and $\operatorname{state}_{1}(I) \leq \operatorname{state}_{1}(B)$.

Similarly, starting from $\langle I=A$; while $I<=B$ do $\{S ; I=I+1\}$, state $\rangle$, after a few semantical steps, one reaches a configuration $\left\langle P_{2}\right.$, state $\left._{2}\right\rangle$, where either

- $P_{2}$ is the empty program, and
- state $_{2}$ is the effect of $I=A$ on state, and state $_{2}(I)>\operatorname{state}_{2}(B)$
or
- $P_{2}$ is $I=A+1$; while $I<=B$ do $\{S ; I=I+1\}$
- state $_{2}$ is the effect of the sequence $I=A ; S$ on state, and $\operatorname{state}_{2}(I) \leq \operatorname{state}_{2}(B)$.

That is, after some transformations of the original configurations, one has either:

- equal configurations, with empty programs (those in the left-hand side), or
- configurations with nonempty programs (in the right-hand side) which are, in some sense defined in the paper, instances of the original configurations.

At this point, our deductive system terminates and reports that the two initial configurations are equivalent. Intuitively, this is because it "realises" the programs can only behave in similar ways from there on in the future, forever reproducing the behaviours exhibited after the first few semantic steps. Thus, even though the symbolic executions do not terminate - since the for and while loops do not have finite bounds - our proof system terminates, here, with success.

A straightforward extension of our program-equivalence approach is proving the equivalence between programs of two different languages, say, $P_{1}$ of language $\mathcal{L}_{1}$ and $P_{2}$ of language $\mathcal{L}_{2}$. This problem can be reduced to proving the equivalence of $P_{1}, P_{2}$, both seen as programs of a disjoint language-union $\mathcal{L}_{1} \uplus \mathcal{L}_{2}$ (i.e. some renaming of configuration syntax and semantical rules may be necessary in order to avoid confusion between the definitions of the two languages). Moreover, the semantical correctness of syntax-directed translations between languages can be cast as a (symbolic) program-equivalence problem: if each each basic instruction pattern of $\mathcal{L}_{1}$ is proved equivalent to its translation in $\mathcal{L}_{2}$ then the whole translation of $\mathcal{L}_{1}$ to $\mathcal{L}_{2}$ is semantically correct. For instance, our for-to-while-loops example can be seen as part of a translation from a language that has for-loops to a language that has while-loops. We leave such applications for future work.

Our main contribution is thus a proof system for program equivalence that is suitabe both for concrete and symbolic programs and for terminating and non-terminating ones, together with its soundness and weak completeness results.

The rest of the paper is organised as follows. Section 2 presents our running example: IMP, a simple imperative language and its semantics in $\mathbb{K}[1] . \mathbb{K}$ is a formal framework for defining operational semantics of programming languages.

Section 3 introduces some formal notions on operational semantics, useful in defining program equivalence, and illustrates them on the $\mathbb{K}$ semantics of IMP.

Section 4 contains our proposed definition for program equivalence, together with the rationale for choosing this definition among several possible ones.

Section 5 gives the syntax and semantics of a logic for program equivalence.
Section $\sqrt{6}$ introduces two operations on formulas of the logic (derivatives and conjunction) which are used in our circular proof system for formula validity.

The proof system itself is presented in Section 7, together with its soundness and weak completeness results. The results say that, when it terminates, the proof system correctly answers to the question of whether its input (which is a set of formulas in our program-equivalence logic) denotes equivalent programs.

In Section 8 we report on a prototype implementation of the proof system in the $\mathbb{K}$ framework. This allows one to stay within the $\mathbb{K}$ environment when proving program equivalence for languages whose semantics is also defined in $\mathbb{K}$.

The conclusion, related work, and future work are presented in Section 9 . Formal proofs for all the results in the paper are given in the Appendix.

## 2 A Simple Imperative Language and its Semantics in $\mathbb{K}$

The language we are using as running example is IMP, a simple imperative language intensively used in research papers. A full $\mathbb{K}$ definition of it can be found in [1]. The syntax of IMP is described in Figure 1 and is mostly self-explained. The attribute (given as an annotation) strict from the syntax means the arguments of the annotated expression/statement are evaluated before the expression/statement itself is evaluated/executed. If the attribute has as arguments a list of natural numbers, then only the arguments in positions specified by the list are evaluated before the expression/statement. The strict attribute is actually syntactic sugar for a set of $\mathbb{K}$ rules, briefly presented later in the section.

The configuration of an IMP program consists of code to be executed and an enviroment mapping identifiers to integers. In $\mathbb{K}$, this is written as a nested structure of cells: here, a top cell cfg, having a subcell $k$ and a subcellcell env (see Figure 2). For other languages the configuration structure may be different.

The cell k includes the code to be executed, represented as a list of computation tasks $C_{1} \curvearrowright C_{2} \curvearrowright \ldots$, meaning that first $C_{1}$ will be executed, then $C_{2}$, etc. Computation tasks are typically the evaluation of statements and expressions. The cell env is an environment that binds the program variables to values; such a binding is written as a multiset of bindings of the form, e.g., a $\mapsto 3$.

The semantics of IMP is given by a set of rules (see Figure 3) that say how the configuration evolves when the first computation task (statement or instruction) from the k cell is executed. The dots in a cell mean that the rest of the cell remains unchanged. Except for the conjunction and the conditional statement, the semantics of each operator and statement is described by exactly one rule.

```
Int \(\quad::=\) domain of integer numbers (including operations)
Bool \(::=\) domain of boolean constants (including operations)
Id ::= domain of identifiers
AExp \(::=\) Int \(\mid I d\)
    \(\mid A \operatorname{Exp} / A \operatorname{Exp}[\) strict \(] \quad \mid A E x p<=A \operatorname{Exp}\) [strict]
    \(\mid A E x p * A E x p[\) strict ] | not BExp [strict]
    \(\mid A E x p+A E x p[\) strict \(] \mid B E x p\) and \(B E x p[\) strict (1)]
    | (AExp) | (BExp)
Stmt \(::=\) skip \(\mid\) Stmt \(;\) Stm \(t \mid\{\) Stmt \(\}\)
    \(\mid I d=\) AExp \(\quad \mid\) while BExp do Stmt
    | if BExp then Stmt | for Id from AExp to AExp
        else \(\operatorname{Stmt}[\operatorname{strict}(1)] \quad\) do \(\operatorname{Stmt}[\operatorname{strict}(2,3)]\)
Code \(::=\) Id \(\mid\) Int \(\mid\) Bool \(\mid\) AExp \(\mid\) BExp \(\mid\) Stmt \(\mid\) Code \(\curvearrowright\) Code
```

Figure 1: $\mathbb{K}$ Syntax of IMP

$$
C f g \quad::=\left\langle\langle C o d e\rangle_{\mathrm{k}}\langle M a p\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}}
$$

Figure 2: $\mathbb{K}$ Configuration of IMP

In Figure 3, the operations lookup: $M a p \times I d \rightarrow$ Int and update: $M a p \times I d \times I n t \rightarrow M a p$ are part of the domain of maps and have the usual meanings: lookup returns the value of an identifier in a map, and update modifies the map by adding (or, if it exists, by updating) the binding of an identifier to a value.

In addition to the rules in Figure 3 there are rules induced by the strictness of some statements. For example, the if statement is strict only in the first argument, meaning that this argument is evaluated before the if statement. This amounts to the following rules (automatically generated by the $\mathbb{K}$ tool):

$$
\begin{aligned}
& \left\langle\left\langle\text { if } B E \text { then } S_{1} \text { else } S_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle B E \curvearrowright \text { if } \square \text { then } S_{1} \text { else } S_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \\
& \left\langle\left\langle B \curvearrowright \text { if } \square \text { then } S_{1} \text { else } S_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle\text { if } B \text { then } S_{1} \text { else } S_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}
\end{aligned}
$$

where $B E$ ranges over $B E x p \backslash\{$ false, true $\}, B$ ranges over $\{$ false, true $\}$, and $\square$ is a special variable destined to receive the value of $B E$ once it is computed.

## 3 Formal Background

We assume the reader is familiar with the basic concepts of algebraic specification and term rewriting. We consider fixed a language $\mathcal{L}$ defined by the following:

1. A many-sorted algebraic signature $\Sigma$ that includes a distinguised sort $C f g$ for configurations. The signature $\Sigma$ also includes a sort Bool with the usual constants and operations as well as other basic sorts (integers, maps, ...). The syntax of the language $\mathcal{L}$ is also defined in $\Sigma$. Let $T_{\Sigma}$ denote the initial $\Sigma$-algebra of ground terms and $T_{\Sigma, s}$ denote the set of ground terms of sort $s$.
```
\(\left\langle\left\langle I_{1}+I_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle I_{1}+_{\text {Int }} I_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\left\langle I_{1} * I_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle I_{1} *_{\text {Int }} I_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\left\langle I_{1} / I_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \wedge I_{2} \neq 0 \Rightarrow\left\langle\left\langle I_{1} /_{\text {Int }} I_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\left\langle I_{1}<=I_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle I_{1} \leq_{\text {Int }} I_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\langle\text { true and } B \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\langle B \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\langle\text { false and } B \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\langle\text { false } \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\langle\text { not true } \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\langle\text { false } \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\langle\text { not false } \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\langle\text { true } \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\langle\text { skip } \quad \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle{ }^{\cdots}\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\left\langle S_{1} ; S_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle S_{1} \curvearrowright S_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\langle\{S\} \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\langle S \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\left\langle\text { if true then } S_{1} \text { else } S_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle S_{1} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\left\langle\text { if false then } S_{1} \text { else } S_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle S_{2} \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\langle\text { while } B \text { do } S \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\)
    \(\left\langle\left\langle\text { if } B \text { then }\{S \text {; while } B \text { do } S \text { \}else skip } \cdots\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\right.\)
\(\left\langle\left\langle\text { for } X \text { from } I_{1} \text { to } I_{2} \text { do } S \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\)
    \(\left\langle\left\langle X=I_{1} \text {;if } X<=I_{2} \text { then }\left\{S \text {;for } X \text { from } I_{1}+1 \text { to } I_{2} \text { do } S \text { \}else skip } \cdots\right\rangle_{\mathrm{k}} \cdots\right\rangle_{\mathrm{cfg}}\right.\)
\(\left\langle\langle X \cdots\rangle_{\mathrm{k}}\langle E n v\rangle_{\text {env }} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\langle\text { lookup }(E n v, I) \cdots\rangle_{\mathrm{k}}\langle E n v\rangle_{\mathrm{env}} \cdots\right\rangle_{\mathrm{cfg}}\)
\(\left\langle\langle X=I \cdots\rangle_{\mathrm{k}}\langle E n v\rangle_{\mathrm{env}} \cdots\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\langle\cdots\rangle_{\mathrm{k}}\langle\text { update }(E n v, X, I)\rangle_{\mathrm{env}} \cdots\right\rangle_{\mathrm{cfg}}\)
```

Figure 3: $\mathbb{K}$ Semantics of IMP
2. A sort-wise infinite set of variables Var. Let $T_{\Sigma}(\operatorname{Var})$ denote the free $\Sigma$-algebra of terms with variables, $T_{\Sigma, s}(\operatorname{Var})$ denote the set of terms of sort $s$ with variables, and $\operatorname{var}(t)$ denote the set of variables occurring in the term $t$.
3. A $\Sigma$-algebra $\mathcal{T}$. Let $\mathcal{T}_{s}$ denotes the elements of $\mathcal{T}$ of sort $s$; if $s=C f g$ then these elements are called configurations. Any valuation $\rho: \operatorname{Var} \rightarrow \mathcal{T}$ is extended to a $\Sigma$-algebra morphism $\rho: T_{\Sigma}(\operatorname{Var}) \rightarrow \mathcal{T}$. If $b \in T_{\Sigma, \text { Bool }}(\operatorname{Var})$ then we write $\rho \models b$ iff $b \rho=$ true (the equality is that of $\mathcal{T})$. Equality of terms $t_{1}, t_{2} \in T_{\Sigma}(\operatorname{Var})$ is defined by $t_{1}=t_{2}$ iff $t_{1} \rho=t_{2} \rho$ for all valuations $\rho$.

We explain these concepts on running example. Each nonterminal from the syntax (Int, Bool, AExp, ...) is a sort in $\Sigma$. Each production from the syntax defines an operation in $\Sigma$; for instance, the production $A E x p::=A E x p+A E x p$ defines the operation _+_ : AExp $\times A E x p \rightarrow A E x p$. For the configuration sort $C f g$, the only constructor is $\left.\left\langle\left\langle_{-}\right\rangle_{\mathrm{k}}\langle \rangle_{-}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}}: C o d e \times M a p \rightarrow C f g$. The expression $\left\langle\langle X=I \curvearrowright C\rangle_{\mathrm{k}}\langle X \mapsto 0 E n v\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}}$ is a term of $T_{C f g}(\operatorname{Var})$, where $X$ is a variable of sort $I d$, $I$ is a variable of sort Int, $C$ is a variable of sort Code (the rest of the computation), and Env is a variable of sort Map (the rest of the environment).

The algebra $\mathcal{T}$ interprets Int as the set of integers, the operations like $+_{\text {Int }}$ (cf. Figure 3) as the corresponding usual operation on integers (the ${ }_{\text {Int }}$ underscore is there to distinguish it from the + operation on expressions); Bool is interpreted as the set of Boolean values \{false, true $\}$, operations like $\wedge$ as the usual Boolean operations, the sort Map as the set of the multisets of bindings of the form $I \mapsto V$, where $I$ ranges over identifiers and $V$ over the integers.

The pieces of code as interpreted by $\mathcal{T}$ as ground terms. For instance, each IMP program is both a term of sort Stmt and an element in $\mathcal{T}_{\text {Stmt }}$.

Definition 1 (pattern) $A$ pattern is an expression of the form $\pi \wedge b$, where $\pi \in T_{\Sigma, \text { Cfg }}($ Var $)$ and $b \in T_{\Sigma, \text { Bool }}(\operatorname{Var})$ and $\operatorname{var}(b) \subseteq \operatorname{var}(t)$. If $\gamma \in \mathcal{T}_{\text {Cfg }}$ and $\rho: \operatorname{Var} \rightarrow \mathcal{T}$, then $(\gamma, \rho) \models \pi \wedge b$ if $\gamma=\pi \rho$ and $\rho=b$.

We identify terms $\pi \in T_{\Sigma, C f g}($ Var $)$ with paterns $\pi \wedge$ true. Sample patterns are

$$
\begin{array}{ll}
\left\langle\left\langle I_{1} / I_{2} \curvearrowright C\right\rangle_{\mathrm{k}}\langle E n v\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \wedge I_{2} \neq 0 & \text { and } \\
\left\langle\langle\text { for } I \text { from } A+1 \text { to } B \text { do }\{S\} \curvearrowright C\rangle_{\mathrm{k}}\langle E n v\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}} .
\end{array}
$$

A final configuration is a configuration where the program component is empty (i.e., there is nothing left to execute). For example, $\left\langle\langle\cdot\rangle_{\mathbf{k}}\langle A \mapsto 3\rangle_{\text {Env }}\right\rangle_{\text {cfg }}$ is final.

Definition 2 (semantical rule and transition relation) A rule is a pair of patterns of the form $l \wedge b \Rightarrow r$ (note that $r$ is in fact the pattern $r \wedge$ true). Let $\mathcal{S}$ be a set of rules meant to define the operational semantics of the language $\mathcal{L}$.
The semantics $\mathcal{S}$ defines a transition relation $\Rightarrow_{\mathcal{S}}^{\mathcal{T}}$ given by $\gamma \Rightarrow \mathcal{\mathcal { S }}^{\mathcal{T}} \gamma^{\prime}$ iff, either

- there are $l \wedge b \Rightarrow r$ and $\rho: \operatorname{Var} \rightarrow \mathcal{T}$ such that $(\gamma, \rho) \models l \wedge b$ and $\left(\gamma^{\prime}, \rho\right) \models r$;
- or $\gamma$ is a final configuration, and $\gamma \Rightarrow_{\mathcal{S}}^{\mathcal{T}} \gamma$.

The introduction of self-loops on final configurations is a technical point, only required for proving the soundness of our program-equivalence deductive system. A configuration $\gamma$ is a deadlock if there is no configuration $\gamma^{\prime}$ such that $\gamma \Rightarrow{ }_{\mathcal{S}}^{\mathcal{S}} \gamma^{\prime}$. The relation $\Rightarrow_{\mathcal{S}}^{\mathcal{T}}$ is deterministic if it is the graph of a partial function from $\mathcal{T}_{\text {Cfg }}$ to itself.

Assumption 1 In this paper we assume that the relation $\Rightarrow \mathcal{\mathcal { S }}_{\mathcal{\mathcal { S }}}$ is deterministic.
We shall be using unification in our program-equivalence deductive system. A unifier of two terms $t_{1}, t_{2}$ is a substitution $\sigma$ such that $t_{1} \sigma=t_{2} \sigma$.

Assumption 2 For all rules $(l \wedge b \Rightarrow r) \in \mathcal{S}$ and all patterns $\pi \in T_{\Sigma, C f g}(\operatorname{Var})$ with var $(l) \cap$ $\operatorname{var}(\pi)=\emptyset$, there is a finite, possibly empty set $U(\pi, l)$ of most general unifiers $\pi$ and $l$, which satisfy the property that for all unifiers $\rho$ of $\pi$ and $l$, there exist substitutions $\sigma \in U(\pi, l)$ and $\eta$ such that $\sigma \eta=\rho$.

We noticed that in practice the most general unifiers can often be found by matching with a slightly different set of rules $\mathcal{S}^{\prime}$ such that $\Rightarrow{\underset{\mathcal{S}}{ }}_{\mathcal{T}}^{\mathcal{S}}=\Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}}$. (The general transformation from $\mathcal{S}$ to $\mathcal{S}^{\prime}$ will be presented in a different paper.) This is important for implementation purposes, since we implement program equivalence in $\mathbb{K}$, which has matching but no unification. We illustrate below how this can be done via an example; other examples follow later in the paper.

Example 3: Consider the pattern $\left\langle\left\langle\text { if } B \text { then } S_{1} \text { else } S_{2}\right\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}$ of sort $C f g$, where $B$ is a variable of sort Bool and $S_{1}, S_{2}$ are variables of sort $S t m t$, and the rule
$\left\langle\left\langle\left(\text { if } t r u e \text { then } S_{1}^{\prime} \text { else } S_{2}^{\prime}\right) \curvearrowright S\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }} \Rightarrow\left\langle\left\langle S_{1}^{\prime} \curvearrowright S\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}$.
Here we have filled in the "..." from Figure 3 with actual variables, and the rule's variable were chosen so that they are distinct from those in the formula. Let $\pi$ denote the pattern and $l$ the left-hand side of the rule. The set $U(\pi, l)$ is a singleton given by the substitution $\sigma=\left(B \mapsto\right.$ true, $\left.S_{1}^{\prime} \mapsto S_{1}, S_{2}^{\prime} \mapsto S_{2}, M^{\prime} \mapsto M\right)$. On the other hand, $l$ does not match $\pi$ because the constant leaf true of $l$ does not match the variable $B$ in $\pi$. However, the rule can be
equivalently rewritten

$$
\left\langle\left\langle\left(\text { if } B^{\prime} \text { then } S_{1}^{\prime} \text { else } S_{2}^{\prime}\right) \curvearrowright\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \wedge B^{\prime}=\text { true } \Rightarrow\left\langle\left\langle S_{1}^{\prime} \curvearrowright S\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}}
$$

and now, there is match between the configuration $l^{\prime}$ from the left-hand side of the new rule and $\pi$, i.e., $\left(B^{\prime} \mapsto B, S_{1}^{\prime} \mapsto S_{1}, S_{2}^{\prime} \mapsto S_{2}, M^{\prime} \mapsto M\right)$. This match, combined with the modified rule's condition $B^{\prime}=$ true, amount to the above most general unifier $\sigma$.

## 4 Defining Program Equivalence

We define in this section our notion of program equivalence. We base our definition on the transition system $\left(\mathcal{T}_{\text {Cfg }}, \Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}}\right)$, whose states $\mathcal{T}_{\text {Cfg }}$ are configurations, and $\Rightarrow \mathcal{S}_{\mathcal{S}}^{\mathcal{T}}$ is the transition relation defined in the previous section (Definition 22. Our goal is to have a definition for the equivalence that is equally suitable for terminating programs and non-terminating ones.

A natural approach would consist in using strong bisimulation: a relation $R \subseteq \mathcal{T}_{\text {Cfg }} \times \mathcal{T}_{\text {Cfg }}$ is a strong bisimulation if for all $\left(\gamma_{1}, \gamma_{2}\right) \in R$, whenever $\gamma_{1} \Rightarrow \mathcal{S}_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$, there is a transition $\gamma_{2} \Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}} \gamma_{2}^{\prime}$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in R$, and, symmetrically, whenever $\gamma_{2} \Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}} \gamma_{2}^{\prime}$, there is a transition $\gamma_{1} \Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in R$. However, for our purpose such relations are too strong; e.g., the assignment $i=2$ is not equivalent to the sequence $i=1 ; i=2$ because, starting from $i=0$, the former reaches $i=2$ in one semantical step, whereas the latter cannot.

Hence, we need to weaken strong bisimulation. A relation $R \subseteq \mathcal{T}_{\text {Cfg }} \times \mathcal{T}_{\text {Cfg }}$ is a weak bisimulation if for all $\left(\gamma_{1}, \gamma_{2}\right) \in R$, whenever $\gamma_{1} \Rightarrow_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$, there is a (possibly empty) transition sequence $\gamma_{2} \Rightarrow^{*} \mathcal{\mathcal { T }} \gamma_{2}^{\prime}$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in R$, and, symmetrically, whenever $\gamma_{2} \Rightarrow_{\mathcal{S}}^{\mathcal{T}} \gamma_{2}^{\prime}$, there is a (possibly empty) transition sequence $\gamma_{1} \Rightarrow^{* \mathcal{T}} \gamma_{1}^{\prime}$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in R$. That is, we have generalised the one step $\Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}}$ to any number of steps $\Rightarrow{ }^{* \mathcal{T}}$ (zero, one, or several). But this does not work either, since the universal relation $\mathcal{T}_{\text {Cfg }} \times \mathcal{T}_{\text {Cfg }}$ is a weak bisimulation in the above sense.

Thus, we need in general upper bounds on weak bisimulations. We fix a relation $O \subseteq$ $\mathcal{T}_{\text {Cfg }} \times \mathcal{T}_{\text {Cfg }}$, which we call the observation relation, and define $O$-weak bisimulation to be a weak bisimulation $R$ such that $R \subseteq O$.

Example 4: Consider the $\mathbb{K}$ definition of IMP. Natural candidates for the relation $O$ are obtained by letting $\left(\left\langle\left\langle P_{1}\right\rangle_{\mathrm{k}}\left\langle E n v_{1}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}},\left\langle\left\langle P_{2}\right\rangle_{\mathrm{k}}\left\langle E n v_{2}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}}\right) \in O$ whenever a chosen subset of the variables occurring in $P_{1}, P_{2}$ are mapped to the same values in $E n v_{1}, E n v_{2}$ respectively. We call the chosen set of variables observers.

Actually, it can be proved that the above notion of $O$-weak bisimulation is equivalent, under our determinism assumption, to the following one:

Definition 3 ( $O$-weak bisimulation) An $O$-weak bisimulation is a relation $R \subseteq O$ satisfying: for all $\left(\gamma_{1}, \gamma_{2}\right) \in R$,

- if $\gamma_{1} \Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$ then $\gamma_{1}^{\prime} \Rightarrow{ }_{\mathcal{S}}^{* \mathcal{T}} \gamma_{1}^{\prime \prime}$ and $\gamma_{2} \Rightarrow{ }_{\mathcal{S}}^{* \mathcal{T}} \gamma_{2}^{\prime \prime}$, for some $\left(\gamma_{1}^{\prime \prime}, \gamma_{2}^{\prime \prime}\right) \in R$
- if $\gamma_{2} \Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}} \gamma_{2}^{\prime}$ then $\gamma_{1} \Rightarrow^{* \mathcal{T}} \gamma_{1}^{\prime \prime}$ and $\gamma_{2}^{\prime} \Rightarrow^{*} \mathcal{\mathcal { S }} \gamma_{2}^{\prime \prime}$ for some $\left(\gamma_{1}^{\prime \prime}, \gamma_{2}^{\prime \prime}\right) \in R$.

In the sequel we assume $O$ to be an arbitrary, fixed parameter to our definitions. We omit it and only write "weak bisimulation" instead of " $O$-weak bisimulation". We now have our definition of program (actually, of configuration) equivalence:

Definition 4 (Configuration Equivalence) Configurations $\gamma_{1}, \gamma_{2}$ are equivalent, written $\gamma_{1} \sim$ $\gamma_{2}$, if there is a weak bisimulation $R$ such that $\left(\gamma_{1}, \gamma_{2}\right) \in R$.

Example 5: The following configurations:
$\gamma_{1} \triangleq\left\langle\langle\mathrm{x}=2\rangle_{\mathrm{k}}\langle\mathrm{x} \mapsto 0\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}$ and
$\gamma_{1}^{\prime} \triangleq\left\langle\langle\mathrm{x}=1 ; \mathrm{x}=\mathrm{x}+1\rangle_{\mathrm{k}}\langle\mathrm{x} \mapsto 0\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}$
are equivalent when $O$ is defined by the observer x. The "witness" weak bisimulation $R$ for the equivalence $\gamma_{1} \sim \gamma_{1}^{\prime}$ is defined by $\left\{\left(\gamma_{1}, \gamma_{1}^{\prime}\right),\left(\gamma_{2}, \gamma_{2}\right)\right\}$, where $\gamma_{2} \triangleq\left\langle\langle\cdot\rangle_{\mathrm{k}}\langle\mathrm{x} \mapsto 2\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}$.

The relation $O$, implemented using observers or otherwise, gives us quite a lot of expressiveness for capturing various kinds of program equivalences. For example, a usual form of equivalence is: two programs are equivalent if, whenever presented with the same input, if they terminate they produce the same output (see, e.g., [2, 3]). This can be encoded by including cells in the configuration for the input and output, and by including in $O$ the pairs of configurations satisfying: if their programs are both empty and their inputs are equal then their outputs are equal.

## 5 A Logic for Program Equivalence

We present in this section a logic for program equivalence. We first present the logic's syntax, then its semantics, and finally the notion of validity for formulas.

Definition 5 (Formulas) A formula is an expression of the form $\pi_{1} \sim \pi_{2}$ if $C$ where $\pi_{1}, \pi_{2} \in$ $T_{\Sigma, C f g}($ Var $)$ are patterns and $C \in T_{\Sigma, \text { Bool }}($ Var $)$.

Example 6: Assume that the signature $\Sigma$ for the language IMP contains a predicate occurs $: I d \times$ Stmt $\rightarrow$ Bool expressing the fact that an identifier occurs in a statement. A formula expressing the equivalence of the programs in Example ?? is

$$
\begin{aligned}
& \left\langle\langle\text { for } I \text { from } A \text { to } B \text { do }\{S\}\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\text {cfg }} \sim \\
& \left.\langle\langle I=A \text {; while } I<=B \text { do\{ } S ; I=I+1\}\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\text {cfg }} \\
& \text { if not occurs }(I, S)
\end{aligned}
$$

where $M$ a variable of sort $M a p$. The condition says that the loop counter $I$ does not occur in the loop body $S$. It is essential for the formula's validity.

We now define two semantics for formulas $f \triangleq \pi_{1} \sim \pi_{2}$ if $C$. The first one, denoted by $(f)$, is the set of pairs of configurations $\gamma_{1}, \gamma_{2}$ that satisfy, respectively, the patterns $\pi_{1} \wedge C$ and $\pi_{2} \wedge C$ by means of one valuation (the same valuation for both $\gamma_{1}, \gamma_{2}$ ). The second one, denoted by $\llbracket f \rrbracket$, is the subset of $(f)$ containing pairs configurations that are origins of computations that are either finite and ending in a final configuration, or infinite. Since the transition relation $\Rightarrow_{\mathcal{S}}^{\mathcal{T}}$ has self-loops on final configurations, this amounts to the following definition:

Definition 6 (Semantics) $(f) \triangleq\left\{\left(\gamma_{1}, \gamma_{2}\right) \mid \exists \rho: \operatorname{Var} \rightarrow \mathcal{T} .\left(\gamma_{i}, \rho\right) \models \pi_{i} \wedge C, i=1,2\right\}$, and $\llbracket f \rrbracket \triangleq\left\{\left(\gamma_{1}, \gamma_{2}\right) \in(f) \mid \forall j \in \mathbb{N} . \forall i \in\{1,2\} . \exists \gamma_{i}^{j} \in \mathcal{T}_{C f g} . \gamma_{i}=\gamma_{i}^{0} \wedge \gamma_{i}^{j} \Rightarrow \mathcal{S}_{\mathcal{S}}^{\mathcal{T}} \gamma_{i}^{j+1}\right\}$.

Example 7: For the formula from Example ??, the ( $(\cdot)$ semantics contains all pairs of concrete configurations $\left(\gamma_{1}, \gamma_{2}\right)$ obtained by replacing the variables $A, B, I, S$ by ground terms of the respective sorts. The $\llbracket \cdot \rrbracket$ semantics is the subset of $(\cdot)$ such that, for $i=1,2$ the computation starting in $\gamma_{i}$ (unique, by the determinism assumption) either reaches a final configuration or does not terminate.

We now define what it means for a formula $f$ to be valid. Intuitively, we want to capture the notion that all configurations pairs $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket f \rrbracket$ satisfy $\gamma_{1} \sim \gamma_{2}$ according to Definition 4 .

We use the $\llbracket \cdot \rrbracket$ semantics (not the ( $\cdot \cdot$ ) one) because we are only interested in equivalences for configurations $\gamma_{1}, \gamma_{2}$ that are origins of computations that reach final configurations or do not terminate. That is, by definition, if $\gamma_{1}$ or $\gamma_{2}$ terminate improperly (in a deadlock, obtained, e.g., by attempting to perform a division by zero) then $\gamma_{1} \nsim \gamma_{2}$.

Definition 7 (Validity) A formula $f$ is valid, written $\mathcal{S} \models f$, if $\llbracket f \rrbracket \neq \emptyset$ and for all $\gamma_{1}, \gamma_{2} \in \llbracket f \rrbracket$, $\gamma_{1} \sim \gamma_{2}$.

The condition $\llbracket f \rrbracket \neq \emptyset$ is added to ensure that a formula is not vacuously valid.
In Section 7 we give a proof system for proving the validity of formulas.

## 6 Auxiliary Operations: Derivatives and Conjunction

### 6.1 Derivatives

Our proof system consists in symbolically executing formulas according to the semantics of the language $\mathcal{L}$. This is achieved using the notion of derivative.

Definition 8 (Derivatives) Given a formula $g \triangleq \pi_{1} \sim \pi_{2}$ if $C$, its derivatives are the formulas in the set $\Delta(g)=\Delta^{l}(g) \cup \Delta^{r}(g)$, where $\Delta^{l}(g), \Delta^{r}(g)$ are the smallest sets defined by: for each $\left(l \wedge C^{\prime} \Rightarrow r\right) \in \mathcal{S}, \sigma^{l} \in U\left(\pi_{1}, l\right), \sigma^{r} \in U\left(\pi_{2}, r\right):$

- $\left(r \sigma^{l} \sim \pi_{2}\right.$ if $\left.\left(C \wedge C^{\prime}\right) \sigma^{l} \wedge \wedge \sigma^{l}\right) \in \Delta^{l}(g)$,
- $\left(\pi_{1} \sim r \sigma^{r}\right.$ if $\left.\left(C \wedge C^{\prime}\right) \sigma^{r} \wedge \wedge \sigma^{r}\right) \in \Delta^{r}(g)$
where $\bigwedge \sigma \triangleq \bigwedge_{x \in \operatorname{dom}(\sigma)}(x=\sigma(x))$, and $\operatorname{dom}(\sigma)$ denotes the subset of the gobal set Var of variables where the substitution $\sigma$ is not the identity. We naturally extend derivatives to sets $F$ of formulas by $\Delta(F)=\bigcup_{f \in F} \Delta(f)$.

Remark 1 In Definition 8 we assume $\operatorname{var}(l) \cap \operatorname{var}(g)=\emptyset$, which can always be obtained by renaming the variables in the rewrite rule.

Example 8: Let $B$ be a variable of sort Bool and $S_{1}, S_{2}$ be variables of sort Stmt. We consider the formula $f$ below and compute its derivatives:

$$
\begin{aligned}
& \left\langle\left\langle\text { if } B \text { then } S_{1} \text { else } S_{2}\right\rangle_{\mathrm{k}},\langle M\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \sim\left\langle\left\langle\text { if } B^{\prime} \text { then } S_{2} \text { else } S_{1}\right\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}} \\
& \text { if } B^{\prime}=\neg B
\end{aligned}
$$

The rules with a nonempty set of unifiers with the patterns in the formula are

$$
\begin{aligned}
& \left\langle\left\langle\left(\text { if true then } S_{1}^{\prime} \text { else } S_{2}^{\prime}\right) \curvearrowright S\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle S_{1}^{\prime} \curvearrowright S\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \\
& \left\langle\left\langle\left(\text { if false then } S_{1}^{\prime} \text { else } S_{2}^{\prime}\right) \curvearrowright S\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \Rightarrow\left\langle\left\langle S_{2}^{\prime} \curvearrowright S\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}}
\end{aligned}
$$

The formula $f$ has two left-derivatives, i.e., $\Delta^{l}(f)$ are the formulas in the set

$$
\begin{aligned}
& \left\langle\left\langle S_{1}\right\rangle_{\mathrm{k}},\langle M\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \sim\left\langle\left\langle\text { if } B^{\prime} \text { then } S_{2} \text { else } S_{1}\right\rangle_{\mathrm{k}},\langle M\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \text { if } B^{\prime}=\neg B \wedge B=\text { true } \\
& \left\langle\left\langle S_{2}\right\rangle_{\mathrm{k}},\langle M\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \sim\left\langle\left\langle\text { if } B^{\prime} \text { then } S_{2} \text { else } S_{1}\right\rangle_{\mathrm{k}},\langle M\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \text { if } B^{\prime}=\neg B \wedge B=\text { false }
\end{aligned}
$$

where the conjuncts $B=$ true and $B=$ false are induced by the most general unifiers: $B \mapsto$ true, $S_{1}^{\prime} \mapsto S_{1}, S_{2}^{\prime} \mapsto S_{2}, M^{\prime} \mapsto M$ and, respectively, $B \mapsto$ false, $S_{1}^{\prime} \mapsto S_{1}, S_{2}^{\prime} \mapsto S_{2}, M^{\prime} \mapsto M$. The
equalities $S_{1}^{\prime}=S_{1}, S_{2}^{\prime}=S_{2}, M^{\prime}=M$ were removed from conditions since the are superfluous, as $S_{1}^{\prime}, S_{2}^{\prime}$, and $M^{\prime}$ do not occur in the rest of the formula.

Similarly, $f$ has two right-derivatives, i.e., $\Delta^{r}(f)$ are the formulas in the set

$$
\begin{aligned}
& \left\langle\left\langle\text { if } B \text { then } S_{2} \text { else } S_{1}\right\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}} \sim\left\langle\left\langle S_{1}\right\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}} \text { if } B^{\prime}=\neg B \wedge B^{\prime}=\text { false } \\
& \left\langle\left\langle\text { if } B \text { then } S_{2} \text { else } S_{1}\right\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}} \sim\left\langle\left\langle S_{2}\right\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}} \text { if } B^{\prime}=\neg B \wedge B^{\prime}=\text { true } .
\end{aligned}
$$

Derivatives have the following properties, which we use for proving the soundness of our proof system. Let $f$ be a formula. For all $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket f \rrbracket$ :

- if $\gamma_{1} \Rightarrow{ }_{\mathcal{S}}^{\mathcal{S}} \gamma_{1}^{\prime}$ and $\gamma_{1} \neq \gamma_{1}^{\prime}$, there exists $f^{\prime} \in \Delta^{l}(f)$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in \llbracket f^{\prime} \rrbracket ;$
- if $\Delta^{l}(f) \neq \emptyset$ there is $f^{\prime} \in \Delta^{l}(f)$ and $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in \llbracket f^{\prime} \rrbracket$ such that $\gamma_{1} \Rightarrow \mathcal{S}_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$;
- and two properties symmetrical to the above ones regarding right-derivatives.

The properties say that each semantical step in a component of a configuration pair is mirrored by a derivative computation, and, conversely, that each derivative computation corresponds to a semantical step. Thus, the symbolic computations performed by the derivatives of formulas faithfully reproduce the semantical steps over the configuration pairs denoted by those formulas.

### 6.2 Conjunction

Another auxiliary operation used in our proof system is conjunction of formulas. We need it in order to compute the subsets of configuration pairs, denoted by formulas, which are included in the observation relation $O$ (cf. Section 4).

Definition 9 For formulas $f: \pi_{1} \sim \pi_{2}$ if $C$ and $g: \pi_{1}^{\prime} \sim \pi_{2}^{\prime}$ if $C^{\prime}$, let $f \wedge g=$
$\left\{\pi_{1} \sigma_{1} \sim \pi_{2} \sigma_{2}\right.$ if $\left.\left(C \wedge C^{\prime}\right)\left(\sigma_{1} \cup \sigma_{2}\right) \wedge \bigwedge \sigma_{1} \wedge \bigwedge \sigma_{2} \mid \sigma_{1} \in U\left(\pi_{1}, \pi_{1}^{\prime}\right), \sigma_{2} \in U\left(\pi_{2}, \pi_{2}^{\prime}\right)\right\}$.
The above definition assumes that $U\left(\pi_{1}, \pi_{1}^{\prime}\right)$ and $U\left(\pi_{2}, \pi_{2}^{\prime}\right)$ exist. When we use conjunction in the proof system for validity we will make sure this is the case.

Conjunction has the following properties, which are also used for proving the soundness of our proof system: for all formulas $f, g: ~(f \wedge g \emptyset=(f) \cap(g)$ and $\llbracket f \wedge g \rrbracket=\llbracket f \rrbracket \cap \llbracket g \rrbracket$. Thus, conjunction denotes intersection in both semantics.

Example 9: Let $f$ be the formula in Example 8, and let $g$ denote the formula $\left\langle\left\langle P_{1}\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \sim$ $\left\langle\left\langle P_{2}\right\rangle_{\mathrm{k}}\left\langle M^{\prime \prime}\right\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}$ if $M^{\prime}=M^{\prime \prime}$. We denote by $\pi_{1}, \pi_{1}^{\prime}$ and $\pi_{2}, \pi_{2}^{\prime}$ their left and right-hand sides, respectively. Then, $U\left(\pi_{1}, \pi_{1}^{\prime}\right)$ can be computed by matching, and consists of the unique substitution $\sigma_{1}=\left(P_{1} \mapsto\right.$ if $B$ then $S_{1}$ else $\left.S_{2}, M^{\prime} \mapsto M\right)$. Similarly, $U\left(\pi_{2}, \pi_{2}^{\prime}\right)$ consists of the substitution $\sigma_{2}=\left(P_{2} \mapsto\right.$ if $B^{\prime}$ then $S_{2}$ else $\left.S_{1}, M^{\prime \prime} \mapsto M\right)$. Thus, if we remove the conditions $M^{\prime}=M^{\prime \prime}, \bigwedge \sigma_{1}$, and $\bigwedge \sigma_{2}$ (which are superfluous here since they constrain variables not occuring in the rest of the result), $f \wedge g$ is syntactically equal to $f$. This is consistent with the fact that $\wedge$ is, semantically speaking, intersection, because we have $(f) \subseteq(g)$ and thus $(f \wedge g)=(f) \cap(g)=(f)$.

Example 10: Let $f \triangleq\left(\left\langle\langle X=Y\rangle_{\mathrm{k}}\langle\text { update }(M, Y, I)\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}} \sim\left\langle\langle X=Y\rangle_{\mathrm{k}},\langle M\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}}\right)$ and $g$ be as in Example 9. Let again $\pi_{1}, \pi_{1}^{\prime}$ and $\pi_{2}, \pi_{2}^{\prime}$ denote their left and right-hand sides, respectively. Each of the sets $U\left(\pi_{1}, \pi_{1}^{\prime}\right)$ and $U\left(\pi_{2}, \pi_{2}^{\prime}\right)$ consists of a unique substitution: $\sigma_{1}=\left(P_{1} \mapsto(X=\right.$ $Y), M^{\prime} \mapsto$ update $\left.(M, Y, I)\right)$ and respectively $\sigma_{2}=\left(P_{2} \mapsto(X=Y), M^{\prime \prime} \mapsto M\right)$. By removing some superfluous conjuncts in the conditions, we get $f \wedge g=\left(\left\langle\langle X=Y\rangle_{\mathrm{k}}\langle\text { update }(M, Y, I)\rangle_{\text {env }}\right\rangle_{\text {cfg }} \sim\right.$ $\left\langle\langle X=Y\rangle_{\mathrm{k}},\langle M\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}}$ if $M^{\prime}=M \wedge M^{\prime}=$ update $(M, Y, I)$. That is, $f \wedge g$ is $f$ enforced with the condition $M=$ update $(M, Y, I)$ imposed by $g$. Again, this is consistent with the fact that conjunction is, semantically speaking, intersection.

## 7 A Circular Proof System

In this section we define a three-rule proof system for proving program equivalence. It is inspired from circular coinduction [4], a coinductive proof technique for infinite data structures and coalgebras of expressions (5).

Remember that we have fixed an observation relation $O$. We assume a set of formulas $\Omega$ such that $(\Omega)=O$. We also assume that for all $h \in \Omega$ and for all formula $f$, the conjunction $f \wedge h$ can be computed according to Definition 9 .

Assumption 3 For all $\left(\pi_{1}^{\prime} \sim \pi_{2}^{\prime}\right.$ if $\left.C\right) \in \Omega$ and all $\pi \in T_{\Sigma, C f g}(\operatorname{Var})$ with $\left(\operatorname{var}\left(\pi_{1}\right) \cup \operatorname{var}\left(\pi_{2}\right)\right) \cap$ $\operatorname{var}(\pi)=\emptyset$, there are two finite, possibly empty sets $U\left(\pi, \pi_{1}^{\prime}\right)$ and $U\left(\pi, \pi_{1}^{\prime}\right)$ of most general unifiers of $\pi, \pi_{1}^{\prime}$ and of $\pi, \pi_{2}^{\prime}$, respectively.

Let also $\vdash$ be an entailment relation satisfying $\mathcal{S}, F \vdash g$ implies $(\mathcal{S} \vDash g$ or $(g) \subseteq(F))$. The set $\Omega$ and the relation $\vdash$ are parameters of our proof system:

Definition 10 (Circular Proof System)

$$
\begin{aligned}
& \text { [Axiom] } \overline{\mathcal{S}, F \vdash \emptyset} \\
& \text { [Reduce] } \frac{\mathcal{S}, F \vdash g \quad \mathcal{S}, F \vdash \vdash^{\circ} G}{\mathcal{S}, F \vdash G \cup\{g\}} \\
& \text { [Derive] } \frac{\mathcal{S}, F \cup F^{\prime} \vdash G \cup \Delta(g) \quad \mathcal{S}, g \wedge \Omega \vdash F^{\prime}}{\mathcal{S}, F \vdash \mathcal{O} G \cup\{g\}} \text { if } \Delta(g) \neq \emptyset
\end{aligned}
$$

where $g \wedge \Omega$ denotes the set $\{g \wedge h \mid h \in \Omega\}$.
We first briefly explain the rules, then state the correctness results, and conclude the section with an example showing how the proof system works on for proving the equivalence of the for and while programs shown in the introduction.
[Axiom] says that when an empty set of goals is reached, the proof is finished.
The [Reduce] rule says that if a given goal $g$ from the current set of goals $G \cup\{g\}$ is discharged by the entailment $\vdash$ then it is eliminated from the goals.

The last rule, [Derive], is the most complex, and uses the auxiliary constructions (derivative, conjunction) introduced earlier. It says that any given goal $g$ from the current set of goals, with a nonempty set $\Delta(g)$ of derivatives, can be replaced in the goals to be proved with the set $\Delta(g)$; and, simultaneously, any set of formulas $F^{\prime}$ that can be $\vdash$-entailed from $\mathcal{S}, g \wedge \Omega$ can be added as hypotheses. Note that the application of the [Derive] rule is nondeterministic in the choice of hypotheses $F^{\prime}$, which depend on the parameters $\vdash$ and $\Omega$ of the proof system.

That is, any "part" of a goal $g$ that is "included" the observation relation $O$ (remember that $(\Omega)=O)$ can be added as hypothesis. In particular, if $\Omega \models g$, meaning that all instances of $g$ satisfy $O$, then $g$ itself can be added as a hypothesis. The reason why only the "parts" of goals that are included in $O$ can be added as hypotheses is that the set of hypotheses $F$ accumulated during a circular proof denote a certain weak bisimulation that needs to be included in $O$. This is an essential fact used for proving the soundness of our deductive system.

### 7.1 Soundness

The following theorem says that $\vdash^{\circ}$ is sound for formula validity:
Theorem 1 (soundness of $\vdash^{\circlearrowleft}$ ) Let $\Gamma$ be a set of formulas such that $(\Gamma) \subseteq(\Omega)$ and for all $g \in \Gamma, \llbracket g \rrbracket \neq \emptyset$. If $\mathcal{S} \vdash \circlearrowleft \Gamma$ then $\mathcal{S} \models \Gamma$.

Note that we require $(\Gamma) \subseteq(\Omega)$ because otherwise the goals $\Gamma$ have no chance of being valid. The asumption for all $g \in \Gamma, \llbracket g \rrbracket \neq \emptyset$ is made for the same reason. Note also that initially, the set of hypotheses, denoted by $F$ in the proof system, is empty: $\mathcal{S} \vdash^{\circlearrowleft} \Gamma$ is actually an abbreviation for the full notation $\mathcal{S}, \emptyset \vdash{ }^{\circlearrowleft} \Gamma$.

### 7.2 Weak Completeness

We show in this section that the circular proof system, when it terminates, always provides an answer (positive or negative) to the question $\mathcal{S} \models \Gamma$. Thus, in addition to soundness we have a weak completeness result. The result is "weak" because it assumes termination of the proof system. It ensures that we have a decision procedure for the equivalence of concrete, terminating programs; indeed, in this case, the proof system terminates because the derivatives (in the [Derive] rule, the only one that can contribute to nontermination) faithfully reproduce the semantical steps and thus also may also only exist in finite number.

### 7.2.1 Adapting Definitions of Derivatives

In order to achieve weak completeness we need the following adaptations of Definition 8 we only keep the formulas with a satisfiable condition, i.e., we eliminate "empty" formulas $f$ with $(f)=\emptyset$.

We also need the following assumptions. The first one says that non-derivable goals $g$ (i.e., $\Delta(g)=\emptyset)$ that denote observationally equivalent configuration pairs ( $(g) \subseteq \Omega)$ are valid, and are discharged by the basic entailment $\vdash$. The second one says that deadlocks are not observationally equivalent to any other configuration.

Assumption 4 For all formulas $g$ such that $(g) \subseteq(\Omega)$ and $\Delta(g)=\emptyset, \mathcal{S} \vdash g$; and for all configurations $\gamma_{1}, \gamma_{2}$, if $\gamma_{1}$ or $\gamma_{2}$ are deadlocks then $\left(\gamma_{1}, \gamma_{2}\right) \notin(\Omega)$.

Under these additional assumptions, the derivatives have the following additional properties. If $(f) \neq \emptyset$ then for all $f^{\prime} \in \Delta(f)\left(=\Delta^{l}(f) \cup \Delta^{r}(f)\right),\left(f^{\prime}\right) \neq \emptyset$, which says that satisfiable formulas have satisfiable derivatives (semantically speaking); and for all $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in\left(\Delta^{l}(f)\right)$ there is $\left(\gamma_{1}, \gamma_{2}^{\prime}\right) \in(f)$ such that $\gamma_{1} \Rightarrow_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$ and $\gamma_{1} \neq \gamma_{1}^{\prime}$, which says that configurations denoted by a (left)-derivative formula are obtained from configurationss denoted by the derived formula by a semantical step in the left component. A symmetrical result holds for the right component.

These additional properties of derivatives, induced by the above additional assumptions, allow us to prove the weak completeness theorem below.

Theorem 2 (Weak Completeness of $\vdash \circlearrowleft$ ) Assume $\mathcal{S} \vDash \Gamma$ and the proof system $\vdash \circlearrowleft$ terminates on $\Gamma$. Then, $\mathcal{S} \vdash{ }^{\circlearrowleft} \Gamma$.

Some explanations: given a set of goals $\Gamma$, the proof system $\vdash^{\circlearrowleft}$ may terminate successfully on it, which means if generates a tree that has at least one "empty" leaf (generated by the [Axiom] rule). The proof system may also terminate unsucessfully when it generates a finite tree and cannot expand it any more (i.e., it is blocked) and moreover that tree does not have any empty leaf. The proof system terminates on $\Gamma$ if it terminates either sucessfully or unsucessfully. Weak completeness thus says that if a set of goals is valid and the proof system terminates on it, then it terminates successfully.

Together, the soundness and weak completeness say that, if the proof system applied to a given set of goals terminates, then termination is successful if and only if the set of goals is valid. That is, when it terminates, the proof system correctly solves the program-equivalence problem. Of course, termination cannot be guaranteed, because the equivalence problem is undecidable.

It does terminate on goals in which both programs terminate (because eventually the set of derivatives becomes empty) and also for goals in which one or both of the programs does not terminate, provided they behave in a certain regular way.

Example 11:
We show the application of our proof system for proving the equivalence of our for and while programs formalised as the validity of the formula $f$ :

```
\(\left.\langle\langle\text { for } I \text { from } A \text { to } B \text { do\{ } S\}\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\text {cfg }} \sim\)
\(\left.\langle\langle I=A \text {; while } I<=B \text { do } S ; I=I+1\}\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}\)
if not occurs ( \(I, S\) )
```

when the observation relation is denoted by the set $\Omega=\left\{\left\langle\left\langle P_{1}\right\rangle_{\mathrm{k}}\left\langle M^{\prime}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \sim\left\langle\left\langle P_{2}\right\rangle_{\mathrm{k}}\left\langle M^{\prime \prime}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}}\right.$ if $M^{\prime}=$ $\left.M^{\prime \prime}\right\}$. The observation relation says that two configurations are observationally equivalent whenever they have equal environments.

The first applied rule is [Derive], which adds to the initially empty set of hypotheses the formula $f$, simulataneously replacing it in the goals with $\Delta(f)$. ( $f$ can be added to the hypoteses because $(f) \subseteq(\Omega)$, which implies $\Omega \wedge f \vdash f)$.

After a certain number of applications of the [Derive] rule, the set of goals becomes (after some simplifications, which consist in removing goals with unsatisfiable conditions and logically simplifying the conditions of the remaining goals; note that $A$ and $B$ became (symbolic) values due to the strict attribute):

$$
\begin{equation*}
\left\langle\left\rangle_{\mathrm{k}},\langle\text { update }(M, I, A)\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \sim\left\langle\langle \rangle_{\mathrm{k}},\langle\text { update }(M, I, A)\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \text { if } A\right\rangle_{\text {Int }} B \tag{2}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\langle\left\langle\text { for } I \text { from } A+{ }_{\text {Int }} 1 \text { to } B \text { do }\{S\}\right\rangle_{\mathrm{k}},\langle\operatorname{execute}(S, \text { update }(M, I, A))\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \quad \sim \\
& \left\langle\left\langle I=A+_{\text {Int }} 1 ; \text { while } I<=B \operatorname{do}\{S ; I=I+1\}\right\rangle_{\mathrm{k}},\langle\operatorname{execute}(S \text {, update }(M, I, A))\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \\
& \text { if not occurs }(I, S) \wedge A \leq_{\text {Int }} B \tag{3}
\end{align*}
$$

where execute $(S, M)$ denotes the effect of executing statement $S$ on map $M$. (Remember that we assumed that $S$ is terminating, so execute $(S, M)$ is defined. Moreover, for each concrete statement $P$ that is an instance of $S$ we have the implicit definition execute $(P, M)=M^{\prime}$ iff $\left.\left\langle\langle P\rangle_{\mathrm{k}},\langle M\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}} \Rightarrow_{\mathcal{S}}^{* \mathcal{T}}\left\langle\langle \rangle_{\mathrm{k}},\left\langle M^{\prime}\right\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}.\right)$

The first goal is discharged by the [Reduce] rule (based on the fact that the $\vdash$ relation "knows" that goals with same left and right-hade side are valid). The second goal $f^{\prime}$ is actually an instance of the first one: i.e., $\left(f^{\prime}\right) \subseteq(f)$ since any concrete instance of $f^{\prime}$ is also a concrete instance of $f$. Thus, $\mathcal{S}, f \vdash f^{\prime}$, and since $f$ was added to the set hypotheses by the first application of [Derive], $f^{\prime}$ is eliminated by the [Reduce] rule. The set of goals to be proved is now empty; the proof system has terminated successfully, meaning that the formula $f$ is valid.

## 8 A Prototype Implementation

$\mathbb{K}[1$ is a framework for defining the formal operational semantics of programming languages. One component of the framework is a compiler of $\mathbb{K}$ definitions to Maude [6] specifications, which can then be used for executing programs and for analysing them. $\mathbb{K}$ also offers some support for symbolic calculus, including a connection to the Z3 SMT solver [7]. We have used these components in a prototype tool implementing our deductive system for program equivalence.

The prototype is a $\mathbb{K}$ definition that is currently able to "execute" equivalence formulas for the IMP language. Such formulas are programs of another language, say, IMPeq, thus, our prototype is a $\mathbb{K}$ definition of the IMPeq language. We start by showing how the prototype proves the equivalence formula from Example 2.

The prototype is given the following IMPeq program as input:

```
<k> L : for i from symAExp(a1) to symAExp(a2) do symStmt(s) </k>
<env> i -> symInt(i1), SymMap(M) </env>
~
<k> L: i := symAExp(a1);
        while (i <= symAExp(a2)) do (
        symStmt(s);
    L: i := i + 1 )
</k>
<env> i -> symInt(i1), SymMap(M) </env>
if not occurs(i, symStmt(s))
using observers: allObs;
```

The expressions $\operatorname{symAExp}\left(\_\right), \operatorname{symStmt}\left(\_\right), \operatorname{symInt}\left(\_\right), \operatorname{SymMap}\left(\_\right)$denote symbolic variables of sort AExp, Stmt, Int, Map, respectively. The syntax used by the prototype for formulas is close to their mathematical notation. One difference is the introduction of labels, to be explained later. Another difference is the introduction of a notation for observers (denoting the observation relation) in the syntactical construct using observers:. The special constant allObs means that the two programs have the same variables and all of them are observers.

The above input is loaded into a configuration of the form:

$$
\left\langle\left\langle\left\langle\left\langle P_{1}\right\rangle_{\mathrm{k}}\langle E\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}\left\langle\left\langle P_{2}\right\rangle_{\mathrm{k}}\langle E\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}\langle C\rangle_{\text {cond }}\right\rangle_{\text {goal }}\right\rangle_{\text {goals }}\langle \rangle_{\text {hypos }}\langle\text { allobs }\rangle_{\text {obs }} .
$$

The equivalence formula is stored into a goal cell, contained in the goals cell that stores all goals generated during the formula's execution (i.e., the sets $G$ ). The cell hypos stores the hypotheses $F$ generated during execution; at the beginning it is empty.

The inference rules of the proof system are the semantical rules of the impeq language. We first focus on the [Derive] rule, which is the "heart" of the proof system. For goals $g \triangleq$ $\left\langle\left\langle P_{1}\right\rangle_{\mathrm{k}}\left\langle E_{1}\right\rangle_{\mathrm{env}}\right\rangle_{\mathrm{cfg}} \sim\left\langle\left\langle P_{2}\right\rangle_{\mathrm{k}}\left\langle E_{2}\right\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}$ if $C$ having exactly one derivative, [Derive] is implemented by two rules, which have the form:

$$
\begin{align*}
& \left\langle\left\langle P_{1}\right\rangle_{\mathrm{k}}\left\langle E_{1}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}\left\langle\left\langle P_{2}\right\rangle_{\mathrm{k}}\left\langle E_{2}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}\langle C\rangle_{\text {cond }} \wedge g \notin(g \wedge \Omega) \Rightarrow \\
& \quad\left\langle\left\langle P_{1}^{\prime}\right\rangle_{\mathrm{k}}\left\langle E_{1}^{\prime}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}\left\langle\left\langle P_{2}^{\prime}\right\rangle_{\mathrm{k}}\left\langle E_{2}^{\prime}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}\left\langle C^{\prime}\right\rangle_{\text {cond }}  \tag{4}\\
& \left\langle\left\langle\left\langle\left\langle P_{1}\right\rangle_{\mathrm{k}}\left\langle E_{1}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}\left\langle\left\langle P_{2}\right\rangle_{\mathrm{k}}\left\langle E_{2}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}\langle C\rangle_{\text {cond }}\right\rangle_{\text {goal }}\right\rangle_{\text {goals }}\langle F\rangle_{\text {hypos }} \wedge g \in(g \wedge \Omega) \Rightarrow \\
& \left.\quad\left\langle\left\langle\left\langle P_{1}^{\prime}\right\rangle_{\mathrm{k}}\left\langle E_{1}^{\prime}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}\left\langle\left\langle P_{2}^{\prime}\right\rangle_{\mathrm{k}}\left\langle E_{2}^{\prime}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}\left\langle C^{\prime}\right\rangle_{\text {cond }}\right\rangle_{\text {goal }}\right\rangle_{\text {goals }}\langle F \cup\{g\}\rangle_{\text {hypos }} \tag{5}
\end{align*}
$$

These rules implement two particular, yet important cases of [Derive]: either an empty set of hypotheses is added $\left(F^{\prime}=\emptyset\right)$ or the goal itself is added to the hypotheses $\left(F^{\prime}=\{g\}\right)$. We note that derivatives are directly computed using the semantical rules of IMP, based on the observation made earlier in the paper that, for IMP (as well as in many pratical cases) most general unifiers are computed by matching with the rules of the language. If we omit the check of the condition $g \notin(g \wedge \Omega)$, the rules (4) are automatically computed from the semantical rules by $\mathbb{K}$ 's configuration abstraction mechanism.

In order to reduce the number of generated hypotheses and implicitly the calls of the rule (5), we have added labels to statements with the following role: the rule (5) only matches applied when the first statements of $P_{1}$ and of $P_{2}$ have the same label. The membership $g \in(g \wedge \Omega)$ is only checked in these cases.

Most goals only have one derivative and are handled by the rules (45). The exception is the case where the first statement of $P_{1}$ or $P_{2}$ has the form if $B$ then $S_{1}$ else $S_{2}$ when $B$ is
a symbolic Boolean variable (i.e., not the constants true or false): it is then possible that both $C \wedge B$ and $C \wedge \neg B$ be satisfiable, in which case both rules for if are applicable. This is handled by a rule of the form

$$
\begin{align*}
& \left\langle\left\langle\left\langle P_{1}\right\rangle_{\mathrm{k}}\left\langle E_{1}\right\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}\left\langle\left\langle P_{2}\right\rangle_{\mathrm{k}}\left\langle E_{2}\right\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}\langle C\rangle_{\text {cond }}\right\rangle_{\text {goal }} \wedge(\operatorname{sat}(C \wedge B) \wedge \operatorname{sat}(C \wedge \neg B)) \Rightarrow \\
& \left.\quad\left\langle\left\langle\left\langle P_{1}^{\prime}\right\rangle_{\mathrm{k}}\left\langle E_{1}^{\prime}\right\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}\left\langle\left\langle P_{2}^{\prime}\right\rangle_{\mathrm{k}}\left\langle E_{2}^{\prime}\right\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}\langle C \wedge B\rangle_{\text {cond }}\right\rangle_{\mathrm{cfg}}\right\rangle_{\text {goal }} \\
& \left\langle\left\langle\left\langle\left\langle P_{1}^{\prime \prime}\right\rangle_{\mathrm{k}}\left\langle E_{1}^{\prime \prime}\right\rangle_{\text {env }}\right\rangle_{\mathrm{cfg}}\left\langle\left\langle P_{2}^{\prime \prime}\right\rangle_{\mathrm{k}}\left\langle E_{2}^{\prime \prime}\right\rangle_{\text {env }}\right\rangle_{\text {cfg }}\langle C \wedge \neg B\rangle_{\text {cond }}\right\rangle_{\text {cfg }}\right\rangle_{\text {goal }} \tag{6}
\end{align*}
$$

where the satisfiability predicate $s a t()$ is evaluated by calling the Z3 SMT solver.
The other significant rule of the proof system: [Reduce], is implemented by:

$$
\begin{equation*}
\left\langle\cdots\langle g\rangle_{\text {goal }} \cdots\right\rangle_{\text {goals }}\langle F\rangle_{\text {hypos }} \wedge F \vdash g \Rightarrow\langle\cdots \text { success } \cdots\rangle_{\text {goals }}\langle F\rangle_{\text {hypos }} \tag{7}
\end{equation*}
$$

where $F \vdash g$ if either both programs in $g$ are empty and the environments are in the observation relation or $g$ is an instance of a formula $f \in F$, and success is a special, idempotent constant that we use to denote a proved goal

An equivalence formula $g$ holds if a configuration of the form

$$
\langle\text { success }\rangle_{\text {goals }}\langle\ldots\rangle_{\text {hypos }}\langle\ldots\rangle_{\text {obs }}
$$

is reachable from the initial configuration generated by $g$. Assuming that the formula that expresses the equivalence between for and while is included in the file for-while.peq, the command that tries to proves this reachability is:

```
$ krun for-while.peq --search
    --pattern "=>* < T > < goals > success </ goals > B:Bag </ T >"
    --bound "1"
```

Search results:
Solution 1, state 1020:
B:Bag -->
<hypos>
where the value of the pattern option gives the pattern of the configuration is searched for in zero, one or more steps, and the bound value gives the maximum number of solutions after the search process is finished (in our case one is enough). The cell hypos contains the hypotheses gathered during execution; it denotes the weak bisimulation witnessing the equivalence of for and while.

To conclude this section we show another example of equivalent programs, which both have infinite executions:

```
<k> <k>
    L : while (true) do (
    s:= s + i * i; s := s + k;
    i := i + 1 k := k + i + i + 1;
    )
</k>
<env> i -> symInt(i01),
    SymMap(M1)
</env>
<env> i -> symInt(iO2),
    k -> symInt(k0), SymMap(M2)
    </env>
if symInt(k0) == symInt(i02)*symInt(i02) and symInt(i01) == symInt(i02)
using observers: n, s;
```

The programs compute infinitely many sums of squares of integer numbers in two different ways. The observation relation is given by the values of $n$ and $s$. Despite the infinite executions of the programs our proof system terminates after a few steps (actually, in fewer steps than if we had placed a symbolic or even a large bound on the number of loop iterations, because the proof system never needs to test against a bound, thus, all generated goals only have one derivative).

Using other logics supported by $\mathbb{K}$ Framework (e.g., matching logic [8]), this prototype can be transformed into a powerful prover for program equivalence.

## 9 Conclusion, Related Work, and Future Work

We have presented a definition for program equivalence, a logic that encodes this definition in its formulas, and a proof system for the logic, which is proved sound and weakly complete. A prototype implementation for the proof system in the $\mathbb{K}$ framework was also presented and illustrated on a simple but paradigmatic example of equivalent programs in a language also defined in the $\mathbb{K}$ framework.

The proposed approach is general: it does not depend on $\mathbb{K}$, but only requires a formal semantics of the language of interest presented as a term-rewriting system. The chosen equivalence relation is a weak bisimulation, which is parametric in a certain observation relation. This also gives us the possibility of capturing standard equivalence relations, e.g., "two programs are equivalent if, when presented with the same input, if they terminate they produce the same output".

The approach works also for symbolic programs, in which some expressions and statements are symbolic variables, denoting sets of concrete programs obtained by replacing the symbolic variables by concrete expressions/statements.

## Related Work

The earliest reference to program equivalence we know of is [9, and other early ones are [10, 11]. An extension of the program-equivalence problem: designing a compiler ensuring the equivalence of its source and target programs, was declared a grand challenge in computer science by Tony Hoare [12]. An exhaustive bibliography on the program-equivalence topic is outside the scope of this work. We classify some contributions according to the following criteria:

General vs. language or program-specific. Most contributions target specific languages (e.g., C and the code produced from it by compilation [13, 14]), or classes of languages (functional [15], microcode [16], CLP [17]). Some target particular kinds of programs: for example, the equivalence of programs that differ from each other in few respects in [2] , the equivalence of recursive procedures in [3].

Interactive vs. automatic. Most contributions, including the early ones cited above, remained essentially theoretical due to the absence of mature tools to support them. Among the mechanised ones, some are based on interactive theorem provers [13] whereas others are fully automatic; e.g. the CADP toolset [18] automatically checks for various equivalences on a process algebra-like language.

Industrial vs. academic Few approaches deal with real language and industrial-size programs in those languages. Among the closest to such high standards are [13, 14, 16, 18. This is in contrast to equivalence checking in hardware, which has entered mainstream industrial practice (see, e.g., [19] for a survey on this).

Our proof system is inspired by circular coinduction [4], whose proof system allows one to prove equalities of data structures such as infinite streams and regular expressions. A notable difference between the present approach and [4] is that our specifications are rewrite theories (meant to
define the semantics of programming languages), whereas those of [4] are behavioural equational theories, a special class of equational specifications with visible and hidden sorts.

## Future Work

We are planning to apply our deductive system for proving the correctness of a compiler between two languages (as part of another project we are involved in). The source language is a stackbased language with control structures (loops, conditionals, function calls). The target is also stack-based but only has (possibly, conditional) jumps. The correctness of the compiler amounts to proving the equivalence of several pairs of symbolic programs; in each pair, one component denotes a source-language control structure, and the other component is the translation of that control structure in the target language using jumps. Our ability to check equivalence of symbolic programs is essential for this.

We are also planning to combine our program-equivalence verification with matching logic 20 verification. Matching logic is an automatic, language-independent formal verification framework for languages with a rewrite-based semantics. In matching logic one annotates statements with formulas that can be seen as pre-post conditions and invariants; not surprisingly, it works best for structured languages (like our source language mentioned above). The idea is to prove matching logic properties on programs in the source language, and guarantee, via the compiler's correctness (proved by symbolic program equivalence) that the compiled programs in the target language satisfy those properties as well.

Another promising approach is to merge the proof systems of program equivalence and of matching logic into one uniform proof system that would allow one to prove equivalence properties and matching logic properties simultaneously.
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## A Proofs

Lemma $1(f) \subseteq(g)$ implies $\llbracket f \rrbracket \subseteq \llbracket g \rrbracket$.
Proof: Since $\llbracket f \rrbracket \subseteq(f)$ from the hypothesis we get $\llbracket f \rrbracket \subseteq(g)$. For all $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket f \rrbracket$, there are infinite computations starting in $\gamma_{1}$ and $\gamma_{2}$, hence, $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket g \rrbracket$.
Notation. If $\rho: \operatorname{Var} \rightarrow \mathcal{T}$ and $V, V^{\prime} \subseteq \operatorname{Var}$ s.t. $V \cap V^{\prime}=\emptyset$, then $\left.\rho\right|_{V}$ denotes the function $\left.\rho\right|_{V}: V \rightarrow \mathcal{T}$ given by $\left.x \rho\right|_{V}=x \rho$ for all $x \in V$ (the restriction of $\rho$ to $V$ ) and $\left.\left.\rho\right|_{V} \cup \rho\right|_{V^{\prime}}=\left.\rho\right|_{V \cup V^{\prime}}$. Obviously, $\rho=\rho_{V} \cup \rho_{\bar{V}}$, where $\bar{V}$ denotes the complement of $V$.
If $\sigma: \operatorname{Var} \rightarrow T_{\Sigma}(\operatorname{Var})$ then $\operatorname{dom}(\sigma)=\{x \in \operatorname{Var} \mid x \sigma \neq x\}$ and $\operatorname{ran}(\sigma)=\bigcup_{x \in \operatorname{dom}(\sigma)} \operatorname{var}(x \sigma)$. If $\operatorname{dom}(\sigma) \cap \operatorname{dom}\left(\sigma^{\prime}\right)=\emptyset$, then $\sigma \cup \sigma^{\prime}$ is the substitution given by

$$
x\left(\sigma \cup \sigma^{\prime}\right)= \begin{cases}x \sigma & x \in \operatorname{dom}(\sigma) \\ x \sigma^{\prime} & x \in \operatorname{dom}\left(\sigma^{\prime}\right) \\ x & \text { otherwise }\end{cases}
$$

Lemma 2 Let $g \triangleq \pi_{1} \sim \pi_{2}$ if $C$ be a formula. For all $\left(\gamma_{1}, \gamma_{2}\right) \in(g)$, if $\gamma_{1} \Rightarrow \mathcal{\mathcal { S }} \gamma_{1}^{\prime}$ and $\gamma_{1} \neq \gamma_{1}^{\prime}$ then there exists $g^{\prime} \in \Delta^{l}(g)$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in\left(g^{\prime}\right)$.
Proof: Since $\left(\gamma_{1}, \gamma_{2}\right) \in(g)$, there exists $\rho: \operatorname{Var} \rightarrow \mathcal{T}$ such that $\left(\gamma_{i}, \rho\right) \models \pi_{i} \wedge C$ for $i=1,2$. Since $\gamma_{1} \Rightarrow_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$ and $\gamma_{1} \neq \gamma_{1}^{\prime}$, by the definition of $\Rightarrow_{\mathcal{S}}^{\mathcal{T}}$ there exists $(l \wedge b \Rightarrow r) \in R$ and $\rho^{\prime}: \operatorname{Var} \rightarrow \mathcal{T}$ such that $\left(\gamma_{1}, \rho^{\prime}\right) \mid=l \wedge b$ and $\gamma_{1}^{\prime}=r \rho^{\prime}$. Recall that $\operatorname{var}(l) \cap\left(\operatorname{var}\left(\pi_{1}\right) \cup \operatorname{var}\left(\pi_{2}\right)\right)=\emptyset$, by Remark 1 . We consider the valuation $\rho^{\prime \prime}=\left.\left.\rho\right|_{\operatorname{var}(l)} \cup \rho^{\prime}\right|_{\operatorname{var}(l)}$; we have $\pi_{1} \rho^{\prime \prime}=l \rho^{\prime \prime}=\gamma_{1}, \rho^{\prime \prime} \vDash(C \wedge b)$, and by Assumption 2 there exists substitutions $\sigma \in U\left(\pi_{1}, l\right)$ and $\eta$ such that $l \sigma=\pi_{1} \sigma$ and $\sigma \eta=\rho^{\prime \prime}$.

Thus, Definition 8 ensures that the formula $g^{\prime} \triangleq\left(r \sigma \sim \pi_{2}\right.$ if $\left.(C \wedge b) \sigma \wedge \wedge \sigma\right) \in \Delta^{l}(g)$. Since:

$$
\begin{align*}
\gamma_{1}^{\prime} & =r \rho^{\prime} & & \text { (by the definition of } \left.\gamma_{1}^{\prime}\right) \\
& =r\left(\left.\left.\rho^{\prime}\right|_{\operatorname{var}(l)} \cup \rho^{\prime}\right|_{\operatorname{var}(l)}\right) & & \\
& =r\left(\left.\left.\rho\right|_{\overline{\operatorname{var}(l)}} \cup \rho^{\prime}\right|_{\operatorname{var}(l)}\right) & & \left(\rho^{\prime} \text { was chosen s.t. }\left.\rho^{\prime}\right|_{\overline{\operatorname{var}(l)}}=\left.\rho\right|_{\overline{\operatorname{var}(l)}}\right. \text { allowed by Remark (1) } \\
& =r \sigma \eta & & \text { (by the def. of } \left.\rho^{\prime \prime}, \sigma \text { and } \eta\right) \\
& =r\left(\left.\left.\sigma \eta\right|_{\overline{v a r\left(\pi_{2}\right)}} \cup \sigma \eta\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) & & \\
& =r\left(\left.\left.\sigma \eta\right|_{\overline{v a r}\left(\pi_{2}\right)} \cup \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) & & \left(\left.\sigma \eta\right|_{\operatorname{var}\left(\pi_{2}\right)}=\left.\rho\right|_{\operatorname{var}\left(\pi_{2}\right)} \text { by def. of } \rho^{\prime \prime}, \sigma \text { and } \eta\right) \\
& =r\left(\left.\left.\sigma \eta\right|_{\overline{\operatorname{var}\left(\pi_{2}\right)}} \cup \sigma \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) & & \left(\sigma \text { is the identity on } \operatorname{var}\left(\pi_{2}\right)\right) \\
& =r \sigma\left(\left.\left.\eta\right|_{\overline{\operatorname{var}\left(\pi_{2}\right)}} \cup \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) & & \\
& =(r \sigma)\left(\left.\left.\eta\right|_{\overline{\operatorname{var}\left(\pi_{2}\right)}} \cup \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) & &  \tag{8}\\
\gamma_{2} & =\pi_{2} \rho & & \\
& =\pi_{2}\left(\left.\left.\rho\right|_{\operatorname{var}\left(\pi_{2}\right)} \cup \rho\right|_{\left.\overline{\operatorname{var}\left(\pi_{2}\right)}\right)}\right. & & \\
& =\pi_{2}\left(\left.\left.\rho\right|_{\operatorname{var}\left(\pi_{2}\right)} \cup \eta\right|_{\left.\overline{\operatorname{var}\left(\pi_{2}\right)}\right)}\right) & & \text { (since valuations on } \left.\overline{\operatorname{var}\left(\pi_{2}\right)} \text { do not affect } \pi_{2}\right) \\
& =\pi_{2}\left(\left.\left.\eta\right|_{\overline{\operatorname{var}\left(\pi_{2}\right)}} \cup \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) & & \tag{9}
\end{align*}
$$

and

$$
\begin{aligned}
((C \wedge b) \sigma)\left(\left.\left.\eta\right|_{\overline{v a r\left(\pi_{2}\right)}} \cup \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) & =(C \wedge b)\left(\left.\left.\sigma \eta\right|_{\overline{\operatorname{var}\left(\pi_{2}\right)}} \cup \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) \\
& =(C \wedge b) \sigma \eta
\end{aligned}
$$

$$
\begin{align*}
& =(C \wedge b) \rho^{\prime \prime} \\
& =\text { true } \tag{10}
\end{align*}
$$

and (by definitions of $\rho, \rho^{\prime}, \rho^{\prime \prime}, \sigma, \eta$ )

$$
\begin{align*}
& \left(\bigwedge_{\sigma)\left(\left.\left.\eta\right|_{\operatorname{var}\left(\pi_{2}\right)} \cup \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}\right)}=\bigwedge_{x \in \operatorname{var}(l) \cup \operatorname{var}\left(\pi_{1}\right)}(x=x \sigma)\left(\left.\left.\eta\right|_{\overline{\operatorname{var}\left(\pi_{2}\right)}} \cup \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}\right)\right. \\
& =\bigwedge_{x \in \operatorname{var}(l) \cup \operatorname{var}\left(\pi_{1}\right)}(x=x \sigma)\left(\left.\left.\eta\right|_{\overline{v a r\left(\pi_{2}\right)}} \cup \eta\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) \\
& =\bigwedge_{x \in \operatorname{var}(l) \cup \operatorname{var}\left(\pi_{1}\right)}(x=x \sigma) \eta \\
& =\left(\bigwedge_{x \in \operatorname{var}(l)}(x=x \sigma) \eta\right) \wedge\left(\bigwedge_{\operatorname{var}\left(\pi_{1}\right)}(x=x \sigma) \eta\right) \\
& =\left(\bigwedge_{x \in \operatorname{var}(l)} x \rho^{\prime}=x \sigma \eta\right) \wedge\left(\bigwedge_{\operatorname{var}\left(\pi_{1}\right)} x \rho=x \sigma \eta\right) \\
& =\left(\bigwedge_{x \in \operatorname{var}(l)} x \rho^{\prime \prime}=x \rho^{\prime \prime}\right) \wedge\left(\bigwedge_{\operatorname{var}\left(\pi_{1}\right)} x \rho^{\prime \prime}=x \rho^{\prime \prime}\right) \\
& =\operatorname{true}
\end{align*}
$$

it follows that (8)- (11) imply $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in\left(g^{\prime}\right)$ using the valuation $\left.\eta \cup \rho\right|_{\operatorname{var}\left(\pi_{2}\right)}$.
Corollary 1 For all $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket g \rrbracket$, if $\gamma_{1} \Rightarrow \mathcal{S}_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$ and $\gamma_{1} \neq \gamma_{1}^{\prime}$ then there exists $g^{\prime} \in \Delta^{l}(g)$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in \llbracket g^{\prime} \rrbracket$.

Proof: Let $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket g \rrbracket, \gamma_{1} \Rightarrow \mathcal{\mathcal { S }} \gamma_{1}^{\prime}$ and $\gamma_{1} \neq \gamma_{1}^{\prime}$. Since $\llbracket g \rrbracket \subseteq(g)$, by Lemma 2 there exists $g^{\prime} \in \Delta^{l}(g)$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in\left(g^{\prime}\right)$. But since $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket g \rrbracket, \gamma_{1}$ and $\gamma_{2}$ are the origins infinite computations, and (by determinism) so is $\gamma_{1}^{\prime}$. Thus, $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in \llbracket g^{\prime} \rrbracket$.

Lemma 3 Let $f \triangleq \pi_{1} \sim \pi_{2}$ if $C$ be a formula. For all $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket f \rrbracket$ :

- if $\Delta^{l}(f) \neq \emptyset$ then there is $f^{\prime} \in \Delta^{l}(g)$ and $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in \llbracket f^{\prime} \rrbracket$ such that $\gamma_{1} \Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$;
- if $\Delta^{r}(f) \neq \emptyset$ then there is $f^{\prime} \in \Delta^{r}(g)$ and $\left(\gamma_{1}, \gamma_{2}^{\prime}\right) \in \llbracket f^{\prime} \rrbracket$ such that $\gamma_{2} \Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}} \gamma_{2}^{\prime}$.

Proof: We prove the first statement; the second one is proved similarly. By the definition of $\llbracket f \rrbracket$ and the determinism of $\Rightarrow_{\mathcal{S}}^{\mathcal{T}}$ there exists exactly one transition $\gamma_{1} \rightarrow \gamma_{1}^{\prime}$. We show first that $\gamma_{1} \neq \gamma_{1}^{\prime}$. Assume $\gamma_{1}=\gamma_{1}^{\prime}$, thus, $\gamma_{1}$ is a final configuration, which means that the pattern $\pi_{1}$ contains an empty program. This contradicts $\Delta^{l}(f) \neq \emptyset$. Thus, $\gamma_{1} \neq \gamma_{1}^{\prime}$, and Corollary 1 concludes the proof.

Remark 2 In the following results we assume that for each formula $f \triangleq \pi_{1} \sim \pi_{2}$ if $C$ we have $\operatorname{var}\left(\pi_{1}\right) \cap \operatorname{var}\left(\pi_{2}\right)=\emptyset$. This is not a restriction because for each shared variable $x$ we create $a$ fresh variable $x^{\prime}$, replace e.g. in $\pi_{2} x$ with $x^{\prime}$, and take $C \wedge\left(x=x^{\prime}\right)$ as the new condition of the formula.

Lemma 4 Let $f \triangleq \pi_{1} \sim \pi_{2}$ if $C$ and $g \triangleq \pi_{1}^{\prime} \sim \pi_{2}^{\prime}$ if $C^{\prime}$ be two formulas. Then $(f \wedge g)=(f) \cap(g)$.
Proof: $(\subseteq)$ : Let $h \triangleq \pi_{1} \sigma_{1} \sim \pi_{2} \sigma_{2}$ if $\left(C \wedge C^{\prime}\right)\left(\sigma_{1} \cup \sigma_{2}\right) \wedge \wedge \sigma_{1} \wedge \wedge \sigma_{2}$ be in $f \wedge g$ and let $\left(\gamma_{1}, \gamma_{2}\right) \in(h)$. There exists a valuation $\rho: \operatorname{Var} \rightarrow \mathcal{T}$ such that $\left(\gamma_{i}, \rho\right) \models \pi_{i} \sigma_{i} \wedge\left(C \wedge C^{\prime}\right)\left(\sigma_{1} \cup \sigma_{2}\right) \wedge \wedge \sigma_{1} \wedge \bigwedge \sigma_{2}$ for $i=1,2$. Since $\pi_{i}\left(\sigma_{1} \cup \sigma_{2}\right)=\pi_{i} \sigma_{i}$ for $i=1$, 2 , we also have $\left(\gamma_{i},\left(\sigma_{1} \cup \sigma_{2}\right) \rho\right) \vDash \pi_{i} \wedge C$ for $i=1,2$. This implies $\left(\gamma_{1}, \gamma_{2}\right) \in(f)$. Symmetrically, $\left(\gamma_{1}, \gamma_{2}\right) \in(g)$. This ends the proof of the $(\subseteq)$ inclusion.
$(\supseteq):$ Let $\left(\gamma_{1}, \gamma_{2}\right) \in(f) \cap(g)$. We show that there is $h$ in $f \wedge g$ s.t. $\left(\gamma_{1}, \gamma_{2}\right) \in(h)$. From $\left(\gamma_{1}, \gamma_{2}\right) \in(f)$ we obtain that there is $\eta: \operatorname{Var} \rightarrow \mathcal{T}$ such that $\left(\gamma_{i}, \eta\right) \models \pi_{i} \wedge C$ for $i=1,2$, and from $\left(\gamma_{1}, \gamma_{2}\right) \in(g)$ we obtain that there is $\eta^{\prime}: \operatorname{Var} \rightarrow \mathcal{T}$ such that $\left(\gamma_{i}, \eta^{\prime}\right) \vDash \pi_{i}^{\prime} \wedge C^{\prime}$ for $i=1,2$. Thus, $\pi_{i} \eta=\pi_{i}^{\prime} \eta^{\prime}=\pi_{i}\left(\left.\left.\eta\right|_{\operatorname{var}(f)} \cup \eta^{\prime}\right|_{\overline{\operatorname{var}(f)}}\right)=\pi_{i}^{\prime}\left(\left.\left.\eta\right|_{\operatorname{var}(f)} \cup \eta^{\prime}\right|_{\overline{\operatorname{var}(f)}}\right)$, and then there exists $\sigma_{i} \in U\left(\pi_{i}, \pi_{i}^{\prime}\right)$ and $\rho_{i}: \operatorname{var}\left(\operatorname{ran}\left(\sigma_{i}\right)\right) \rightarrow \mathcal{T}$ such that $\sigma_{i} \rho_{i}=\left.\left.\eta\right|_{\operatorname{var}(f)} \cup \eta^{\prime}\right|_{\overline{\operatorname{var}(f)}}$ for $i=1,2$. Let $\rho \triangleq\left(\sigma_{1} \cup \sigma_{2}\right)\left(\left.\rho_{1}\right|_{\operatorname{ran}\left(\sigma_{1}\right)} \cup \rho_{\overline{\operatorname{ran}\left(\sigma_{1}\right)}}\right)$. The following relations are consequences of Remark 2 ;

$$
\begin{align*}
& \left.\left.\eta\right|_{v a r(f)} \cup \eta^{\prime}\right|_{\operatorname{var}(f)}=\left.\left.\left.\left.\left.\eta\right|_{v a r\left(\pi_{1}\right)} \cup \eta\right|_{\operatorname{var}\left(\pi_{2}\right)} \cup \eta^{\prime}\right|_{\operatorname{var}\left(\pi_{1}^{\prime}\right)} \cup \eta^{\prime}\right|_{\operatorname{var}\left(\pi_{2}^{\prime}\right)} \cup \eta^{\prime}\right|_{\overline{\operatorname{var}(f) \cup v a r(g)}}  \tag{12}\\
& \qquad \begin{aligned}
\rho & =\left(\sigma_{1} \cup \sigma_{2}\right)\left(\left.\left.\left.\rho_{1}\right|_{\operatorname{ran}\left(\sigma_{1}\right)} \cup \rho_{2}\right|_{\operatorname{ran}\left(\sigma_{2}\right)} \cup \rho_{2}\right|_{\frac{\operatorname{ran}\left(\sigma_{1}\right) \cup \operatorname{ran}\left(\sigma_{2}\right)}{}}\right. \\
& =\left.\left.\left.\sigma_{1} \rho_{1}\right|_{\operatorname{dom}\left(\sigma_{1}\right)} \cup \sigma_{2} \rho_{2}\right|_{\operatorname{dom}\left(\sigma_{2}\right)} \cup \rho_{2}\right|_{\frac{\operatorname{ran}\left(\sigma_{1}\right) \cup \operatorname{ran}\left(\sigma_{2}\right)}{}}
\end{aligned}
\end{align*}
$$

Let $h \in f \wedge g$ obtained using the substitutions $\sigma_{1}$ and $\sigma_{2}$ computed above. Using 12 and we get:

$$
\begin{align*}
\pi_{i} \rho & =\left.\pi_{i} \sigma_{i} \rho_{i}\right|_{\operatorname{dom}}\left(\sigma_{i}\right) & & \text { (by } 13) \\
& =\left.\pi_{i}\left(\left.\left.\eta\right|_{\operatorname{var}(f)} \cup \eta^{\prime}\right|_{\overline{\operatorname{var}(f)}}\right)\right|_{\operatorname{dom}}\left(\sigma_{i}\right) & & \text { (by def. of } \left.\sigma_{i}, \rho_{i}\right) \\
& =\pi_{i} \eta_{v_{\operatorname{var} \pi_{i}}} & & (\text { by } 12 \\
& =\pi_{\eta} & & \\
& =\gamma_{i} & & \tag{14}
\end{align*}
$$

and

$$
\begin{align*}
\left(C \wedge C^{\prime}\right) \rho & =C\left(\left.\left.\sigma_{1} \rho_{1}\right|_{\operatorname{var}\left(\pi_{1}\right)} \cup \sigma_{2} \rho_{2}\right|_{\operatorname{var}\left(\pi_{2}\right)}\right) \wedge C^{\prime}\left(\left.\left.\sigma_{1} \rho_{1}\right|_{\operatorname{var}\left(\pi_{1}^{\prime}\right)} \cup \sigma_{2} \rho_{2}\right|_{\operatorname{var}\left(\pi_{2}^{\prime}\right)}\right) \\
& =\text { true } \tag{15}
\end{align*}
$$

and

$$
\begin{align*}
\left(\bigwedge \sigma_{i}\right) \rho & =\left(\bigwedge_{x \in \operatorname{dom}\left(\sigma_{i}\right)} x=x \sigma_{i}\right) \rho \\
& =\bigwedge_{x \in \operatorname{dom}\left(\sigma_{i}\right)} x \rho=x \sigma_{i} \rho \\
& =\bigwedge_{x \in \operatorname{dom}\left(\sigma_{i}\right)} x \sigma_{i} \rho_{i}=x \sigma_{i} \rho_{i} \\
& =\operatorname{true} \tag{16}
\end{align*}
$$

From (14), 15), and (16) we obtain $\left(\gamma_{1}, \gamma_{2}\right) \in(h) \subseteq(f \wedge g)$.
Corollary $2 \llbracket f \wedge g \rrbracket=\llbracket f \rrbracket \cap \llbracket g \rrbracket$.

Proof: $\llbracket f \wedge g \rrbracket$ and $\llbracket f \rrbracket \cap \llbracket g \rrbracket$ are the subsets of $(f \wedge g)$ and of $(f) \cap(g)$, respectively, which consist of pairs $\left(\gamma_{1}, \gamma_{2}\right)$ such that there are infinite executions starting in $\gamma_{1}, \gamma_{2}$.

Theorem 1 (soundness of $\vdash^{\circlearrowleft}$ ) Let $\Gamma$ be a set of formulas such that $(\Gamma) \subseteq(\Omega)$ and for all $g \in \Gamma, \llbracket g \rrbracket \neq \emptyset$. If $\mathcal{S} \vdash^{\circlearrowleft} \Gamma$ then $\mathcal{S} \models \Gamma$.

Proof: If $\mathcal{S} \vdash^{\circlearrowleft} \Gamma$ then there exists a finite proof in $\vdash^{\circlearrowleft}$, of the form $\left(F_{0}, G_{0}\right) \Longrightarrow \cdots \Longrightarrow$ $\left(F_{n}, G_{n}\right)$, with $F_{0}=\emptyset, G_{0}=\Gamma$, and $G_{n}=\emptyset$. We assume that $n$ is the smallest natural number such that $G_{n}=\emptyset$. The proof amounts to eliminating all the goals in $\Gamma$, possibly by replacing them by new goals and by adding hypotheses along the way.

Let $\mathcal{F}=\bigcup_{i \leq n} F_{i}\left(=F_{n}\right)$ and $\mathcal{G}=\bigcup_{i \leq n} G_{i}$. We now define the relation $\succ$ over $\mathcal{G}$ by $g \succ g^{\prime}$ iff $\$ g<\$ g^{\prime}$, where $\$ g$ is the step in which $g$ is eliminated for the last time from $\mathcal{G}$; note that goals may re-appear by derivation, and may be re-eliminated again.
We start by noting that for all $g \in \mathcal{G}$
$(\boldsymbol{q})$ if $g$ is last eliminated by [Derive] then for all $g^{\prime} \in \Delta(g), g \succ g^{\prime}$.
Indeed, in the last elimination of $g$ by [Derive], the derivatives of $g$ are added to $\mathcal{G}$, and their last elimination strictly succeeds that of $g$, which proves ( $\boldsymbol{\ell}$ ).

Since $\$ g$ is a natural number less than or equal to $n$, it follows that $\succ$ is Noetherian. If $g$ is a formula with $\mathcal{S} \vdash g$, then there is a weak bisimulation $R(g)$ that is a witness for $\mathcal{S} \models g$ (since $\vdash$ is sound for $\models)$. Let $R$ denote the relation

$$
R=\bigcup_{f \in \mathcal{F}} \llbracket f \rrbracket \cup \bigcup_{\mathcal{S} \vdash g} R(g)
$$

We now prove that for all $g \in \mathcal{G}$,
$(\boldsymbol{\oplus})$ if $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket g \rrbracket$, then there is $\left(\gamma_{1}^{\prime \prime}, \gamma_{2}^{\prime \prime}\right) \in R$ such that $\gamma_{1} \Rightarrow^{* \mathcal{T}} \gamma_{1}^{\prime \prime}$ and $\gamma_{2} \Rightarrow{ }^{*} \mathcal{T} \gamma_{2}^{\prime \prime}$.
We proceed by Noetherian induction on the relation $\succ$. For this, we consider the last time $g$ was eliminated from $\mathcal{G}$. There are several cases:

- $g$ is last eliminated by [Reduce]: we have the following two sub-cases (recall that $\vdash$ is sound):
- $\mathcal{S} \models g$ that implies $\llbracket g \rrbracket \subseteq R(g) \subseteq R$, and the property $(\boldsymbol{\oplus})$ is obtained by taking $\gamma_{1}^{\prime \prime}=\gamma_{1}, \gamma_{2}^{\prime \prime}=\gamma_{2}$.
$-(g) \subseteq(\mathcal{F})$ : Then there is $i \leq n$ such that $(g) \subseteq\left(F_{i}\right)$. Using Lemma 1 we get $\llbracket g \rrbracket \subseteq \llbracket F_{i} \rrbracket \subseteq \llbracket \mathcal{F} \rrbracket \subseteq R$, and the property $(\boldsymbol{\oplus})$ is obtained by by taking $\gamma_{1}^{\prime \prime}=\gamma_{1}$, $\gamma_{2}^{\prime \prime}=\gamma_{2}$.
- $g$ is last eliminated by [Derive]: then, $\Delta(g) \neq \emptyset$. Assume $\Delta^{l}(g) \neq \emptyset$ (the case $\Delta^{r}(g) \neq \emptyset$ is similar). If $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket g \rrbracket$ then there is $g^{\prime} \in \Delta^{l}(g)$ and $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in \llbracket g^{\prime} \rrbracket$ s.t. $\gamma_{1} \rightarrow \gamma_{1}^{\prime}$ by Lemma 3. Using ( $\boldsymbol{\propto}$ ) we obtain $g \succ g^{\prime}$, thus, $(\boldsymbol{\oplus})$ holds for $g^{\prime}$ by the induction hypothesis: there is $\left(\gamma_{1}^{\prime \prime}, \gamma_{2}^{\prime \prime}\right) \in R$ such that $\gamma_{1}^{\prime} \Rightarrow^{* \mathcal{T}} \gamma_{1}^{\prime \prime}$ and $\gamma_{2} \Rightarrow^{* \mathcal{T}} \gamma_{2}^{\prime \prime}$. Hence $\gamma_{1} \Rightarrow^{*} \mathcal{S} \gamma_{1}^{\prime \prime}$ and $\gamma_{2} \Rightarrow^{* \mathcal{T}} \gamma_{2}^{\prime \prime}$, which proves ( $\boldsymbol{\oplus}$ ) for $g$.

The proof of $(\boldsymbol{\oplus})$ is now complete. Next, we prove
$(\diamond)$ for each $g \in \Gamma, \llbracket g \rrbracket \subseteq R$.
For this, we consider two cases, according to how $g$ was first eliminated. If $g$ was first eliminated by [Reduce], then, again, we have two sub-cases:

- $\mathcal{S} \models g$ and thus $\llbracket g \rrbracket \subseteq R(g) \subseteq R$ by the definition $R$, which proves $(\diamond)$ in this case
- there is $i \leq n$ such that $(g) \subseteq\left(F_{i}\right)$. Using Lemma $1, \llbracket g \rrbracket \subseteq \llbracket F_{i} \rrbracket \subseteq \llbracket \mathcal{F} \rrbracket \subseteq R$. The proof of $(\diamond)$ is complete.

If $g$ was first eliminated by [Derive]: since $(g) \subseteq(\Omega)$ (recall that $(\Gamma) \subseteq(\Omega)$ ), it follows that for each $\left(\gamma_{1}, \gamma_{2}\right) \in(g)$ there is $h \in \Omega$ such that $\left(\gamma_{1}, \gamma_{2}\right) \in(g) \cap(h)=(g \wedge h)$. Hence, $(g) \subseteq(g \wedge \Omega)$ and using Lemma $1, \llbracket g \rrbracket \subseteq \llbracket g \wedge \Omega \rrbracket \subseteq \llbracket F^{\prime} \rrbracket \subseteq \llbracket \mathcal{F} \rrbracket \subseteq R$.

By hypothesis of our theorem, all goals $g \in \Gamma$ satisfy $\llbracket g \rrbracket \neq \emptyset$. To reach our conclusion we only need to prove that $R$ is a weak bisimulation.

For this, we first note that $R \subseteq(\Omega)$ as all the goals $g$ such that $\mathcal{S} \vdash g$ contribute to $R$ with a weak bisimulation relation $R(g)$, which by definition of weak bisimulation satisfies $R(g) \subseteq(\Omega)$; and that $(\mathcal{F}) \subseteq(\Omega)$ because for each the formula $f$ added to $\mathcal{F}$ we have $g \wedge \Omega \vdash f$ for certain $g$ and hence $(f) \subseteq(g \wedge \Omega)=(g) \cap(\Omega) \subseteq(\Omega)$. Thus, $R \subseteq(\Omega)$ holds.

The remaining conditions for $R$ being a weak bisimulation are established as follows. Let $\left(\gamma_{1}, \gamma_{2}\right) \in R$. If $\left(\gamma_{1}, \gamma_{2}\right) \in R(g)$ for some $g \in \Gamma$ with $\mathcal{S} \vdash g$ then the weak bisimulation conditions for $\left(\gamma_{1}, \gamma_{2}\right)$ hold as $R(g)$ is a weak bisimulation. Hence, we assume $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket \mathcal{F} \rrbracket$. Let $\gamma_{1}^{\prime}$ such that $\gamma_{1} \rightarrow \gamma_{1}^{\prime}$. If $\gamma_{1}=\gamma_{1}^{\prime}$ then all the successors of $\gamma_{1}$ are equal to $\gamma_{1}$; using $(\boldsymbol{\oplus})$ we obtain that there is $\gamma_{2}^{\prime \prime}$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime \prime}\right) \in R$, thus, $R$ is a weak bisimulation. Hence, we assume $\gamma_{1} \neq \gamma_{1}^{\prime}$. Since $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket \mathcal{F} \rrbracket$, there is $f \in \mathcal{F}$ such that $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket f \rrbracket$. Now, for every $f \in \mathcal{F}$ there is a formula $g$ with $\emptyset \neq \Delta(g) \in \mathcal{G}$ such that $g \wedge \Omega \vdash f$ by the [Derive] rule. It follows that $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket g \rrbracket$ (here we use the properties of the $\wedge$ operation: by Corollary $2 \llbracket \llbracket \wedge \Omega \rrbracket \subseteq \llbracket g \rrbracket$, thus, if $\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket f \rrbracket$ with $(f) \subseteq(g \wedge \Omega)$ then $\left.\left(\gamma_{1}, \gamma_{2}\right) \in \llbracket g \rrbracket\right)$.

By Corrolary 1 , there is $g^{\prime} \in \Delta(g)$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in \llbracket g^{\prime} \rrbracket$. Using $(\boldsymbol{\oplus})$ for $g^{\prime}$ and $\left(\gamma_{1}^{\prime}, \gamma_{2}\right)$ we obtain $\left(\gamma_{1}^{\prime \prime}, \gamma_{2}^{\prime \prime}\right) \in R$ such that $\gamma_{1}^{\prime} \Rightarrow^{* \mathcal{T}} \gamma_{1}^{\prime \prime}$ and $\gamma_{2} \Rightarrow^{* \mathcal{T}} \gamma_{2}^{\prime \prime}$. This proves the first condition for $R$ to be a weak bisimulation.

The second condition is proved similarly. This concludes the proof of our theorem.
Regarding weak completeness We now prove the weak completeness theorem. First, we note that with the updated notion of derivatives in which formulas with unsatisfiable are removed (cf. Section 7.2 the results proved so far on derivatives still hold:

1. Lemma 2 holds because whenever there exists $g^{\prime} \in \Delta^{l}(g)$ such that $\left(\gamma_{1}^{\prime}, \gamma_{2}\right) \in\left(g^{\prime}\right),\left(g^{\prime}\right) \neq \emptyset$, hence, it is enough to consider derivatives with satisfiable conditions;
2. Corollary 1 holds because it only uses the properties of derivatives stated in Lemma 2
3. Lemma 3 holds because it only uses the properties of derivatives in Corollary 1

Thus, soundness (Theorem 1) still holds with the new definition of derivatives.
Lemma 5 If $(f) \neq \emptyset$ then for all $f^{\prime} \in \Delta(f)\left(=\Delta^{l}(f) \cup \Delta^{r}(f)\right),\left(f^{\prime}\right) \neq \emptyset$
Proof: Directly from the new definition of derivatives (without unsatisfiable formulas).
Lemma 6 If $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in\left(\Delta^{l}(g)\right)$ then there is $\left(\gamma_{1}, \gamma_{2}^{\prime}\right) \in(g)$ such that $\gamma_{1} \Rightarrow \mathcal{S}_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$ and $\gamma_{1} \neq \gamma_{1}^{\prime}$.
Proof: Let $g: \pi_{1} \sim \pi_{2}$ if $C$. Now, $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in\left(\Delta^{l}(g)\right)$ implies $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in\left(g^{\prime}\right)$ for some $g^{\prime} \in\left(\Delta^{l}(g)\right)$, and $g^{\prime}$ is of the form $g^{\prime}: r \sigma \sim \pi_{2}$ if $\left(C \wedge C^{\prime}\right) \sigma \wedge \bigwedge \sigma$ for some rewrite rule $l \wedge C^{\prime} \Rightarrow r \in \mathcal{S}$ and unifier $\sigma \in U\left(\pi_{1}, l\right)$. Hence, there exists $\rho^{\prime \prime}: \operatorname{Var} \rightarrow \mathcal{T}$ such that:

- $\gamma_{1}^{\prime}=r \sigma \rho^{\prime \prime}$
- $\gamma_{2}^{\prime}=\pi_{2} \rho^{\prime \prime}$
- $\left(C \wedge C^{\prime}\right) \sigma \rho^{\prime \prime}=$ true.

Let $\gamma_{1}=l \sigma \rho^{\prime \prime}$. Then, $\gamma_{1} \Rightarrow \mathcal{S}_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}=r \sigma \rho^{\prime \prime}$ by applying the rule $l \wedge C^{\prime} \Rightarrow r$ with valuation $\sigma \rho^{\prime \prime}$ on $\gamma_{1}$ (note that $C^{\prime} \sigma \rho^{\prime \prime}=$ true). Since $\gamma_{1} \Rightarrow{ }_{\mathcal{S}}^{\mathcal{T}} \gamma_{1}^{\prime}$ was obtained by applying a rule, $\gamma_{1} \neq \gamma_{1}^{\prime}$. Moreover, $\sigma \in U\left(\pi_{1}, l\right)$, which means $l \sigma=\pi_{1} \sigma$ and implies $l \sigma \rho^{\prime \prime}=\pi_{1} \sigma \rho^{\prime \prime}$. Since $C \sigma \rho^{\prime \prime}=$ true, and $\gamma_{2}^{\prime}=\pi_{2} \rho^{\prime \prime}=\pi_{2} \sigma \rho^{\prime \prime}$ (the last equality because $\operatorname{dom}(\sigma)=\operatorname{var}\left(\pi_{1}\right) \cup \operatorname{var}(l)$, whose intersection with $\operatorname{var}\left(\pi_{2}\right)$ is empty, cf. Remarks 1 and 2$),\left(\gamma_{1}, \gamma_{2}^{\prime}\right) \in(g)$, and the proof is done.
Theorem 2 (weak completeness of $\vdash \circlearrowleft$ ) Assume $\mathcal{S} \models \Gamma$ and the proof system $\vdash \circlearrowleft$ terminates on $\Gamma$. Then, $\mathcal{S} \vdash{ }^{\circlearrowleft} \Gamma$.

Proof: By contradiction: assume $\vdash^{\circlearrowleft}$ terminates but $\mathcal{S} \nvdash^{\circlearrowleft} \Gamma$. This may only happen when $\vdash \circlearrowleft$ encounters a formula $g$ it cannot eliminate. In particular, this means $\Delta(g)=\emptyset$.

1. if $(g)=\emptyset$ then using Lemma 5 we obtain an initial goal $g_{0}$ with $\left(g_{0}\right)=\emptyset$. But $\mathcal{S} \models \Gamma$ implies for all $g_{0} \in \Gamma, \llbracket g_{0} \rrbracket \neq \emptyset$ and thus $\left(g_{0}\right) \neq \emptyset$ : a contradiction.
2. thus, $(g) \neq \emptyset$. Let $g: \pi_{1} \sim \pi_{2}$ if $C$. Assume first that both programs in $\pi_{1}$ and $\pi_{2}$ are empty; then, for all $\left(\gamma_{1}, \gamma_{2}\right) \in(g), \gamma_{1}, \gamma_{2}$ are final configurations, and $(g)=\llbracket g \rrbracket \neq \emptyset$.
(a) if $(g) \subseteq(\Omega)$, then using Assumption 4 we obtain $\mathcal{S} \vdash g$, hence, $g$ can be eliminated by [Reduce], in contradiction with the hypothesis that $g$ cannot be eliminated.
(b) thus, $(g) \nsubseteq(\Omega)$ : then, there exists $\left(\gamma_{1}, \gamma_{2}\right) \in(g) \backslash(\Omega)$. Using Lemma 6 we obtain there exists an initial goal $g_{0} \in \Gamma$ and instances $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in\left(g_{0}\right)$ such that $\gamma_{1}^{\prime} \Rightarrow{ }^{*} \mathcal{T} \mathcal{S} \gamma_{1}$ and $\gamma_{2}^{\prime} \Rightarrow{ }^{* \mathcal{T}} \gamma_{2}$. Moreover, $\left(\gamma_{1}^{\prime}, \gamma_{2}^{\prime}\right) \in \llbracket g_{0} \rrbracket$ because infinite computations start in $\gamma_{1}^{\prime}, \gamma_{2}^{\prime}$ (which self-loop in $\gamma_{1}, \gamma_{2}$ respectively). We claim $\mathcal{S} \not \vDash g_{0}$. Indeed, if $\mathcal{S} \models g_{0}$ then there is a weak bisimulation $R \supseteq \llbracket g_{0} \rrbracket$. Using the properties of weak bisimulation we obtain that $\left(\gamma_{1}, \gamma_{2}\right) \in R$. But this is impossible since $\left(\gamma_{1}, \gamma_{2}\right) \notin(\Omega)$. Thus, we have obtained a contradiction with the hypothesis $\mathcal{S} \models \Gamma$.
3. the assumption that that both programs in $\pi_{1}$ and $\pi_{2}$ are empty lead to contradiction, thus, at least one of the programs in $\pi_{1}$ and $\pi_{2}$ is nonempty. Then for all $\left(\gamma_{1}, \gamma_{2}\right) \in(g)$, at least one of $\gamma_{1}, \gamma_{2}$ is a deadlock. Using Assumption 4 we obtain $\left(\gamma_{1}, \gamma_{2}\right) \notin(\Omega)$, and we obtain a contradiction with the hypothesis $\mathcal{S} \models \Gamma$ just like in case 2(b) above.

The assumption $\mathcal{S} \nvdash^{\circlearrowleft} \Gamma$ leads to contradictions, which means $\mathcal{S} \vdash^{\circlearrowleft} \Gamma$.
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