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of G, the codeof a vertexv of G is the orderedctuple (¢1,42,...,4), where(; is the number of edges incident
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Indice de détection des graphes bipartis et des graphes cubiques

Résun® : Pour un graphe connexgd’ordre |V (G)| > 3 et unk-étiquetage : E(G) — {1,2,...,k} des arétes
de G, le coded’'un sommetv de G est lek-uplet (¢1,42,...,¢), ou ¢ est le nombre d’arétes incidentew gui
sont étiquetées Le kétiquetagee estdétectablesi, quels que soient deux sommets adjacent§deurs codes
sont distincts. Le plus petit entier strictement poditjour lequelG a unk-étiquetage détectable dshdice de
détection defG) de G. Dans ce rapport, nous montrons gu'il est NP-complet dedéeai I'indice de détection
d’'une graphe cubique vaut Rlous montrons également que l'indice de détection degmajithe biparti de degré
minimum au moins 3 est au plusEnfin, nous donnons des conditions suffisantes pour qu’yrhgraubiquesoit
d'indice de détection .3

Mots-clés : coloration détectable, NP-complétude, graphe bipgrdiphe cubique
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1 Introduction

For graph-theoretical terminology and notation, we in geh®llow [2]. In this paper, we assume that
the graphss in discussion are finite, connected, undirected and simgleavder|V(G)| > 3. Letc : E(G) —
{1,2,...,k} be a labelling of the edges &, wherek is a positive integer. Theolor codeof a vertexv of G is the
orderedktuplecode(v) = (¢1,42,...,¢), where(; is the number of edges incident wittthat are labelled for
i €{1,2,...,k}. Thereforef1+ {2+ ---+ ¢ = dg(v), the degree of in G. The labellingc is called adetectable
coloring of G if any pair of adjacent vertices @ have distinct color codes. Thietection numbeor detectable
chromatic numbeof G, denotedlet(G), is the minimum positive integérfor which G has a detectablecoloring.
We call G k-detectabléf G has a detectablecoloring.

The concept of detection number was introduced by Karohskizak and Thomason inl[7], inspired by the
basic problem in graph theory that concerns finding meansstinduish the vertices of a connected graph and
to distinguish adjacent vertices of a graph, respectiweith the minimum number of colors. For a survey on
vertex-distinguishing colorings of graphs, see [5].

In [7], Karohski, Luczak and Thomason conjectured thet{G) < 3. In [1], Addario-Berry, Aldred, Dalal
and Reed proved that: @et(G) < 4 and (ii) if x(G) < 3,thendet(G) < 3. However, as observed by Khatirinejad
et al. [8], it seems NP-complete to decide if a graph is 2-atatde.

Conjecture 1.1(Khatirinejad et al.[[8]) It is NP-complete to decide whether a given grapBdetectable.

As an evidence, Dudek and Wal¢ [4] showed that closely rélpteblems are NP-complete. In Section 2, we
settle this conjecture by showing that deciding if a cubapiris 2-detectable is an NP-complete problem.

On the other hand, Khatirinejad et all [8] believed that fgiveen bipartite graph, deciding if it is 2-detectable
should be easy. Fam <mp < --- < my, let ©(my,...,my) be the graph constructed frodhinternally disjoint
paths between distinct verticegndy, in which thei-th path has lengtm. Such a graph is calledEhetaand the
two vertices{x,y} are itspoles It is badif my =1 andm =1 mod 4 for all 2<i < d. Khatirinejad et al.[[B]
proved that a Theta is 2-detectable if and only if it is not,tmad] asked whether all bipartite graphs except the bad
Thetas were 2-detectable. This was answered in the nedggtidavoodi and Omoomi[3] who gave a new family
of non-2-detectable bipartite graphs, fieeta trees A Theta treeis a graph obtained from a tr8eby replacing
each vertex of V(T) by a bad Theta with poles andv; and every edgst of E(T) by a pathPs; of length pst
betweenu; andus and a pathQg of lengthqgs; betweenv; andvs such thatpg; andqs; are odd andps; + gst = 0
mod 4. Hence, they raised the following question.

Problem 1.2. Except from bad Thetas and Theta trees, is there any bipagtaph which is no2-detectable?

We partially answer to this question by showing (Theofen) &t every bipartite graph with minimum
degree at least 3 is 2-detectable. In particular, everycduibartite graph is 2-detectable.

We then restrict our attention to cubic graphs. For suchlggapy Brooks’ theorem, i6 # K4, theny (G) < 3,
and hence by the result of Addario-Berry, Aldred, Dalal amgé&kthatet(G) < 3. In [6], Escuadro, Okamoto and
Zhang observed for some cubic graphs tlla(K4) = 3;det(Ks3) = 2, wherekK; s is the complete bipartite graph
with partite sizes ands; det(C3[0Ky) = 3, det(C40Ky) = 2, det(Cs[0K;,) = 3 and ifn > 6 is an integer, then
det(Ch,K2) = 2, whereD denotes the Cartesian product, &yddenotes the cycle of length We then exhibit
some infinite families of cubic graphs with detection numBeFhis allow us to characterize all cubic graphs up
to ten vertices according to their detection number.

2 NP-completeness for cubic graphs

The aim of this section is to prove the following theorem.

RR n° 8115



4 F. Havet, N. Paramaguru, R. Sampathkumar

Theorem 2.1. The following problem is NP-complete.
Input A cubic graph G
Question Is G 2-detectable?

The proof of this theorem is a reduction fronoRALL-EQUAL 3SAT, which is defined as follows:
Input A set of clauses each having three literals.
Question Does there exists suitabletruth assignment, that is such that each clause has at leastue and at
least one false literal?

This problem was shown NP-complete by Schaéfelr [10].

In order to construct gadgets and proceed with the redustiemeed some preliminaries.

The halteris the graph depicted Figulé 1. The vertieeandb are theendsof the halter, and the edgas/
andbly are itsreins

Figure 1: The halter

Lemma 2.2. If a halter is a subgraph of a cubic graph G and if G has a detelgt@ coloring, then the edges of
the halter are colored as shown in Figurk 2.

(@) (b)

Figure 2: The two possible colorings of a halter (Bold edgescalored 1 and dashed edges are colorgd 2

Proof. Letc be a detectable 2-coloring & Without loss of generality assume tlidtuv) = 1.

If c(ud) = c(vd) = c(ub') = c(vl), thencodgu) = cod€v), a contradiction.

Out of the four edgesd, va, ub andvl/, assume that exactly three are of same color. By symmetiynass
that c(va) = c(ub’) = c(vlY). Supposec(ud) = 1. If c(ad) = 1, thencod€a’) = cod€u), a contradiction; if
c(ad) = 2, thencod€a’) = cod€gv), a contradiction. Hence(ud) = 2. If c(bb') = 1, thencod€b’) = codgv),

a contradiction; it(bb') = 2, thencod€b’) = cod€u), a contradiction.

Consequently, among the four edges, vd, ub/, andvll, two are of color 1 and the remaining two are of
color 2

If c(ud) # c(ub) andc(vd) # c(vb'), thencod€u) = cod€Vv), a contradiction.

By symmetry, assume thatua) = c(ub'). Soc(vd) = c(vl') andc(ud) # c(vd). Assume without loss of
generality that(ua) = 1. Sincecod€Vv) = (1,2), c(ad) = c(bb') = 1. Consequently, we hawgad ) = c(ud) =
c(uv) = c(ub') = c(bb’) =1 andc(va) = c(vb) = 2. See FigureR? (a).

Similarly, if c(uv) = 2, then we have(ad) = c(ud) = c(uv) = c(ub) = c(bb/) = 2 andc(va) = c(vb') = 1.
See Figurél2 (b). O

INRIA



Detection number of bipartite graphs and cubic graphs 5

Lemma 2.3. Let G be a cubic graph. If a vertex x is the end of two halters jithén in any detectabl2-coloring
of G, x has codé3,0) or (0,3).

Proof. Assume for a contradiction, that the codexas neither(3,0) nor (0,3). By symmetry, we may assume
thatx has codg2,1). Thereforex is incident to two edges colored 1 and thus at least one ofinesincident to
it is colored 1 Therefore by Lemm@a2.2, the neighbonahroughe has codd2,1), a contradiction. O

Proof of Theoreri 2]1Let ¢ be a collection of clauses of size three over dkef variables. We construct a cubic
graphG = G(c,U) as follows.

For every claus€ € ¢, we create a vertexC).

For every variablel € U, let ¢, be the set of clauses in which one of the two literalsndu appears. We
construct avariable gadgetssociated ta, by considering a cycle on the| vertices{p(u,C) | C € ¢y} and
replacing each edgab of this cycle by a halter with endsandb.

Now for each variablel and claus€ < ¢, we connect/(C) andp(u,C) with an edge if the literall appears
in C, and with thenegation gadgedepicted Figurgl3 if the literal appears irC.

Clearly, the resulting grap® is cubic. Let us now prove thd® is 2-detectable if and only if admits a
suitable assignment.

Suppose first thab admits a detectable 2-coloring. Let us establish few claifhe first one follows directly
from Lemmas$ 22 arld 2.3.

Claim 1. In the variable gadget of every variable all the p(u,C) have the same code, which is eitt{8r0) or
(0,3).

Claim 2. In every negation gadget f¢u,C), we have{cod€ p(u,C)), cod& p(0,C))} = {(3,0),(0,3)}.

Proof. By LemmdZ2.Bp(u,C) has cod€3,0) or (0, 3). Without loss of generality, we may assume ttad € p(u,C)) =
(3,0). Then by successive applications of Lemrhas 2.2[and 2.3hefbifu,C), 0 <i < 5, and all thep{(u,C),

1 <i <5, have cod€3,0). Hence the edgem(u,C)q(u,C) andps(u,C)q(u,C) are both colored.JHenceq(u,C)

has cod€2,1) and so the reins of the halter with erglsi, C) andp(u,C) are colored 2by Lemmd2.P. Similarly,
one shows that the reins of the halter with egds,C) andp(u,C) are colored 2. Hence by LemiaP.3, the code
of p(u,C) is (0, 3). O

Claim 3. For every clause Cthe three neighbours of€) do not have the same code.

Proof. By construction, the neighbours efC) are all ends of two halters, and so have codé(®0), (0,3} by
Lemmd2.8. Assume for a contradiction, that they all havestime code, sa§B,0), then the three edges incident
to v(C) are colored 1 and the code () is also(3,0), a contradiction. O

With these claims in hand, we can now prove thhahdmits a suitable assignment. Lgbe the truth as-
signment defined by(u) = true if all the p(u,C) of its variable gadget have cod®,0), andg(u) = falseif all
the p(u,C) of its variable gadget have cod@,3). This assignment is well-defined because of Claim 1. Now by
Claim[Z, for any negated literalin a clauseC, p(u,C) has cod€3,0) if @(u) = trueandp(u,C) has cod€0, 3) if
@(u) = false Now, by ClainT3 the three neighbourswfC), which corresponds to the three literals®tlo not
have the same code. This implies that the correspondinglbtelo not have the same value. Therefore the truth
assignmengis suitable.

Conversely, suppose thatadmits a suitable truth assignment~or each variable, color the edges incident
to eachp(u,C) with 1 if @(u) = true and with 2 if@(u) = false Similarly, color the edges incident {g{u,C) with
1if @(u) =trueand with 2 ifg@(u) = false It can easily be seen that such a coloring extends usingolbemgs
of halter shown in Figurgl2 to variable and negation gadgetthat no two adjacent vertices in these gadget have
the same code. It remains to show that every vert€} has a code distinct from its neighbours. But sigagas

RR n° 8115
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p2(u,C) pa(u,C)
1(u,C)
pa(u,C) Suc) 29O
p(u,C) 6o(.C) p(01,C) v(C)
P5(u.C) ) q(uC)
P1(u,C)
Pa(0.C) PLle)

Figure 3: The negation gadget

INRIA
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suitable, at least one literal is false so the edge betw&@nand the vertex corresponding to this literal is colored
2, and at least one literal is true so the edge betwé€h and the vertex corresponding to this literal is colored 1
This implies that the code ofC) is in {(2,1),(1,2)}. But in our coloring the code of the neighboursw€) are
either(3,0) or (0, 3). Hence we have a detectable 2-coloring. O

3 Bipartite graphs
In this section, our aim is to prove the following theorem.
Theorem 3.1. Every bipartite graph with minimum degree at le8s$ 2-detectable.

If any one of the parts of the bipartite graph have even nurobeertices, Theorem 3.1 is an immediate
consequence of Theorem 3.3 (of [8]. For sake of completenesgive its proof here.

Theorem 3.2(Khatirinejad et al.[[B]) If G = ((A,B),E) is a connected bipartite graph witlB| even, then G
admits an edge labelling cE(G) — {1,2} such that every vertex in A is incident to an even number oé®dg
labelled1 and every vertex in B is incident to an odd number of edgedl&abé. In particular, def{G) = 2.

Proof. SetB = {by,b,...,b2p}. Foreveryi, 1 <i < p, let B be a path joinindy;_1 to by;.

We start with all edges labelled 2. Then, for each<i < p, one after antoher, we exchange the labels along
P.. Hence at the end of this process, every verte& of incident to an even number of edges labelled 1 and every
vertex inB is incident to an odd number of edges labelled 1. O

To complete the proof of Theordm 8.1, we need some prelingisar
Let G be a graph. Thelosed neighborhoodf vertexv is the sefN[v] := N(v) U{v}. For a setSof vertices,
we setN(S) := |J N(s) andN[] := U N|g; andG[S denotes the subgraph induced ®yTwo verticesx andy
se€S s€S

aretwinsif N(x) = N(y).

Lemma 3.3. Let G = ((A,B),E) be a connected bipartite graph. Then there exists a noneseptyf twins S such
that G— N[S is connected.

Proof. If for some vertew of G, G— N|v] is connected, then we have the result vtk {v}. So assume that for
every vertex of G, G— N[v] is not connected. Let us choose a vert@f G such thatG — N[v] has a component
of largest possible size. Moreover, we choweseth largest possible degree among such vertices. Withomst of
generality assume thatc A.

By assumptionG — N[v] is not connected and I€tbe the vertex set of a component®+ N[v] of largest size.
Then every vertex in N(v) is adjacent to a vertex i@, for otherwiseN|[C] is included in a component & — NJu],
which contradicts our choice efsince|E(G[N[C]])| > |E(GIC])| asG is connected. Hend¥[C] = CUN(Vv).

SetS= (V(G)\N|C]) N A. Letwbe a vertexirB\ {v}. ThenN(v) C N(w), for otherwiseN(v) \ N(w) would
be nonempty and in the same componenG3] in G — N[w|, contradicting our choice of. Hence,G[C] is a
component of — N[w], and so by our choice of d(v) > d(w). ThusN(v) = N(w), that isw andv are twins.

ThereforeSis a set of twins an& — N[ is the componerE[C]. O

Proof of Theoreri 311t is clearly enough to prove it for connected graphs. Get ((A,B),E) be a connected
bipartite graph with minimum degree at least 3

If |B| is even, then we have the result by Theofem 3.2. Symmetrioad! have the result ifA| is even. Thus
we may assume th@| and|B| are odd.

By Lemma3.38, there is a s&of twins such thats — N[S is connected. Free to renarAeandB, we may
assume tha C A. Setk:=|N(S)|. If kis odd, then setl := G— N[ andX := N[S]. If kis even, leu be a vertex

RR n° 8115
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Figure 4: The grapl/

in N[§ which is adjacent to a vertéxin G — N[S]; then letH be the graph obtained fro@— N[S| by adding the
vertexu and the edget, and setX := N[ \ {u}.

In both cased is bipartite and/(H) NB is B\ X so has even size. Therefore, by Theofem B.2dmits an
edge labelling:: E(H) — {1,2} such that every vertex iA\ Sis incident to an even number of edges labelled 1
and every vertex iB\ X is incident to an odd number of edges labelle@bserve moreover that, whéris even,
the edgaut is necessarily labelled 1

Pick a vertexy € Sand extend by labelling 1 to all the edges fromto X and all remaining edges incident to
a vertex inN[S with 2. Then, for every vertek in B\ N[Y, code(b) = (a,dg(b) —a), a =1 mod 2 for every
vertexain A\ {v}, code(a) = (B,dz(a)—B),F=0 mod 2 for every vertexxin N(S), code(x) = (1,ds(x) —1),
andcode(v) equals(k,0) if kis odd and equal& — 1,1) if kis even. Hence is a detectable 2-coloring because
k>3. O

4 Cubic graphs with detection number 3

In this section, our aim is to exhibit some infinite familidscabic graphs with detection number 3.

First, suppose there is, sayl, in G. LetV (1) = {x,y,z}. SoE(I) = {xy,yz zx}. LetX, ¥, Z be, respectively,
the neighbors of, y, znot belonging td in G. Assume thax’ # Y,y # Z andZ # x. Define subgraph by V (I’)
=V() u{xyz andE(l') = E(I) U {xX,yy,zZ}. See Figur€H.

Lemma4.1. If I’ is a subgraph of a cubic graph G and if G has a detect@iteloring, then the edges of | receive
both the colors andcod€Xx), codgy),cod€z)} is either{(3,0),(2,1),(1,2)} or {(0,3),(2,1),(1,2)}.

Proof. Letc be a detectable 2-coloring & Suppos&(xy) = c(yz) = c(zx) = 1. (The other possibility is similar.)
Out of the three edges(, yy, zZ, at least two are of same color. Without loss of generalityassthatc(xx) =
c(yy). Thencod€x) = cod€dy), a contradiction.

Among the three edgesy, yzandzx if color 1 appears twice, thefcod€x), coddy), code€z)} = {(3,0),
(2,1), (1,2)}; if color 2 appears twice, theftod€x), coddy), cod€z)} = {(0,3), (2,1), (1,2)}; see Figurels (a)
and (b). O

Let M be a subgraph of a cubic gra@hwith edgesviVz, VoVs, VaVy, V4Vs, VsVe, VgV7, V7Vg, VoV, VsV and
V3Ve. See Figurél6.

Lemma 4.2. If M is a subgraph of a cubic graph G and if G has a detectabtmloring, then the edges of M
receive colors shown in any one of the Figulre 7.

INRIA
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. (0,3)
(zy"_;.. (1,2)
() (b)

Figure 5: Possible colorings of

« LN NN,

Vi \'] V3 V4 Vs Ve V7 Vg

Figure 6: The grapM

Vi Vo V3 Vg Vs Ve V7 Vg

Vi Vo V3 Vg4 Vs Ve V7 Vg

V1 Vo V3 Va Vs Ve V7 Vg

Figure 7: Possible colorings ™
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Proof. Let ¢ be a detectable 2-coloring @. Without loss of generality assume thdtiavs) = 1. If c(vovs) #
c(vava) andc(vsve) # c(Vsv7), thencodgvs) = coddvs), a contradiction. Hence, eithefvova) = c(vavy) or
c(VsVe) = c(Vsv7). Assume by symmetry thafvova) = c(Vava).

Suppose&(vava) = 2. Since{vo,Vv3,Va} is a trianglec(vovs) = 1. Sincecod€vy) = (1,2), ¢(vave) = 1. Now
coddvz) = (2,1) andcod€V,) is neither(3,0) nor (0,3), a contradiction to Lemnia4.1. Henagy,va) = 1.

By LemmdZ4.lg(vovs) = 2. cod€vy) = (3,0) and{Vvy,Vvs,v4} is a triangle implies thafcod€Vv,), codevs)}
Case 1. cod@r) = (1,2) andcod€vs) = (2,1).

Thenc(vivz) = 2 andc(vavg) = 1. We claim thatc(vsvg) = 1. Otherwisec(vsve) = 2.

Suppose(vsv7) = 2. Since{vs, Ve, V7 } is a trianglec(vgvz) = 1. Socoddvg) = cod€vs), a contradiction.

Suppose(vsv7) = 1. If c(vev7) = 1, thencod€vs) = cod€Vvs), a contradiction. It(vev7) = 2, then since
{cod€Vvs), coddves)} = {(2,1), (1,2)} andcod€dv;) is neither(3,0) nor (0, 3), we have a contradiction.

Hence the claim is true. Tharivsv7) = 2. Consequentlyg(vgv7) = 1 and thereforeg(vyvs) = 2.
Case 2. cod@r) = (2,1) andcod€vs) = (1,2).

Thenc(vivz) = 1 andc(vave) = 2.

Suppose&(vsve) = ¢(Vsv7) = 1. Thencod€vs) = cod€va), a contradiction.

Suppose&(vsvg) = c(Vsv7) = 2. Then, sincegvs, Vg, v7} is a trianglec(vev7) = 1. Now cod€vs) = cod€veg),
a contradiction.

Suppose(vsve) = 1 andc(vsv7) = 2. If c(vgv7) = 1, thencod€gvs) = cod€vg), a contradiction; ifc(vevy)
= 2, thencod€vs) = cod€vg), again a contradiction.

Hence,c(vsvg) = 2 andc(vsv7) = 1. Supposee(vev7) = 1, thencod€vg) = cod€vs), a contradiction, and
hencec(vgv7) = 2. Suppose(vyvg) = 1, thencod€vs) = cod€vy), a contradiction, and thugv,vg) = 2.

In conclusion, we have only two possibilities ftvavs) = 1.
(i) c(vavs) = c(vavs) = c(VsVe) = C(VeV7) = C(Vavs) = C(vaVe) = 1 andc(viva) = c(Vav3) = c(v7vg) = C(Vsv7) =
2. (Note thatcod€v,) = cod€vy) = (1,2).) See Figur€l7 (a).
(i) c(vava) = c(vava) = c(vaVs) = c(Vava) = c(Vsv7) = 1 andc(vavs) = c(VsVg) = C(Vgv7) = C(V7Vg) = C(VaVs)
= 2. (Observe thatoddVv,) = (2,1) andcod&vy) = (1,2).) See Figur€l7 (b).

If c(vavs) = 2, then we have:
(i) c(vava) = c(vavs) = c(VsVg) = C(VgV7) = C(Vava) = C(V3Ve) = 2 andc(vive) = c(Vava) = ¢(V7vg) = C(Vsv7) =
1. (cod€vy) = coddvs) = (2,1).) See Figur€l7 (c).
(i) c(vava) = c(vava) = c(VaVs) = c(Vava) = C(Vsv7) = 2 andc(vavs) = c(VsVg) = C(VgV7) = C(V7Vg) = C(VaVs)
= 1. (coddvz) = (1,2) andcoddv;y) = (2,1).) See Figurgl7 (d).

In all the four possibilitiesc(viv2) = 1 = codévs) = (2,1); c(v7vg) = 1 = codevy) = (2,1); c(vive) = 2
= cod€Vvy) = (1,2); c(v7vg) = 2 = codgvy) = (1,2). O

DefineN; by V(N1) = {v; : i € {1,...,10}} andE(N1) = {viviz1 : i € {1,...,9}} U {Vava, VaVs, VgVs,
vVehi Np by V(N2) = {vi i € {1,...,12}} andE(Nz) = {viviz1 : i € {1,...,11}} U {vava, VaVs, VgV, V7Vio,
Vovi1}; andNs by V(N3) = {v; : i € {1,...,14}} andE(N3) = {vivit1 : i € {1,...,13}} U {vavs, Vavg, V5v7,
VaV10, VV12, V11V13}. See Figuréls.

DefineNs by V(Ng) = {vi : i € {1,...,8}} andE(Ng) = {vivit1 : i € {1,...,7}} U {vavy, vavs, v4Vs}. See
Figure[9.

Theorem 4.3. If a cubic graph G contains Nor some i€ {1,2,3,4}, then de{G) = 3.

Proof. Supposés has a detectable 2-colorirg
Case 1. i= 1.
If c(vsvg) = 1, then by Lemmé& 2]2od€vs) = coddvg) = (2,1), a contradiction. Ifc(vsvg) = 2, then by
LemmdZodgvs) = coddvg) = (1,2), again a contradiction.
Case 2. i= 2.
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SN\ 2\

Vi V2 V3 Va4 Vs Ve \4 Vg Vo V10
N1
vi V2 V3 Vg Vs Vg V7 Vg Vg Vio Vi1 Va2
N2
Vi V2 V3 V4 V5 Vg V7 Vg Vo Vio Vi1 Vi2 Vi3
N3

Figure 8: The graphi;, N andN3

Viooov V3 Va4 Vs Vg W7 Vs

Figure 9: The graphl
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If c(vsvg) = 1, then by LemmaZ]2od€vs) = (2,1) and by Lemma4]2od€ves) = (2,1), a contradiction.
If c(vsve) = 2, then by LemmaZ]2oddvs) = (1,2) and by Lemm&4l2od€vs) = (1,2), again a contradiction.
Case 3. i= 3.

If c(v7vg) = 1, then by Lemmé 4l2od€vy) = coddvg) = (2,1), a contradiction. Ifc(vzvs) = 2, then by
Lemmd4.xodgv;) = coddvg) = (1,2), again a contradiction.
Case 4. i= 4.

Without loss of generality assume, by Lemimd 2.2, toatgv3) = cod€vg) = (2,1). Thenc(vavs) = c(Vev7)
=1

If c(vav7) = 1, thenc(vivz) = c(v7vg) = 1, and henceodgv,) = cod€vy), a contradiction.

If c(vav7) = 2, thenc(vivy) = c(v7vg) = 2, and henceoddv,) = cod€vy), again a contradiction. O

Theorem 4.4. Let wyw, be an edge of a connected cubic graphSeippose G- {wy,w»} contains four disjoint
subgraphs 4, J, J3, Ja, where J € {Ks—e,M —{v1,vg}} fori € {1,2,3,4}, and if w; is adjacent to & degree
vertex z of J; and a2 degree vertexzzof J, and w, is adjacent to & degree vertexzzof J; and a2 degree vertex
74 0f 4y, in G, then defG) = 3.

Proof. Supposés has a detectable 2-colorirg

If c(w1z1) = c(Ww1z2) = c(Waz3) = c(Woz4), thencod€w;) = codgw,), a contradiction.

If c(w1z1) # c(wi2), thencodew;) ¢ {(1,2),(2,1)} by Lemmas$ 22 and 4.2, we have a contradiction to
c(wiwe). Similarly, if c(wez3) # c(wezs), thencoddws) ¢ {(1,2),(2,1)}, again a contradiction to(wiw,).

Hence,c(w1z1) = c(w12p), say, 1 and(wezz) = c(wez4) = 2. Note thattodgw;) # (2,1) andcodew,) #
(1,2), again a contradiction to(wiw,).

Hencedet(G) # 2. O

Now we construct a family of cubic graphs, n > 2, with det(L,) = 3 as follows: Begin witlCs,, the cycle
of length 5, say,vov1Vz . .. Vsn_1Vo; add chords of distance 25, 1Vsr 3 andvs,ovs 4 forr € {0,1,2,...,n—1}.
If nis even, pair the vertices ifvo, vs, V1o, . .., Vsn_5} in any order and join these pairs as edges;i§f odd, except
three vertices ifvo, Vs, V10, .., Vsn—_5}, pair the remaining vertices in any order and join these Eredges and
add a new vertex and joinv to the omitted three vertices.

By Theoreni 4B with = 4 and Theorem 414, far > 4, det(L,,) = 3. We have to consider the cases- 3
andn = 2. Forn = 3, supposd_3 has a detectable 2-colorireg Consider the claw with centerand endsyp, vs,
V10.

For¢ € {0,1,2}, if c(vseVsr—1) # C(VseVsr11), thencod€vsy) ¢ {(1,2),(2,1)}, a contradiction ta(vs,V).
Hence, for every € {0,1,2}, c(VseV5—1) = C(V5¢V5p11)-

Let ¢ € {0,1,2}. If c(vsevse—1) = C(VseVse11) = 1, thencoddvsy) # (2,1) implies thatc(vsyv) = 1; if
c(VseVsr—1) = C(VspVispr1) = 2, thencod€vsy) # (1,2) implies thatc(vs,v) = 2.

Sincec(vpvi) = ¢(VaVs), C(VsVe) = C(VoVio), C(Viov11) = C(V1aVo), We havec(vovi) = c(Vavs) = C(VsVe) =
c(Vovip) = ¢(Vigv11) = C(V1avo) = c(vov) = c(vsVv) = ¢(v10v). Consequentlycod€vy) = cod€vs) = codevig) =
cod€v), a contradiction.

Hencedet(L3) = 3.

Similarly, one can verify thadet(L,) = 3. Thus we have

Theorem 4.5. For each n there exists a cubic graph of orden satisfying degiG) = 3.

There are 5 nonisomorphic cubic graphs on 8 vertices [9% khiown thadet(C40K3) = 2, see[[6]. In the
remaining four graphs, exactly two have detection numband they are shown in Figure]10. Similar to the proof
of Theoreni 4.B with = 1, the graph in Figure_10 (a) has detection number 3. By ad hamzegts one can check
that the graph in Figufe 10 (b) has detection number 3.

There are 19 nonisomorphic cubic graphs on 10 vertides [9].oBthese, exactly 6 have detection number 3.
Itis known thatdet(Cs00Kz) = 3, see([6]. The remaining 5 graphs are shown in Figuie 11. ThehgraFigurd 11
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(a) (b)

Figure 10: Cubic graphs on eight vertices with detection ben3.

(a) isLy. For the graph in Figurie 11 (b) detection number 3 follows ftbmproof of Theorem 413 with= 2. For
the graphs in Figurle11 (c), (d) and (e) detection numberl8visl by ad hoc arguments.
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Figure 11: Cubic graphs on 10 vertices with detection nur8ber
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