
HAL Id: hal-00744268
https://inria.hal.science/hal-00744268

Submitted on 22 Oct 2012

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Christiane’s Hair
Jacques Lévy Véhel, Franklin Mendivil

To cite this version:
Jacques Lévy Véhel, Franklin Mendivil. Christiane’s Hair. The American Mathematical Monthly,
2013, 120 (9), pp.771-786. �10.4169/amer.math.monthly.120.09.771�. �hal-00744268�

https://inria.hal.science/hal-00744268
https://hal.archives-ouvertes.fr


Christiane’s Hair

Jacques Lévy Véhel and Franklin Mendivil

Abstract

We explore the geometric and measure-theoretic properties of a set

built by stacking central Cantor sets with continuously varying scaling

factors. By using self-similarity, we are able to describe in a fairly complete

way its main features. We show that it is made of an uncountable number

of analytic curves, compute the exact areas of the gaps of all sizes, and

show that its Hausdorff and box counding dimension are both equal to

2. It provides a particularly good example to introduce and showcase

these notions because of the beauty and simplicity of the arguments. Our

derivation of explicit formulas for the areas of all of the gaps is elementary

enough to be explained to first-year calculus students.

1 Introduction.

Consider the beautiful and striking set illustrated below (let us call the set CH):

This set clearly has an intricate recursive (fractal) structure. In fact, it is
constructed by “stacking” Cantor sets (in a way that we will describe momen-
tarily). We can also see that CH is composed of uncountably many “strands”.
Our name for the set (and this paper) was inspired by the resemblance of CH
to the braided hair of the first author’s wife, Christiane!
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In this paper, we explore some geometric and measure-theoretic properties
of this set. We hope to convince you that the elegance and simplicity of the
geometrical arguments are just as striking as the set itself!

2 Construction of CH.

First we must describe the construction of CH. The basic construction is very
simple. Above we said that CH is composed of a “stack” of Cantor sets, so first
we meditate on so-called “central” Cantor sets, with the classical Cantor set as
the most famous example (also called Smith-Cantor sets as Henry Smith had
described similar sets independently of Cantor [6, p. 45]). The classic Cantor set
is constructed by starting with the unit interval I = [0, 1] and then removing the
middle 1/3 (as an open interval) to obtain the two closed intervals I0 = [0, 1/3]
and I1 = [2/3, 1]. Repeating, for each of the closed intervals, we remove the
open middle 1/3 to obtain four closed intervals I00 = [0, 1/9], I01 = [2/9, 1/3],
I10 = [2/3, 7/9], and I11 = [8/9, 1]. After the nth iteration, we have 2n closed
intervals of length 3−n. The union of these 2n intervals together comprise a set
Cn. Noticing that {Cn} is a nested collection of non-empty compact sets we
then see that C = ∩nCn is non-empty and compact; this is the classical Cantor
set, also called the “middle 1/3-Cantor set”. This construction is illustrated in
Figure 1.

In this figure we can clearly see the binary structure of C. In fact, C is homeo-
morphic to the countably infinite product of the two-point discrete space {0, 1}.
We can think of a point x ∈ C as resulting from an infinite sequence of choices
of left or right. Each such sequence of choices selects some nested sequence of
closed intervals, one from each stage of the construction. The intersection of
the resulting nested intervals is always a single point. As an example, choosing
the left interval at each stage will result in the point x = 0.

Figure 1: Iterative construction for the classical Cantor set C.

It is simple to modify the construction of C where we remove some other
(fixed) ratio of the length at each stage. We shall denote by Cy the set obtained
by removing the length 1− 2y in the middle of [0, 1] at the first stage, where y
ranges in [0, 1/2] (the reason for our funny choice of 1 − 2y for the gap length
will become evident below). At the nth stage we have 2n−1 remaining closed
intervals each of length yn−1 and we remove a length of (1− 2y)yn−1 from the
middle of each interval. We build in this way a continuum of Cantor sets, where
the sizes of the gaps at each stage decrease. When y = 1/2, we do not remove
anything, so the resulting set is just the interval [0, 1], while for y = 0, the
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resulting set is reduced to the two point set {0, 1}. The vertical stacking of the
Cy for y from 0 to 1/2 is our set CH.

More formally,

CH = {(x, y) : x ∈ Cy, y ∈ [0, 1/2]} ⊂ [0, 1]× [0, 1/2]. (1)

Another way, more useful to us, of constructing the classical Cantor C set is
by using an Iterated Function System (IFS) [1, 7]. Consider the two functions

w0(x) = x/3 and w1(x) = x/3 + 2/3.

We notice that w0(C) = C ∩ [0, 1/3] and w1(C) = C ∩ [2/3, 1], so that

C = w0(C) ∪ w1(C), (2)

with the union being disjoint. This self-tiling or self-similarity property uniquely
defines C in that if A ⊂ R is any non-empty compact set with A = w0(A)∪w1(A),
then it must be the case that A = C. Moreover, the set-valued mapping Ŵ given
by Ŵ (A) = w0(A) ∪ w1(A) is contractive in the Hausdorff metric, and thus we
have that Ŵn(A) converges to C for any non-empty compact A ⊂ R. Note that
Figure 1 illustrates this convergence with the initial set A = [0, 1]. The first line
in the figure shows A = [0, 1], the second line shows Ŵ (A) = [0, 1/3] ∪ [2/3, 1],
the third line shows Ŵ 2(A) = [0, 1/9] ∪ [2/9, 1/3] ∪ [2/3, 7/9] ∪ [8/9, 1], etc.

The self-similarity and uniqueness properties of C also allow us to give an-
other useful description of it. Consider the set

A =

{

∞
∑

n=1

tn3
−n : tn ∈ {0, 2}

}

. (3)

Then it is not so hard to see that

w0(A) =







∑

n≥1

tn3
−n : t1 = 0, tn ∈ {0, 2} for n ≥ 2







and

w1(A) =







∑

n≥1

tn3
−n : t1 = 2, tn ∈ {0, 2} for n ≥ 2







and so A = w0(A)∪w1(A). However, this means that A = C and so (3) gives an
explicit description of C. For the more general situation below it will be useful
to notice that

{

∞
∑

n=1

tn3
−n : tn ∈ {0, 2}

}

=







2
∑

n≥1

bn3
−n : bn ∈ {0, 1}







.
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The sets Cy introduced above are also obviously associated to iterated func-
tions systems. For y ∈ [0, 1/2], we define the two maps

w0(x, y) = yx and w1(x, y) = yx+ (1− y). (4)

Thus, y = 1/3 yields the classical Cantor set while y = 1/4 will yield a middle-
1/2 version of it.

Each Cy is the unique invariant set under the two maps given in (4). The
entire set CH is invariant under these two maps as well, where we now think
of these maps as w0, w1 : [0, 1] × [0, 1/2] → [0, 1] × [0, 1/2], abusing notation
slightly. The reason we label the sets Cy is that y is the contraction factor for
the IFS (4). Labeling each Cantor set in the “stack” by its central gap length
would result in messier formulas for the IFS (4).

Comments.

The set CH is a nice illustration of how the interval [0, 1] has been “ripped
apart” to form the classical Cantor set. We see at all the points with two binary
representations, that is all the numbers of the form i/2j , that the interval [0, 1]
has been cut and a gap has been inserted. More specifically, a gap of length 3−n

has been inserted at each point of the form i/2n for 1 ≤ i ≤ 2n− 1. It is best to
think of this construction in stages, as with the usual construction. First, we cut
at x = 1/2, scale each half by a factor of 2/3 and insert a gap of length 1/3. The
scaling preserves the total length. Then, we cut at the points which originally
had coordinates 1/4 and 3/4 (now their coordinates have changed), scale each
part by 2/3 and insert gaps of length 1/9. This is illustrated in CH where a gap
originates at each dyadic point on the top line, when they are inserted.

The IFS (4) for CH is not contractive and has many compact invariant sets
on the space [0, 1]× [0, 1/2]. In fact, it has uncountably many. Simply take any
closed subset S ⊂ [0, 1/2] and you obtain an invariant set of the form

{(x, y) : x ∈ Cy, y ∈ S}.

The set CH is the maximal compact invariant subset of [0, 1] × [0, 1/2] in the
sense that it contains any other invariant compact subset.

3 Areas of the “gaps” of CH.

The starting point for this paper was a surprising (to us) observation about the
areas of the “gaps” of CH. In this short section we explain this pretty little
geometric fact, which is simple enough so that it can be explained to calculus
students.

Consider the set CH as enclosed in the box [0, 1] × [0, 1/2]. We notice that
the central “gap” (or void) is a triangle with base length equal to one and height
equal to 1/2. (It is worthwhile spending a little bit of time understanding why
it is actually a triangle.)
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It is a remarkable fact that it is possible to exactly compute the areas of all
the other gaps, even though their sides are complicated curves. For instance,
each of the two “stage-two” gaps (the images of the central gap) have area

∫ y=1/2

y=0

(1− 2y)y dy = 1/24.

How does this formula arise? For any given y, the set Cy has a central gap of
length 1− 2y. Because of the self-similarity of Cy under the two maps given in
(4), the common length of the next largest gaps (one on either side of the central
gap) is equal to y(1−2y). Thus the area of either one of these “stage-two” gaps
is the integral of this length over y.

In a similar way the “nth-stage” gaps all have area equal to

∫ y=1/2

y=0

(1− 2y)yn−1 dy =
2−n

n(n+ 1)
.

We can check that the sum of these areas is, in fact, equal to 1/2, the entire
area of the rectangle. Computing this sum is simple, as it is a telescoping sum:

∑

n≥1

2n−1 2−n

n(n+ 1)
= 1/2

∑

n≥1

1

n
− 1

n+ 1
= 1/2.

Thus CH has Lebesgue measure zero.

4 Each strand of “hair” is a smooth curve.

CH is comprised of an uncountable collection of continuous curves, each of which
goes from some point on the top horizontal line down to one of the two points
(0, 0) or (1, 0). All the curves (the “hairs” or “strands”) that you can see in the
image are actually smooth, in fact polynomials (the horizontal, x, coordinate
is a polynomial function of y). To understand this, we just notice that each
curve which bounds a “gap” is the image of one of the two diagonal edges of
the central triangle under some finite composition of the two IFS maps. We say
more about this in this section.

We will prove that each strand is a C∞ curve and also that each strand is an
analytic curve. Clearly knowing that they are analytic curves implies that they
are C∞, so why present both proofs? In our discussion we are interested in more
than just arriving at the strongest results, we are mainly interested in presenting
engaging mathematics and we believe both proofs are appealing. The proof that
strands are C∞ is a good illustration of a standard technique in fractals. The
argument defines an IFS on functions and their derivatives and shows that this
“vector IFS” process converges uniformly, thus yielding the result. The proof
that the strands are analytic uses an explicit power series representation of the
strand functions. This argument also uses IFS, but in a different way.
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The collection of strands is not, in fact, indexed by the points on the top line
(the points in [0, 1]) but is indexed by infinite binary sequences. One clue to
this is that the two sides of the central triangle both originate at x = 1/2. What
is special about x = 1/2 is that it has two binary representations, so we need to
consider them separately and each leads to its own strand. As the Cantor set
has a binary structure, this is not surprising.

To describe the strands we need to establish some notation. For any n ∈ N,
we set Σn = {0, 1}n as the space of length n binary sequences. Further, Σ =
{0, 1}N and for σ ∈ Σ we define σn ∈ Σn as σn = (σ1, σ2, . . . , σn), the truncation
of σ to the first n places. Given two functions φ0 and φ1 and σ ∈ Σn, we define
the nth order composition φσ by

φσ := φσ1
◦ φσ2

◦ · · · ◦ φσn
. (5)

The order of composition in (5) is very important. Notice the difference between

φσn = φσ1 ◦ φσ2 ◦ · · · ◦ φσn

and
φσn+1 = φσ1 ◦ φσ2 ◦ · · · ◦ φσn ◦ φσn+1

for a given σ ∈ Σ. The “newest” map is applied on the “inside.”
We consider everything as a function of y (since we are trying to show that all

the “hairs” are smooth functions of y). Acting on a function f : [0, 1/2] → [0, 1],
x = f(y), we have that the two IFS maps from (4) are given as

φ0(f)(y) = yf(y) and φ1(f)(y) = yf(y) + 1− y, for y ∈ [0, 1/2].

Notice that by the definition of φi we have φi(f) : [0, 1/2] → [0, 1] whenever
f : [0, 1/2] → [0, 1]. Since y ∈ [0, 1/2], both φ1 and φ2 are contractions on
C[0, 1/2] in the uniform norm with contractivity 1/2. Furthermore, for any
σ ∈ Σn the contractivity of φσ is 2−n. In addition, for σ ∈ Σ and m > n ≥ 1
we have |φσm(f)(y)− φσn(f)(y)| ≤ 2n. Thus for any fixed σ ∈ Σ, we have that
the limit

Tσ(y) := φσ(f)(y) = lim
n

φσn(f)(y) (6)

exists and is uniform in y (since the contraction factor is uniformly bounded in
y). For the “hairs,” our starting functions are f0(y) = 0 for all y (the left edge)
and f1(y) = 1 for all y. The two edges of the central triangle are φ0(f1)(y) = y
and φ1(f0)(y) = 1− y. Then the boundaries of the next gap (at “stage” 2) are
the four curves

φ0(φ0(f1))(y) = y2, φ1(φ0(f1))(y) = y2 + 1− y,
φ0(φ1(f0))(y) = y − y2, φ1(φ1(f0))(y) = 1− y2.

From these considerations, it is clear that all the boundary curves of any of the
nth stage “gaps” are all polynomials of degree n. The strand which is associated
with σ ∈ Σ is the uniform limit in (6) and is thus a continuous function. We
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show that all the derivatives converge uniformly as well. To do this, just notice
that

(φ0(f))
′(y) = yf ′(y) + f(y) and (φ1(f))

′(y) = yf ′(y) + f(y)− 1. (7)

Continuing on to the second derivative, we see

(φ0(f))
′′(y) = yf ′′(y) + 2f ′(y) and (φ1(f))

′′(y) = yf ′′(y) + 2f ′(y), (8)

and the nth derivatives mappings for n > 1 are

(φ0(f))
(n)(y) = yf (n)(y) + nf (n−1)(y) = (φ1(f))

(n)(y). (9)

This means that we have two linear mappings on the function value and its first
n derivatives which are given by

Φ0



















f
f ′

f ′′

...
f (n−1)

f (n)



















=



















y 0 0 · · · 0 0
1 y 0 · · · 0 0
0 2 y · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · y 0
0 0 0 · · · n y





































f
f ′

f ′′

...
f (n−1)

f (n)



















(10)

and

Φ1



















f
f ′

f ′′

...
f (n−1)

f (n)



















=



















y 0 0 · · · 0 0
1 y 0 · · · 0 0
0 2 y · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · y 0
0 0 0 · · · n y





































f
f ′

f ′′

...
f (n−1)

f (n)



















+



















1− y
−1
0
...
0
0



















.

(11)
It is clear that both Φ0 and Φ1 are contractive (recall y ≤ 1/2) and thus the
first n derivatives converge uniformly as well. Since this is true for any n,
Tσ(y) = φσ(f)(y) is a C∞ function of y for any σ ∈ Σ.

We note that it is easy to show from (7) that |T ′
σ(y)| ≤ 2 for all y and σ ∈ Σ.

This fact will be important for us in section 5.

Thread functions are analytic.

A completely different approach to the thread functions shows that these func-
tions are in fact real analytic.

The idea is based on the representation given in (3) for the special case of
the classical Cantor set with y = 1/3. For y ∈ (0, 1/2], we claim that

Cy = {(1− y)y−1
∑

n≥1

σny
n : σ ∈ Σ}. (12)
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We use the self-similarity of Cy to show this.
Let the set defined in the right hand side of (12) be denoted by Sy. As a set

of subsums of the convergent geometric series
∑

n y
n, Sy is a non-empty and

compact set (see [5, 8, 10]). Furthermore,

w0(Sy) = {(1−y)y−1
∑

n≥1

σny
n+1 : σ ∈ Σ} = {(1−y)y−1

∑

n≥1

αny
n : α ∈ Σ, α1 = 0},

and

w1(Sy) = {(1− y) + (1− y)y−1
∑

n≥1

σny
n+1 : σ ∈ Σ}

= {(1− y)yy−1 + (1− y)y−1
∑

n≥1

σny
n+1 : σ ∈ Σ}

= {(1− y)y−1
∑

n≥1

αny
n : α ∈ Σ, α1 = 1}.

Thus Sy = w0(Sy) ∪ w1(Sy) and so Sy = Cy. This means that the “thread
function” T : Σ× [0, 1/2] → [0, 1] is given by

Tσ(y) = (1− y)y−1
∑

n≥1

σny
n. (13)

For a fixed σ ∈ Σ, this is a real-analytic function for y ∈ (0, 1/2].

5 Geometric measure-theoretic properties of CH.

We now turn to deeper geometric properties of CH, in particular the Hausdorff
measure and dimension and the box counting dimension. We discuss some very
basic background on these two topics. For a more complete discussion, we
suggest that the reader consult the books [3, 4, 11, 9, 12]. In particular, chapter
3 of Falconer’s book [3] has a very nice general discussion about dimensions.
In our brief overview, we will provide some of the simpler arguments to give
the reader a feel for these dimensions, but we will omit the more complicated
ones to keep our discussion to a reasonable length. A full understanding of
these dimensions is not necessary to appreciate our discussion and so the reader
should feel safe in skipping some background details.

We start with the Hausdorff dimension, even though the box counting di-
mension is more elementary. In our case, the Hausdorff dimension is easier to
compute.

5.1 The Hausdorff dimension of CH.

First we remind the reader about the definition and one or two simple properties
of the Hausdorff s-dimensional measures, which we denote by hs. We use |A|
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for the diameter of A ⊂ R
d. For δ > 0, a δ-cover of A is a countable cover {Ui}

of A with |Ui| ≤ δ for each i. Given a Borel set A ⊂ R
d, we define

hs
δ(A) = inf{

∑

i

|Ui|s : {Ui} δ-cover of A} and hs(A) = lim
δ→0

hs
δ(A).

From standard results in measure theory, hs is a Borel measure. Furthermore,
it is possible to show that for integer values of n, the Hausdorff measure hn is
a constant multiple of n-dimensional Lebesgue measure. The definition of hs is
guided by the same intuition as for Lebesgue measure but with the “size” of a
“basic” set U given by |U |s (rather than its n-dimensional volume).

We see that if s < t then hs
δ(A) ≥ δs−tht

δ(A). This implies that if ht(A) > 0,
then hs(A) = +∞. Therefore there is a special value, denoted by dimH(A)
and called the Hausdorff dimension of A, such that for 0 ≤ s < dimH(A) we
have hs(A) = +∞ and for s > dimH(A) we have hs(A) = 0. Any A ⊂ R

d

with non-empty interior has Hausdorff dimension d, so this notion agrees with
our intuitive idea of dimension for nice sets. However, unlike our intuitive no-
tion of dimension, it is certainly possible for sets to have fractional Hausdorff
dimension. As an example, dimH(Cy) = − ln(2)/ ln(y). The Hausdorff dimen-
sion is monotone (A ⊆ B implies dimH(A) ≤ dimH(B)) and countably stable

(dimH(∪iAi) = supi dimH(Ai)). Sets with 0 < hs(A) < ∞ are called s-sets and
have been extensively studied. In fact, any generalized Cantor set is an s-set
for an appropriate dimension function [2].

The measure hs has a nice behaviour under Lipschitz mappings, which will
be very important for us. Let f : R

d → R
d be Lipschitz (that is, ‖f(x) −

f(y)‖ ≤ K‖x − y‖ for some constant K), then |f(U)|s ≤ Ks|U |s and thus
hs(f(A)) ≤ Kshs(A). In particular, dimH(f(A)) ≤ dimH(A).

dimH(CH) = 2.

We now show that the Hausdorff dimension of CH is equal to two. One interest-
ing feature is that “locally” the Hausdorff dimension of CH is strictly less than
two everywhere except in neighborhoods of the top line. Locally, CH is close to
being a product of a Cantor set (in the horizontal direction) with an interval
(in the vertical direction). The local geometry of CH varies considerably from
top to bottom.

The Hausdorff dimension of CH is clearly at least one since it contains many
smooth curves any of which have dimension equal to one. We show that it is
actually equal to two. For [a, b] ⊂ (0, 1/2) let Kb

a = ([0, 1] × [a, b]) ∩ CH. We
show that dimH(Kb

a) ≥ 1− ln(2)/ ln(a). By 7.2 in [3] we know that

dimH(Ca × [a, b]) ≥ dimH(Ca) + dimH([a, b]) = − ln(2)/ ln(a) + 1,

an intuitively plausible but nontrivial result to prove. Thus if we can construct
a Lipschitz surjection Φ : Kb

a → Ca × [a, b] we then know that dimH(Kb
a) ≥

1− ln(2)/ ln(a) as well.
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Our first step is to define a family of Lipschitz surjections φβ
α : Cβ → Cα

whenever α < β. We use the representation from (12) to define φβ
α. Given

x ∈ Cβ , there is a unique σ ∈ Σ for which x = (1− β)β−1
∑

n σnβ
n. Using this

binary encoding, we define

φβ
α(x) = (1− α)α−1

∑

n

σnα
n. (14)

Notice that x and φβ
α(x) are on the same strand. Geometrically, we can think

that φβ
α “slides” the point x down the strand from Cβ to Cα. We say “down”

since Cβ is higher on CH than is Cα. We claim that φβ
α is Lipschitz with Lipschitz

constant (1−2α)/(1−2β). To see this, notice for x, y ∈ Cβ with x < y we know
that |y−x| is equal to the sum of the gap lengths contained in the interval [x, y].
Since φβ

α(x) is on the same strand as x and φβ
α(y) is on the same strand as y, for

any stage-n gap g ⊂ [x, y] of length |g| = (1− 2β)βn−1 there is a corresponding
stage-n gap g′ ⊂ [φβ

α(x), φ
β
α(y)] of length |g′| = (1− 2α)αn−1. Thus

|φβ
α(y)− φβ

α(y)| =
∑

n

∑

{|g′| : g′ ⊂ [φβ
α(x), φβ

α(y)] is a stage-n gap in Cα}

=
∑

n

(1− 2α)αn−1

(1− 2β)βn−1

∑

{|g| : g ⊂ [x, y] is a stage-n gap in Cβ}

≤ 1− 2α

1− 2β
|y − x|.

In words, φβ
α acts by mapping each gap in Cβ to its corresponding gap in Cα; the

mapping of the gaps completely defines the action of φβ
α on Cβ by “squeezing”

each point of Cβ between its corresponding gaps. Because of the decay rates
for the gap lengths in Cβ and Cα, the most stretching is done in mapping the
largest gap in Cβ to the largest gap in Cα.

We define our desired Lipschitz surjection Φ : Kb
a → Ca × [a, b] by

Φ(x, y) = (φy
a(x), y).

Let (x1, y1), (x2, y2) ∈ Kb
a with y1 < y2. We note that, by construction, φy2

a =
φy1
a ◦ φy2

y1
. This suggests that we decompose the action of Φ by first moving

(x2, y2) to (φy2
y1
(x2), y2) and then mapping to (φy1

a (φy2
y1
(x2)), y2). For the point

(x1, y1), we need only do the one step to (φy1
a (x1), x1). By the uniform bound

|T ′
σ(y)| ≤ 2 (from above), we see that

|x1 − φy2
y1
(x2)| ≤ |x1 − x2|+ 2|y1 − y2| ≤ 2(|x1 − x2|+ |y1 − y2|).

We know that the mapping φy1
a : Cy1 → Ca is Lipschitz, so altogether Φ is

also Lipschitz. This proves that dimH(Kb
a) ≥ 1 − ln(2)/ ln(a). Taking an =

(1/2)(1− 1/n) and bn = (1/2 + an)/2, we see that

2 ≥ dimH(CH) ≥ dimH(Kbn
an
) ≥ 1 +

ln(2)

ln(2)− ln
(

n−1
n

) , for all n > 1,

10



and thus dimH(CH) = 2.
By a slight modification of the above procedure it is possible to construct

a Lipschitz surjection Ψ : Kb
a → Kd

c whenever c ≤ a and d ≤ b. By this
method, we can prove that dimH(Kb

a) = 1−ln(2)/ ln(b), so the “local” Hausdorff
dimension of CH varies from 1 at y = 0 up to 2 at y = 1/2.

We can also compute the Hausdorff measure of any Kb
a. For b = 1/2, we

know that h2(CH) = 0 and so h2(K
1/2
a ) = 0 for any a < 1/2. Continuing on to

b < 1/2, let 0 ≤ a < b < 1/2 be fixed and s = dimH(Kb
a) = − ln(2)/ ln(b) and

yn = b− (b− a)/n for n ≥ 1. Then

Kb
a =

⋃

n≥1

Kyn+1
yn

∪ (Cb × {b}) .

Since dimH(K
yn+1
yn ) < s for all n, we know that hs(K

yn+1
yn ) = 0 and so

hs(Kb
a) ≤

∑

n≥1

hs(Kyn+1
yn

) + hs(Cb × {b}) = 0.

Thus the Hausdorff measures of all the Kb
a are equal to zero, in their dimension.

5.2 The box counting dimension of CH.

The Hausdorff measures have very nice properties but are somewhat difficult
to work with. This makes computing the Hausdorff dimension difficult as well.
For these, as well as other, reasons many different dimensions and corresponding
measures of the “size” of a set have been defined. Among the simplest of these is
the box counting dimension. Given a bounded subset A ⊂ R

d, let Nδ(A) be the
smallest number of sets of diameter δ > 0 which will cover A. The box counting
dimension measures the asymptotic growth rate of Nδ(A) as δ decreases to zero,
specifically by fitting a model of the form Nδ(A) ∼ Cδ−s, and so

dimB(A) = lim
δ→0

ln(Nδ(A))

− ln(δ)
. (15)

Of course the limit doesn’t have to exist, so in general we have the upper box

dimension and lower box dimension given by

dimB(A) = lim sup
δ→0

ln(Nδ(A))

− ln(δ)
and dimB(A) = lim inf

δ→0

ln(Nδ(A))

− ln(δ)
.

Clearly for a bounded A ⊂ R
d we have Nδ(A) = O(δ−d) and so dimB(A) ≤ d.

Furthermore since Nδ(cl(A)) = Nδ(A) we have that the box dimensions of A
and cl(A) agree, where cl(A) is the closure of the set A.

Unfortunately the box dimensions are only finitely stable with dimB(∪k
i=1Ai) =

maxi dimB(Ai). The set A = {0} ∪ {1/n : n ≥ 1} ⊂ R provides a nice counter-
example to countable stability since dimB(A) = 1/2, as is not hard to show.

We also have a simple relation between the Hausdorff and box counting
dimensions. It is easy to see that hs

δ(A) ≤ Nδ(A)δs. Thus if hs(A) > 1 then for

11



sufficiently small δ > 0 we have 0 < ln(Nδ(A)) + s ln(δ) and so s ≤ dimB(A).
In particular, for any s ≤ dimH(A) we have hs(A) = +∞ and so s ≤ dimB(A).
This means that

dimH(A) ≤ dimB(A) ≤ dimB(A)

for any compact A.
There is another way to compute the box dimensions which will be more

useful for us. Given a set A ⊂ R
d and ǫ > 0 we define the ǫ-dilation of A as

Aǫ = {x : d(x, a) < ǫ, for some a ∈ A}.

Since Ld(Aδ) ≤ cNδ(A)δ
d for some constant c > 0 depending only on d, it’s

not surprising that there is a relationship between the box dimensions and the
decay rate of Ld(Aδ) as δ tends to zero. In fact, for A ⊂ R

d we have

dimB(A) = d− lim sup
δ

ln(Ld(Aδ))

ln(δ)
(16)

and

dimB(A) = d− lim inf
δ

ln(Ld(Aδ))

ln(δ)
. (17)

An especially interesting class of sets is the one composed of the so-called
Minkowski measurable sets. These are setsA ⊂ R

d such that limδ→0 Ld(Aδ)/δ
d−s

exists, where s = dimB(A). The limit is then called the Minkowski content of A.
Minkowski measurable sets are analogues of s-sets for box counting dimension.

Computing the box dimension of Kb

a
.

The box dimension of CH is equal to two, since 2 = dimH(CH) ≤ dimB(CH) ≤
dimB(CH) ≤ 2. Furthermore, because CHδ decreases to CH and L2(CH) = 0, we
know that limδ→0 L2(CHδ)δ

2−2 = 0, so that CH is also Minkowski measurable
with content equal to zero.

Getting the box dimension of Kb
a is more difficult and to do this we explicitly

estimate the exponential rate of decay in the “tube formula” (which gives the
area of (Kb

a)ǫ). Amazing as it sounds, this is simpler than estimating Nδ(K
b
a).

For the rest of this section we fix [a, b] ⊂ [0, 1/2) and set V (ǫ) = L2((Kb
a)ǫ). We

know that
1− ln(2)/ ln(b) = dimH(Kb

a) ≤ dimB(K
b
a)

and thus we just need to get an upper bound on the box dimension.
Our idea is to use an explicit expression for the length, Ly(ǫ), of the ǫ-dilation

of Cy for each y ∈ [a, b] and then integrate this over y to get an area. Now, this
will give the area of a “horizontal” dilation of Kb

a, and not a true ǫ-dilation of
Kb

a. However, if V (ǫ) is the area of the ǫ-dilation and Vh(ǫ) is the area of our
“horizontal” dilation, it is not hard to see that

Vh(ǫ) ≤ V (ǫ) ≤ Vh(
√
2ǫ), (18)

12



so if Vh(ǫ) → 0 as ǫ → 0, then the same is true for V (ǫ). For (18), it is important
that we know that the derivative of any of the functions which parameterize the
strands is uniformly bounded by 2. In particular, none of these curves are close
to being horizontal. This is also why it is reasonable to integrate the length of
the dilation of Cy and obtain the area of the “horizontal” dilation of Kb

a. That
is, for a random stacking of Cantor sets (even with these same interval lengths),
there is no reason to expect a geometric relationship between an ǫ-dilation at
height y and an ǫ-dilation at a height y′. Since the hairs are analytic functions,
there is a smooth change from one Cy to the nearby Cy′ , and thus the integration
is a reasonable thing to do.

For a given y, Cy is a central Cantor set with scaling factor y, so from
equation (1.9) in [9] we see that the length of the ǫ-dilation of Cy is

Ly(ǫ) = 2ǫ#{ gaps ≥ 2ǫ}+
∑

{ all gaps < 2ǫ} . (19)

To understand (19), think about the gap endpoints. If x an endpoint for a gap
g and |g| < 2ǫ, then the g ⊂ (Cy)ǫ.

As there are 2n gaps of length (1 − 2y)yn, this then means that for (1 −
2y)yn ≥ 2ǫ we must have

n ≤ N(y, ǫ) :=









ln
(

2ǫ
1−2y

)

ln(y)







 . (20)

Thus,

Ly(ǫ) = 2ǫ(2N(y,ǫ)+1 − 1) + (1− 2y)
∑

k>N(y,ǫ)+1

(2y)k

= 2ǫ(2N(y,ǫ)+1 − 1) + (2y)N(y,ǫ)+2. (21)

We will integrate this expression in y over the range [a, b]. The main difficulty
is that y influences the value of an integer in both terms. So, the simplest thing
is to break the integral up into parts where this integer value is constant. For
each k between N(a, ǫ) and N(b, ǫ) let yk ∈ [a, b] satisfy (1 − 2yk)y

k
k = 2ǫ so

that the intervals [yk, yk+1] form a partition of [a, b]. Let γ = 1/(1− 2b). Since
(2ǫ)1/k solves xk = 2ǫ, we know that

(2ǫ)1/k ≤ yk ≤ (2ǫ)1/k(1− 2b)−1/k = (2ǫ)1/kγ1/k.

Thus we get

∫ b

a

Ly(ǫ) dy ≤
k=N(b,ǫ)
∑

k=N(a,ǫ)

{

2ǫ

∫ yk+1

yk

(2k+1 − 1) dy

+

∫ yk+1

yk

(2y)k+2 dy

}

13



≤
k=N(b,ǫ)
∑

k=N(a,ǫ)

{

2ǫ

∫ (2ǫγ)1/(k+1)

(2ǫ)1/k
(2k+1 − 1) dy

+

∫ (2ǫγ)1/(k+1)

(2ǫ)1/k
(2y)k dy

}

. (22)

First, we will estimate the second integral in (22) and its contribution to the
sum. We see that

∫ (2ǫγ)1/(k+1)

(2ǫ)1/k
(2y)k dy = 2ǫ

2k

k + 1
(γ − (2ǫ)1/k) ≤ 2ǫγ

2k

k + 1
.

Thus we have that the integral of the second term goes as

2ǫγ

k=N(b,ǫ)
∑

k=N(a,ǫ)

2k/(k + 1) ∼ 2ǫγ

∫ N(b,ǫ)

N(a,ǫ)

2x/(x+ 1) dx

∼ 2ǫγ
(

2N(b,ǫ)
)

(

1

ln(2)N(b, ǫ)
+ H.O.T.

)

∼ (2ǫ)1+ln(2)/ ln(b) C

| ln(2ǫ)− ln(1− 2b)| . (23)

Estimating the first term in (22) is similar. Using the Mean Value Theorem
for the function (x, y) 7→ x1/y we have

∫ (2ǫγ)1/(k+1)

(2ǫ)1/k
(2k+1 − 1) dy = (2k+1 − 1)((2ǫγ)1/(k+1) − (2ǫ)1/k)

≤ 2k+1(2ǫγ)1/(k+1)

(

γ − 1

k
− ln(2ǫ)

k2

)

.

Thus,

2ǫ

k=N(b,ǫ)
∑

k=N(a,ǫ)

∫ (2ǫγ)1/(k+1)

(2ǫ)1/k
(2k+1−1) dy ≤ 4ǫγ



(γ − 1)

k=N(b,ǫ)
∑

k=N(a,ǫ)

2k/k − ln(2ǫ)

k=N(b,ǫ)
∑

k=N(a,ǫ)

2k/k2



 .

(24)
The first sum has the same estimate as (23). For the second sum, we see that

∫ N(b,ǫ)

N(a,ǫ)

2x/x2 dx ∼ 2x
1

ln(2)N(b, ǫ)2
.

Putting this information together we obtain

2ǫ

k=N(b,ǫ)
∑

k=N(a,ǫ)

∫ (2ǫγ)1/(k+1)

(2ǫ)1/k
(2k − 1) dy = O

(

(2ǫ)1+ln(2)/ ln(b) C

| ln(2ǫ)− ln(1− 2b)|

)

. (25)
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The final result of (23) and (25) is that

V (ǫ)/ǫ1+ln(2)/ ln(b) = O

(

1

ln(2ǫ)

)

and so dimB(K
b
a) = 2− [1 + ln(2)/ ln(b)] = 1− ln(2)/ ln(b). Furthermore, Kb

a is
Minkowski measurable with content equal to zero because of the ln(2ǫ) in the
denominator of both (23) and (25). Note, however, that the decay to zero is
very slow.

Comments.

We notice that dimH(CH) = 2 but that L2(CH) = 0 = h2(CH) and so CH is a
rather simple example of a set with maximal dimension and zero measure. It is
a more interesting and simpler example of this than the set

S = {x ∈ [0, 1] : lim
n

#{1 ≤ i ≤ n : ith binary digit of x is one}
n

does not exist},

which is a 1 dimensional set with zero Lebesgue measure. However, S is not
compact and cl(S) = [0, 1], so the Minkowski content doesn’t agree with the
Lebesgue measure, unlike in the case of CH. The behaviour of CH and Kb

a is
the same with respect to both the Hausdorff and box counting dimensions and
with respect to the Hausdorff measure and Minkowski content.

6 Generalizations.

It is pretty simple to change the construction of CH to obtain variations, such
as the sets illustrated in Figure 2.

The idea is to vary the “stack” of Cantor sets. This is accomplished by
changing the contraction factor for the maps in (4) from y to some function
g(y) of y. That is, we use the two maps

w0(x, y) = g(y)x and w1(x, y) = g(y)x+ (1− g(y)), (26)

for some appropriate (and interesting) choice for g(y). Figure 2 illustrates
(clockwise from upper left) the sets associated with the functions g(y) = 1/2−
√

1/4− y2, g(y) = sin(2πy)/2, and g(y) =
√

y/2, g(y) = 2y2. The only real
restriction on g is that 0 ≤ g(y) ≤ 1/2 for y ∈ [0, 1/2]. For polynomial g it is
easy to do explicit computations and we see that, just as in the standard case of
g(y) = y, all the strands which are visible in the image are polynomial functions
of y.

We will use CHg to denote the version of CH associated with the function
g(y).
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Figure 2: Variations on CH.

Area of “gaps.”

For particular choices of g(y) it is also possible to obtain explicit values for the
areas of the “gaps” in CHg. One non-polynomial case is particularly interesting,

where we set g(y) = 1/2 −
√

1/4− y2. In this case, the central gap is a semi-
circle. The calculations in this case are more complicated than in the standard
case but it is still relatively simple to obtain explicit formulas for the areas of
the “gaps.” The formula for the area of an nth stage “gap” is

2−n−1

∫ 1/2

0

√

1− 4y2(1−
√

1− 4y2)n−1 dy.

This is a perfect integral for a trigonometric substitution of the form y =
sin(θ)/2, giving the integral

An = 2−n−2

∫ π/2

0

cos2(θ)(1− cos(θ))n−1 dθ.

Explicitly computing these and checking if they sum to 1/2 is rather tedious.
There is a nice trick, however. We see that the total area is equal to

∑

n

2nAn = 1/2

∫ π/2

0

cos2(θ)
∑

n≥0

(1− cos(θ))n dθ

= 1/2

∫ π/2

0

cos2(θ)
1

1− 1 + cos(θ)
dθ

= 1/2

∫ π/2

0

cos(θ) dθ = 1/2.
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We leave it up to the reader to justify the exchange of the infinite sum and
the integral. This calculation is part of a more general fact. For a general
function g(y), we have that the Cantor set at “level” y with scaling ratio g(y)
has Lebesgue measure zero (as long as g(y) < 1/2) since the sum of the gaps is

∑

n≥1

(1− 2g(y))(g(y))n−1 =
1− 2g(y)

1− 2g(y)
= 1.

The area of one of the 2n−1 nth “stage” gaps is

∫ 1/2

0

(1− 2g(y))(g(y))n−1 dy

and so the sum of all of them is

∑

n≥1

∫ 1/2

0

(1−2g(y))(g(y))n−1 dy =

∫ 1/2

0

∑

n≥1

(1−2g(y))(g(y))n−1 dy =

∫ 1/2

0

1 dy = 1/2.

Thread functions are real-analytic.

If the function g(y) is real-analytic, then so are all the thread functions. This is
rather simple to show since in this case the thread function for σ ∈ Σ is given
by

T g
σ (y) = (1− g(y))g(y)−1

∑

n≥1

σng(y)
n, (27)

for all y such that g(y) 6= 0, 1. In fact, we see that T g
σ = Tσ ◦ g and so T g

σ

is real-analytic as it is the composition of two real-analytic functions. From
this viewpoint, the standard version of CH has a “universality” property since
the thread functions for any variation are constructed in a simple way from the
thread functions of the standard version.

Geometric measure-theoretic properties.

Suppose that both g and g−1 are C1. Then the following function Φ : CH → CHg

is easily seen to be bi-Lipschitz

Φ(x, y) = (x, g−1(y)).

Thus dimH(CHg) = 2 and L2(CHg) = h2(CHg) = 0 under these conditions.
Notice that this condition is satisfied for three of the examples in Figure 2.

Furthermore, under this same condition the integral estimates for the “hori-
zontal” tube formula for CHg are a straightfoward change-of-variable from that
for CH, so we obtain the same decay rate, up to a constant multiplier.

Since we obtained the Hausdorff dimension, Hausdorff measure, box dimen-
sion, and Minkowski content for Kb

a for any 0 ≤ a < b ≤ 1/2, we can use this
information to analyze these same local properties of any CHg.
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