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Abstract— In this paper, we propose a new error assessment method for isogeometric analysis of 2D heat conduction problems. The posteriori error estimation is obtained by resolving the isogeometric analysis problem with several $k$-refinement steps. The main feature of the proposed method is that the resulted error estimation surface has a B-spline form, according to the main idea of isogeometric analysis. Though the error estimation method is expensive, it can be used as an error assessment method for isogeometric analysis. Two comparison examples are presented to show the efficiency of the proposed method.

Keywords— Isogeometric analysis, posteriori error estimation, $k$-refinement, heat conduction

I. INTRODUCTION

Usually, CAD modeling software relies on splines or NURBS representations, while the CAE software for CAD object uses mesh-based geometric descriptions (structured or unstructured). Therefore, in conventional approaches, several information transfers occur during the design phase, yielding approximations and non-linear transformations that can significantly deteriorate the overall efficiency of the design optimization procedure.

The isogeometric analysis (IGA for short) method proposed by Hughes et al. in [12] can be employed to overcome the gap between CAD and CAE. The approach uses the same type of mathematical representation (spline representation), both for the geometry and for the physical solutions, and thus avoids data transfers between the design and analysis phases. Moreover it reduces the number of parameters needed to describe the geometry, which is of particular interest for shape optimization. This framework allows to compute the analysis solution on the exact geometry (not a discrete geometry), obtain a more accurate solution (high-order approximation), reduce spurious numerical sources of noise that deteriorate convergence. Moreover, NURBS representation is naturally hierarchical and allows to perform refinement operations to improve the analysis result.

Since the concept of isogeometric analysis was proposed, many researchers in the fields of computational mechanical and geometric modeling were involved in this topic. The current work on isogeometric analysis can be classified into three categories: (1) application of IGA to various simulation and analysis problems[2][5][9][11]; (2) application of various modeling tools in geometric computation to IGA [6][10] [7] [14]; (3) error estimation, accuracy and efficiency improvement of IGA framework by reparameterization and refinement operations [1][4][3][8][13][15][16].

The topic of this paper belongs to the third field. As far as we know, there are few works on the error estimation method in isogeometric analysis. Bazilevs et al. studied the error estimation for $h$-refined mesh in isogeometric analysis[4]; some estimates for $h-p-k$-refinement in isogeometric analysis are investigated in [3]; Dörfl et al. proposed a posteriori error estimation for local $h$-refinement with T-splines[10]. In [16], an error assessment method is proposed based on $h$-refinement operation. In this paper, we propose a new error assessment method for isogeometric analysis of two-dimensional heat conduction problems, which is obtained by resolving the isogeometric analysis problem with several $k$-refinement steps.

The remainder of the paper is organized as follows. Section II introduces the isogeometric analysis and $k$-refinement for two dimensional heat conduction problems. Section III presents the error assessment method based on $k$-refinement for isogeometric analysis of two dimensional heat conduction problems. Some examples and comparisons with $h$-refinement method are presented in Section IV. Finally, we conclude this paper and outline future works in Section V.

II. ISOGEOEMETRIC ANALYSIS OF HEAT CONDUCTION PROBLEM

Given a domain $\Omega$ with $\Gamma = \partial \Omega_D \cup \partial \Omega_N$, for ease of presentation, we consider the two dimensional second order elliptic PDE with homogeneous Dirichlet boundary condition as an illustrative model problem:
\[ \Delta U(x) = f(x) \quad \text{in } \Omega \]
\[ U(x) = U_0(x) \quad \text{on } \partial \Omega \]

where \( x \) are the Cartesian coordinates, \( \Omega \) is a Lipschitz domain with boundary \( \partial \Omega \). \( f(x) \in L^1(\Omega) : \Omega \rightarrow \mathbb{R} \) is a given source term, and \( U(x) : \Omega \rightarrow \mathbb{R} \) is the unknown solution.

According to a classical variational approach, we seek for a solution \( U \in H^1(\Omega) \), such as \( U(x) = U_0(x) \) on \( \partial \Omega \) and:
\[ \int_\Omega \nabla(U(x)) \cdot \psi(x) \, d\Omega = \int_\Omega f(x) \psi(x) \, d\Omega \quad \forall \psi \in H^1(\Omega), \]
where \( \psi(x) \) are test functions. After integrating by parts and using boundary conditions, we obtain:
\[ -\int_\Omega \nabla U(x) \cdot \nabla \psi(x) \, d\Omega = \int_\Omega f(x) \psi(x) \, d\Omega \]

According to the IGA paradigm, the temperature field is represented using B-spline basis functions. For a 2D problem, we have:
\[ U(x) = T(\xi, \eta) = \sum_{i=1}^{n} \sum_{j=1}^{m} \hat{N}_i^p(\xi) \hat{N}_j^p(\eta) T_{ij}, \]
where \( \hat{N}_i \) functions are B-Spline basis functions and \( u = (\xi, \eta) \in P \) are domain parameters. Then, we define the test functions \( \psi(x) \) in the physical domain such as:
\[ N_0(x) = N_0(x, y) = N_0(T(\xi, \eta)) = \hat{N}_i(\xi, \eta) = \hat{N}_j^p(\xi) \hat{N}_j^p(\eta). \]
The weak formulation Eq. (2) reads:
\[ \sum_{k=1}^{n} \sum_{l=1}^{m} T_{kl} \int_\Omega \nabla N_{kl}(x) \cdot \nabla N_{kl}(x) \, d\Omega = \int_\Omega f(x) N_{kl}(x) \, d\Omega. \]
Finally, we obtain a linear system similar to that resulting from the classical finite-element methods, with a matrix and a right-hand side defined as:
\[ M_{ij} = \int_\Omega \nabla N_{ij}(x) \cdot \nabla N_{ij}(x) \, d\Omega = \int_\Omega \nabla u \cdot \hat{N}_{ij}(u) B(u)^T B(u) \nabla u \hat{N}_{ij}(u) J(u) \, dP \]
where \( J \) is the Jacobian of the transformation, \( B^T \) is the transposed of the inverse of the Jacobian matrix. The above integrations are performed in the parameter space using classical Gauss quadrature rules.

Starting from a planar B-spline surface as computational domain, an isogeometric solver for thermal conduction problem (1) has been implemented in the AXEL\(^1\) platform, yielding a B-spline surface as solution field. Gauss-Seidel algorithm is employed to solve the linear system. Fig.1 shows an example of planar B-spline surface as computational domain and the corresponding isogeometric analysis results for two-dimensional heat conduction problems.

In order to improve the simulation results, refinement operation can be performed for two parametric directions. There are three kinds of refinement operations in isogeometric analysis: \( h \)-refinement by knot insertion, \( p \)-refinement by

---
\(^1\) http://axel.inria.fr/
degree elevation operation, and \( k \) -refinement combining by knot insertion and degree elevation. The \( k \) -refinement operation is performed by elevating the degree of basis function to a desired order firstly followed by knot insertion thus obtaining the maximum available continuity. Compared with finite element analysis, the main advantage of refinement operations in isogeometric analysis is that the geometry of the computational domain can be kept while the degree of freedom increases. Fig. 2 presents an example to compare \( h \)-refinement, \( p \)-refinement and \( k \)-refinement in isogeometric analysis. Note that the number of control points increases during the refinement operation, and more degree of freedom can be achieved by \( k \)-refinement.

III. ERROR ASSESSMENT METHOD BASED ON \( k \)-REFINEMENT

Suppose that \( U(\mathbf{x}) \) is the exact solution, and \( U_h(\mathbf{x}) \) is the approximation solution obtained by isogeometric method in Section II, then the discrete error \( e \) can be written as

\[
e = U - U_h.
\]  \( (3) \)

After performing Laplacian operator \( \Delta \) on each side of (3), a posteriori error assessment can be obtained by resolving the following problem,

\[
\Delta e = f - \Delta U_h \quad \text{in } \Omega
\]  \( (4) \)

From (4), the crucial point of a posteriori error estimation is the computation of \( \Delta U_h(\mathbf{x}) \). The following proposition is presented to show the computation of \( \Delta U_h(\mathbf{x}) \) directly on the parametric domain:

**Proposition 1.** Given B-spline parameterization \( \sigma(\xi, \eta) = (x(\xi, \eta), y(\xi, \eta)) \) of the computational domain and the solution field \( U_h(\mathbf{x}) = U_h(x(\xi, \eta), y(\xi, \eta)) = T(\xi, \eta) \) over \( \sigma(\xi, \eta) \), then \( \Delta U_h(\mathbf{x}) \) has the following form,

\[
\Delta U_h = \frac{\partial^2 U_h}{\partial^2 x} + \frac{\partial^2 U_h}{\partial^2 y} = J L_x T_{\eta \eta} - J L_y T_{\xi \xi} + L_{\xi \xi} T_{\eta \eta} - L_{\eta \eta} T_{\xi \xi},
\]  \( \text{JK} \)

where

\[
J = x_{\xi} y_{\eta} - y_{\xi} x_{\eta}, \quad K = (x_{\xi} y_{\eta})^2 - (x_{\eta} y_{\xi})^2;
\]

\[
L_{\xi} = x_{\xi} y_{\eta} - y_{\xi} x_{\eta}, \quad L_{\eta} = x_{\xi} y_{\eta} - y_{\xi} x_{\eta};
\]

\[
L_{\xi \xi} = (L_{\xi} y_{\eta\eta} - L_{\eta} y_{\xi\xi}) x_{\eta} - (L_{\eta} x_{\eta\eta} - L_{\xi} x_{\xi\xi}) y_{\xi},
\]

\[
L_{\eta \eta} = (L_{\xi} y_{\eta\eta} - L_{\eta} y_{\xi\xi}) x_{\eta} - (L_{\eta} x_{\eta\eta} - L_{\xi} x_{\xi\xi}) y_{\eta}.
\]

**Proof.** The idea of isogeometric analysis is to use the same mathematical representation for the computational domain and solution field. Suppose that the computational domain \( \Omega \) is parameterized by the following planar B-spline surface:

\[
\sigma(\xi, \eta) = (x(\xi, \eta), y(\xi, \eta)) = \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} N_i^x(\xi) N_j^y(\eta) c_{ij},
\]  \( \text{eq} \)

In isogeometric analysis, the solution field of heat conduction problem (1) over the computational domain \( \Omega \) has the following form,

\[
U_h(x(\xi, \eta), y(\xi, \eta)) = T(\xi, \eta) = \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} N_i^x(\xi) N_j^y(\eta) T_{ij},
\]  \( \text{eq} \)

Here \( T_{ij} \) are the unknown variables in isogeometric analysis to be solved from the boundary condition and Eq. (1).

From \( U_h(x(\xi, \eta), y(\xi, \eta)) = T(\xi, \eta) \), we have

\[
\frac{\partial T}{\partial \xi} = \frac{\partial U_h}{\partial \xi} + \frac{\partial U_h}{\partial \eta} \frac{\partial y}{\partial \xi},
\]

\[
\frac{\partial T}{\partial \eta} = \frac{\partial U_h}{\partial \eta} + \frac{\partial U_h}{\partial \eta} \frac{\partial y}{\partial \eta}.
\]

Then we can obtain

\[
\frac{\partial U_h}{\partial x} = \frac{\partial T}{\partial \xi} / J, \quad \frac{\partial U_h}{\partial y} = \frac{\partial T}{\partial \eta} / J,
\]

where \( J = x_{\xi} y_{\eta} - x_{\eta} y_{\xi} \).

Similarly,

\[
\frac{\partial^2 T}{\partial \xi^2} = \frac{\partial^2 U_h}{\partial \xi^2} + \frac{\partial^2 U_h}{\partial \xi \partial \eta} + \frac{\partial^2 U_h}{\partial \xi \partial \eta} + \frac{\partial^2 U_h}{\partial \eta^2},
\]

\[
\frac{\partial^2 T}{\partial \eta^2} = \frac{\partial^2 U_h}{\partial \eta^2} + \frac{\partial^2 U_h}{\partial \eta \partial \xi} + \frac{\partial^2 U_h}{\partial \eta^2} + \frac{\partial^2 U_h}{\partial \xi \partial \eta}.
\]

From above two equations, we have

\[
\frac{\partial^2 U_h}{\partial x^2} = [y_{\xi}^2 (T_{\xi \xi} - \frac{\partial U_h}{\partial x} x_{\xi} - \frac{\partial U_h}{\partial y} y_{\xi}) - \frac{y_{\xi}^2}{K}],
\]

\[
\frac{\partial^2 U_h}{\partial y^2} = [x_{\eta}^2 (T_{\eta \eta} - \frac{\partial U_h}{\partial x} x_{\eta} - \frac{\partial U_h}{\partial y} y_{\eta}) - \frac{x_{\eta}^2}{K}].
\]

Hence, we can obtain
Fig. 3 Comparison of error assessment method based on $h$-refinement and $k$-refinement: (a) isogeometric solution surface with control points; (b) error surface obtained by three $h$-refinement steps; (c) error surface obtained by three $k$-refinement steps; (d) exact error color map; (e) color map of error surface in Fig. 3 (b); (f) colormap of error surface in Fig. 3 (c).

\[
\Delta U_h = \frac{\partial^2 U_h}{\partial x^2} + \frac{\partial^2 U_h}{\partial y^2} = \frac{[(x_h^2 - y_h^2)(T_{y\eta} - \frac{\partial U_h}{\partial x} x_{\eta} - \frac{\partial U_h}{\partial y} y_{\eta}) - (x_{\eta} - y_h^2)(T_{x\eta} - \frac{\partial U_h}{\partial x} y_{\eta} - \frac{\partial U_h}{\partial y} x_{\eta})]}{K}
\]

where
\[
L_{x\eta} = x_h^2 - y_h^2, \quad L_{x\eta} = x_h^2 - y_{\eta}^2,
\]
\[
L_{x\eta\eta} = (L_{x\eta} y_{\eta\eta} - L_{x\eta} y_{\eta\eta}) x_{\eta} - (L_{x\eta} y_{\eta\eta} - L_{x\eta} y_{\eta\eta}) y_{\eta},
\]
\[
L_{x\eta\eta\eta} = (L_{x\eta\eta} y_{\eta\eta\eta} - L_{x\eta\eta} y_{\eta\eta\eta}) x_{\eta} - (L_{x\eta\eta} y_{\eta\eta\eta} - L_{x\eta\eta} y_{\eta\eta\eta}) y_{\eta}.
\]

This completes the proof. □

The approximation error surface $e$ from (4) also has a B-spline form. Different from the method in [16], we perform several $k$-refinement operations to achieve more accurate results. Though it is much more expensive, we can use it as an error assessment method for isogeometric simulation solutions. As a summary, the procedure of error assessment method for model problem (1) can be described as follows:

**Input:** the isogeometric solution $U_h(x)$ over computational domain $\Omega$

**Output:** the error surface $e$

1. Compute $\Delta U_h(x)$ according to Proposition 1;
2. Solve the isogeometric analysis problem (4) with several $k$-refinement steps;
3. Output the error surface $e$.

IV. EXAMPLES AND COMPARISONS

In this paper, we test the error assessment methods based on $h$-refinement and $k$-refinement for the heat conduction problem (1) with source term
\[
f(x, y) = \frac{-4\pi^2}{9} \sin\left(\frac{\pi x}{3}\right) \sin\left(\frac{\pi y}{3}\right).
\]
For this problem with boundary condition $U_h(x) = 0$, the exact solution over the computational domain $[0, 3] \times [0, 3]$ is
\[
U(x, y) = 2 \sin\left(\frac{\pi x}{3}\right) \sin\left(\frac{\pi y}{3}\right).
\]
Fig. 3 illustrates an example over the computational domain $[0, 3] \times [0, 3]$, which has exact solution for problem (1). The isogeometric solution surface with control points are shown in Fig. 3(a), the error surface obtained by three $h$-refinement steps are illustrated in Fig. 3 (b), Fig. 3 (c) shows the error...
A new error assessment method for isogeometric analysis of two-dimensional heat conduction problems is proposed in this paper. The basic idea is to resolve the isogeometric analysis problem with several $k$ -refinement steps. The main feature of the proposed method is that the resulted error estimation surface also has a B-spline representation. It can be used as an error assessment method for isogeometric analysis results. The efficiency of the proposed method is proved by several comparison examples.

In the future, we will generalize the proposed method to 3D case and employ it to validate the $r$ -refinement method in 3D isogeometric analysis as in [16].
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