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Abstract—In this paper, we study the optimal power allocations
in cooperative multiple access channels (CMACs), where we aim
at maximizing the rate achievable by both sources simultaneously
rather than the sum of achievable rates. Separating our study
between the coherent and non-coherent case, we obtain closed-
form expressions for the optimal power allocations w.r.t. the outer
bounds of the capacity region, as well as decode-and-forward and
non-cooperative inner bounds. We point out during our resolution
that the general CMAC model behaves as a multiple access relay
channel (MARC), where a “virtual” relay node is introduced to
represent the cooperation between the sources. This equivalent
model simplifies the original power allocation problem. We finally
show that the general cut-set outer bound on the capacity region
of the equivalent MARC matches exactly the tightest known outer
bound on the capacity region of the original CMAC.

I. INTRODUCTION

The study of the non-cooperative multiple access channel
(MAC) traces back to Shannon in 1961. We refer the reader
to [1, Ch.4] for a survey on the bibliography of the MAC. The
cooperative case of the MAC, where sender nodes can commu-
nicate with one another, can be linked to studies on the MAC
with generalized feedback as studied by Carleial [2], where the
feedback signals are considered as direct transmission between
the sources. In [3], Cover and Leung developped an inner
decode-and-forward bound on the capacity of the MAC with
feedback, which has been adapted by Laneman to the CMAC
in [4]. An alternative model for a CMAC has been introduced
by Willems [5] where senders are linked by a bitpipe of
fixed capacity. In his paper, Willems characterized the capacity
region in the discrete memoryless case, whereas an alternative
proof for the Gaussian case has been presented by Bross et al.
[6]. More recently, Tandon and Ulukus tightened the traditional
cut-set outer bound on the capacity region of the CMAC in
[7], using a dependence-balance relation between the source
distributions. The dependence-balance has been introduced by
Hekstra and Willems in [8] in the context of two-way channels.

Power allocation in the CMAC under an average power
constraint at each node has been studied in [9] through a
specific partial decode-and-forward implementation. A more
general power allocation scheme has been derived in [10], still
under a per-node power constraint. In [11], the authors studied
the sum-rate maximization under a per-node power constraint
and a fading channel hypothesis, where source nodes have
access to the channel state information at all times. They
derived the analytical form of the optimal solution and an

efficient algorithm based on subgradient methods.
The paper is organized as follow. We consider various

scheme on the CMAC model as described by Laneman [4].
We aim at maximizing the common rate achievable by both
sources simultaneously. The first part of the paper treats the
non-coherent case, under the hypothese that the source nodes
cannot synchronize their transmission precisely enough to
create a coherent addition of their signals at the destination. We
derive optimal power allocations w.r.t. the common achievable
rate for the cut-set outer bound as well as the non-cooperative
MAC. We then describe a non-coherent decode and forward
inner bound and the derivation of the optimal power allocation.
In the second part of the paper we focus on the coherent
case, extracting the optimal power allocation for the Laneman
decode-and-forward inner bound [4]. We point out that in this
case, the CMAC model behaves as an equivalent multiple
access relay channel (MARC, see [12]), by introducing a
“virtual” relay node concentrating the cooperative part of the
transmission by the sources. We show that the outer bound
on the capacity of this equivalent channel matches the tightest
outer bound known to date on the capacity of the CMAC [7].

II. MODEL DESCRIPTION

A. Network and channel model

The cooperative multiple access channel (CMAC) is a net-
work model composed of two sources nodes and a destination
node, sometimes referred to as multiple access channel with
user cooperation. In this paper, we consider a full-duplex
CMAC, where nodes are able to send and receive information
at the same time. Each source aims at transmitting its own
message, possibly helping the other source along the way. We
write Xi and Yi the signals respectively sent and received
by the sources i ∈ {1, 2}, while the signal received by the
destination is referred to as YD.

From [1, Th.18.4] we can write the upper bound on the
capacity of this channel as the capacity of every cut in the
network. Considering the transmission rates of sources 1 and
2 as R1 and R2 respectively, we write :

R1 ≤ I(X1;Y2, YD|X2) (1a)
R2 ≤ I(X2;Y1, YD|X1) (1b)

R1 +R2 ≤ I(X1, X2;YD) (1c)
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Fig. 1: Cooperative multiple access channel under a Gaussian
hypothesis, where each node receive signals corrupted by
white gaussian noise.

We focus in this paper on an analysis of the Gaussian CMAC
(Fig.1). We consider that the each node is subject to a mean
power constraint Pi, and that the sum of their transmission
powers is such that P1 + P2 = Ptot. The signals between
the nodes are scaled by a fixed coefficient hi,j and corrupted
by white noise of density N0. The signals from the source
nodes to the destination have a potential correlation factor.
We consider natural logarithms and our capacity results are
thus in nats/s. In order to simplify the expression, we decide
to normalize the power further by the value of the channel
coefficient of the inter-source link h1,2, e.g. changing Pi into
P̄i = |h1,2|2Pi. This leads us not to consider the 1-D link
and 2-D link channel coefficients directly, but rather their
relative quality w.r.t. to the inter-source link. We will write
l1 = h2

1,D/h
2
1,2 and l2 = h2

2,D/h
2
1,2 in the remainder of the

paper. Using these hypotheses, the derivation of the upper
bound on the capacity of the CMAC can be written:

R1 ≤ log
(
1 + (1 + l1)(1− ρ2)P̄1

)
(2a)

R2 ≤ log
(
1 + (1 + l2)(1− ρ2)P̄2

)
(2b)

R1 +R2 ≤ log
(

1 + l1P̄1 + l2P̄2 + 2ρ
√
l1l2P̄1P̄2

)
(2c)

We can note that the signals from the source nodes to the
destination have a potential correlation factor ρ. This corre-
lation stems from their cooperation, and requires a coherent
transmission between both sources on top of a joint codebook
design for the cooperative phase.

B. Common rate

Usually, there are tradeoffs to be made between the rates
of different nodes in a multi-terminal network. As such,
unlike the single link case, there are no unilateraly best
achievable region in a multi-source channel model. We con-
sider applications in small-scale networks where source nodes
have constraints on their effective rates. Equations (2) define
an upper bound on the region for achievable rates for the
CMAC, but what we are actually interested in is which rate
is achievable by both nodes. Going towards this description
is straightforward. The common rate semi-line R1 = R2 = R
will intersect the convex closure of every possible rate re-
gions obtained using (2) at a single point in realistic cases,

allowing us to go from treating a region of achievable rates
to a single rate variable R. This model is actually readily
expanded into different relative demands on the rates of
each node. For example, we may well transform the region
{R1 ≤ . . . , R2 ≤ . . . , R1 +R2 ≤ . . .} in (2) into the region
{R ≤ . . . , αR ≤ . . . , (1 + α)R ≤ . . .} for some fixed value of
α > 0. We would then obtain, as a result of our optimization
problems, the value of R at the intersection of the convex
closure of possible rate regions with the semi-line R1 = αR2.

III. NON-COHERENT CMAC

Coherency is difficult to achieve in practical systems, due
to the technological requirements. Both source have to send
signals in a synchronous manner in order to achieve a beam-
forming gain at the destination. They also have to share a
common codebook and choose their symbols cooperatively so
that their respective signals do add at the receiver.

A. Simple bounds

When either of the coherency technical requirements aren’t
met, the upper bound reduces to a simpler case with ρ = 0. In
that case, under the common rate framework, we can obtain
the optimal power allocation w.r.t. to the upper bound by
solving a convex optimization problem. We have the following
proposition:

Proposition 1. We consider a full-duplex CMAC as repre-
sented on Fig.1. If the sources are not able to signal coherently
at the destination, the optimal power allocation for both
sources to attain the maximum common rate R+

CMAC with
respect to the upper bound is:

P̄1 =


P̄tot −

√
(2+l1+l2)2+4l1(1+l2)2P̄tot−(2+l1+l2)

2(1+l2)2 if l1 > l2
P̄tot

2 if l1 = l2√
(2+l1+l2)2+4l2(1+l1)2P̄tot−(2+l1+l2)

2(1+l1)2 if l1 < l2
(3)

The value of R+
CMAC is obtained by plugging these allocations

in the expressions in (2), along with ρ = 0.

Proof: We write the optimization problem as:

minimize
R,P̄1,P̄2

−R

subject to R ≤ log
(
1 + (1 + l1)P̄1

)
R ≤ log

(
1 + (1 + l2)P̄2

)
2R ≤ log

(
1 + l1P̄1 + l2P̄2

) (4)

We write the lagrangian function L(λ1, λ2, λ3, µ,R, P̄1, P̄2)
as follow [13]:

L = −R+ λ1

[
R− log

(
1 + (1 + l1)P̄1

)]
+ λ2

[
R− log

(
1 + (1 + l2)P̄2

)]
+ λ3

[
2R− log

(
1 + l1P̄1 + l2P̄2

)]
+ µ

[
P̄1 + P̄2 − P̄tot

] (5)



The partial derivatives of the lagrangian function are thus:

∂L
∂R

= λ1 + λ2 + 2λ3 − 1 (6)

∂L
∂P̄1

= − λ1(1 + l1)

1 + (1 + l1)P̄1
− λ3l1

1 + l1P̄1 + l2P̄2
+ µ (7)

∂L
∂P̄1

= − λ2(1 + l2)

1 + (1 + l2)P̄2
− λ3l2

1 + l1P̄1 + l2P̄2
+ µ (8)

The Karush-Kuhn-Tucker conditions tell us that either the
constraint inequalities are met with equality, or the associated
λi is equal to zero [13]. Furthermore, we have µ 6= 0. We can
proceed by elimination:

• Having only λ1 6= 0 or λ2 6= 0 leads to a violation of the
condition µ 6= 0.

• For λ3 6= 0 and λ1 = 0, λ2 = 0 we have that necessarily
l1 = l2 and in that case P̄1 = P̄2 = P̄tot/2.

• Having λ1 6= 0, λ2 6= 0 and λ3 arbitrary is impossible,
since the sum of the first two inequalities in (4) is stricly
higher that the third constraint for any P1, P2 6= 0.

We must thus study the cases where the (λ1 6= 0, λ3 6= 0, λ2 =
0) and (λ2 6= 0, λ3 6= 0, λ1 = 0). We detail the case where
λ2 = 0, the proof in the second case being similar. We are
left with the following relations from the partial derivatives:

µ =
λ3l2

1 + l1P̄1 + l2P̄2

λ3(l2 − l1)

1 + l1P̄1 + l2P̄2
=

(1 + l1)λ1

1 + (1 + l1)P̄1

From µ 6= 0 and λ1 ≥ 0, we can deduce from these two
equations that we need to have l2 > l1, λ3 6= 0 and λ1 6= 0 in
order to have λ2 = 0. In this situation, we have the first and
last inequation constraints from (4) met with equality. Through
basic algebra, we can conclude that the optimal value for P̄1

is a root of a degree two polynomial:

(1 + l1)2P̄ 2
1 + (2 + l1 + l2)P̄1 − l2P̄tot = 0 (9)

This polynomial has a negative and a positive root. Since
we can’t have negative powers, the optimal solution for our
problem is the positive root as written in the proposition. At
last, setting λ1 = 0 leads to a similar derivation for P̄2, and
by noting that P̄1 = P̄tot − P̄2 we complete the expressions
in (3) and the proof.

In this network model, an obvious lower bound for the
capacity region is the simple multiple access channel, where
nodes do not cooperate with each other. In that case, the
capacity region is written as [1, Ch.4]:

R1 ≤ log
(
1 + l1P̄1

)
(10a)

R2 ≤ log
(
1 + l2P̄2

)
(10b)

R1 +R2 ≤ log
(
1 + l1P̄1 + l2P̄2

)
(10c)

We can see that this region is very close to (2), and we can
use the same method as Prop.1 to obtain a similar result for
the non-cooperative MAC:

Proposition 2. We consider a MAC, where nodes do not send
information to each other. The optimal power allocation for
both sources to attain the maximum common rate R−MAC is:

P̄1 =


P̄tot −

√
(l1+l2)2+4l1l22P̄tot−(l1+l2)

2l22
if l1 > l2

P̄tot

2 if l1 = l2√
(l1+l2)2+4l2l21P̄tot−(l1+l2)

2l21
if l1 < l2

(11)

The value of R−MAC is obtained by plugging these allocations
in the expressions in (10).

Proof: The proof follows from Prop.1, replacing the terms
(1 + li) by li in the optimization problem (4).

B. Decode-and-forward lower bound

In his thesis [4], Laneman provides a decode-and-forward
lower bound for the CMAC based on the Cover-Leung inner
bound for the MAC with feedback [3]. This lower bound
requires coherent cooperation between the sources and as such
is not adapted to the non-coherent CMAC. In this section,
we develop a non-coherent decode-and-forward lower bound
and its associated power allocation. We have the following
proposition:

Proposition 3. The achievable rates for decode-and-forward
transmission over a non-coherent CMAC is given by the region
of rates (R1, R2) satisfying:

R1 ≤ I(X1;Y2|U1) (12)
R2 ≤ I(X2;Y1|U2) (13)

R1 +R2 ≤ I(X1, X2;YD) (14)

for some distribution p(u1)p(u2)p(x1|u1)p(x2|u2) on the sup-
port set of (U1, U2, X1, X2).

Proof: Laneman’s result [4] gives the decode-and-forward
region for a coherent CMAC as follow:

R1 ≤ I(X1;Y2|U)

R2 ≤ I(X2;Y1|U)

R1 +R2 ≤ I(X1, X2;YD)

for some distribution p(u)p(x1, x2|u). Since we only consider
the non-coherent case, we have to generate the codewords
separately. We thus split the random variable U into the
random vector (U1, U2) such that U1 is independent of U2.
Furthermore, setting the conditional random variable X1|U1

independent of U2 and X2|U2 independent of U1 leads to the
region in the proposition. It is possible to prove the same result
through irregular block-Markov encoding with binning at the
sources and forward decoding, although constrained by the
paper length we cannot detail this method.

We write X1 =
√
P̄1,1V1+

√
P̄1,2U1 and X2 =

√
P̄2,1V2+√

P̄2,2U2, with (U1, U2, V1, V2) being i.i.d. normal random
variables of mean 0 and variance 1 and P̄1,1 + P̄1,2 + P̄2,1 +



P̄2,2 = P̄tot. The region thus reduces as follow for the gaussian
CMAC case:

R1 ≤ log
(
1 + P̄1,1

)
(15a)

R2 ≤ log
(
1 + P̄2,1

)
(15b)

R1 +R2 ≤ log
(
1 + l1(P̄1,1 + P̄1,2) + l2(P̄2,1 + P̄2,2)

)
(15c)

Once again, the form of the region is similar to (2) and
(10), and we can derive the optimal power allocation for the
common rate case in the fashion of Prop.1 and 2:

Proposition 4. We consider a full-duplex CMAC as repre-
sented on Fig.1. If the sources are not able to signal coherently
at the destination, the optimal power allocation for both
sources to attain the maximum common rate R−CMAC with
respect to the decode-and-forward lower bound is as follow:
• If 4

(
l1+l2

2 − 1
)
≥ Ptot, then P̄1,2 = P̄2,2 = 0 and P̄1,1 =

P̄2,1 = P̄tot/2. Otherwise,
• If l1 = l2, then P̄1,1 = P̄2,1 and P̄1,2 = P̄2,2 = P̄tot/2−
P̄1,1 where:

P̄1,1 = min

{√
1 + l1Ptot − 1,

P̄tot

2

}
• If l1 < l2, we have P̄1,2 = 0, P̄2,2 = max{P̄tot −

2P̄2,1, 0} and :

P̄1,1 = P̄2,1 = min

{√
(2+l2−l1)2+4l2P̄tot−(2+l2−l1)

2 , Ptot

2

}
• If l1 > l2, we have P̄2,2 = 0, P̄1,2 = max{P̄tot −

2P̄1,1, 0} and :

P̄1,1 = P̄2,1 = min

{√
(2+l1−l2)2+4l1P̄tot−(2+l1−l2)

2 , Ptot

2

}
The value of R−CMAC is obtained by plugging these allocations
in the expressions in (15).

Remark. – We can analyze from the last two cases of the
proposition that when l1 > l2 (respectively l2 > l1), node 2
doesn’t relay any information at all since node 1 has a better
direct path to the destination. The non-coherent decode-and-
forward thus act as the superposition of a direct link and a
relay channel.

Proof: We proceed in the same manner as Prop.1. The
partial derivatives of the Lagrangian function L for the opti-
mization problem are:

∂L
∂R

= λ1 + λ2 + 2λ3 − 1

∂L
∂P̄1,1

= − λ1

1 + P̄1,1
− λ3l1

A
+ µ

∂L
∂P̄1,2

= −λ3l1
A

+ µ

∂L
∂P̄2,1

= − λ2

1 + P̄2,1
− λ3l2

A
+ µ

∂L
∂P̄2,2

= −λ3l2
A

+ µ

where A = 1 + l1(P̄1,1 + P̄1,2) + l2(P̄2,1 + P̄2,2). Setting
λ3 = 0 directly leads to the conclusion that P̄1,2 = P̄2,2 = 0
and P̄1,1 = P̄2,1 = P̄tot/2. Furthermore, since both constraints
on R are active but not the one on 2R, we have the condition
that (1+P̄ tot/2)2 ≤ 1+(l1+l2)P̄tot/2. After simplifications,
it leads to the first bullet of the proposition.

For λ3 6= 0, we can directly deduce that λ1 = λ2 = 0 and
l1 = l2 from the partial derivatives equations. We thus have
2R = log(1 + l1P̄tot). The power allocation at this point is
almost arbitrary, but in order to respect every constraint, we
need R ≤ log(1 + P̄1,1) and R ≤ log(1 + P̄2,1). We can set
P̄1,1 = P̄2,1 and P̄1,2 = P̄2,2 and thus we have the condition
in the second bullet.

For the last cases, we need to suppose one of the P̄1,2,
P̄2,2 is equal to 0. We illustrate the case P̄2,2 = 0. We
have that λ3 6= 0, thus implying λ1 = 0 and from λ2 ≥ 0
we can deduce l1 > l2 and λ2 6= 0. The second and
third inequality constraints are thus active. We thus solve
(1+ P̄2,1)2 = 1+ l2P̄2,1 + l1(P̄tot− P̄2,1) for P̄2,1. In the end,
we need to have P̄1,1 ≥ P̄2,1 to respect the first inequality
constraint. The derivation is similar for P̄1,2 = 0.

IV. COHERENT CMAC

In cooperative networks, the source terminals are by design
able to communicate with each other and thus construct a joint
codebook. If they can achieve the necessary synchronization
to produce a beamformed signal at the destination terminals
the potential gain from cooperation is even greater than the
non-coherent case.

A. Coherent decode-and-forward lower bound

The Laneman bound [4] for the coherent CMAC writes:

R1 ≤ log
(
1 + P̄1,1

)
(16a)

R2 ≤ log
(
1 + P̄2,1

)
(16b)

R1 +R2 ≤ log

(
1 + l1(P̄1,1 + P̄1,2) + l2(P̄2,1 + P̄2,2)

+2
√
l1l2P̄1,2P̄2,2

)
(16c)

The gain comes from the coherent combination of signals in
the sum-rate, the decode and forward transmission still being
limited by the information both sources are able to exchange
with each other as seen in the first two inequations in (16).
We can see from the sum-rate constraint that the power is split
at each node ; a part P̄ 1

i of the nodes’ power will be used to
transmit their own information, while another part P 2

i will be
used for the cooperation and will add coherently in the sum-
rate. We note that we can rewrite the right-hand side of the
last inequation as:

log

(
1 + l1P̄1,1 + l2P̄2,1 +

(√
l1P̄1,2 +

√
l2P̄2,2

)2
)

(17)

The coherent parts of the signal thus take the form of a
Multiple Input-Single Output (MISO) channel from a “virtual”



source symbolizing the cooperation between the two trans-
mitters. Under a total power constraint, we can simplify the
problem by allocating some power P̄eq to the cooperative part.
For any P̄eq and channel coefficients (l1, l2), we know the
optimal power allocation for the MISO channel as [14]:

P̄1,2 =
l1

l1 + l2
P̄eq P̄2,2 =

l2
l1 + l2

P̄eq (18)

Injecting (18) into (16) gives the following region, with l̂ =
(l1 + l2):

R1 ≤ log
(
1 + P̄1,1

)
(19a)

R2 ≤ log
(
1 + P̄2,1

)
(19b)

R1 +R2 ≤ log
(

1 + l1P̄1,1 + l2P̄2,1 + l̂P̄eq

)
(19c)

Using this rate region, we can derive the optimal power
allocation maximizing the common achievable rate in the
coherent decode-and-forward case:

Proposition 5. We consider a full-duplex CMAC as repre-
sented on Fig.1. If the sources are able to signal coherently at
the destination, the optimal power allocation for both sources
to attain the maximum common rate R−CMAC,coh with respect
to the coherent decode-and-forward lower bound is as follow:

P̄1,1 = min


√

(2 + l̂)2 + 4l̂P̄tot − (2 + l̂)

2
,
P̄tot

2

 (20)

P̄2,1 = P̄1,1 (21)

P̄eq = max
{
P̄tot − 2P̄1,1, 0

}
(22)

The original power P̄1,2 and P2,2 are computed through (18)
and the value of R−CMAC,coh is obtained by plugging these
allocations in the expressions in (19).

Proof: We only outline the proof, which follows the
ones from the previous propositions. Writing the Lagrangian
function and its partial derivatives w.r.t. the power variables
P̄1,1, P̄2,1 and P̄eq we show that every rate constraint is met
with equality. As a result, we have that P̄1,1 = P̄2,1. Noting
that P̄eq = P̄tot−2P̄1,1, we solve a second degree polynomial
on P̄1,1 to obtain the result in (20). We complete the proof by
ensuring the intrinsic bounds on the power variables are met
in every case.

B. Coherent upper-bound with the virtual source

The insight from the decode-and-forward lower bound in
the previous section is that the nodes split their informations
into two uncorrelated parts, where some power is set aside for
coherent cooperation with each other. This cooperation takes
the form of a MISO channel. The network is thus somehow
equivalent to a multiple access relay channel (MARC) [12] as
represented on Fig.2. We argue in this section that the “virtual”
node representation leads to a tighter upper bound on the
capacity of the CMAC, as well as an intuitive representation
of the cooperation limits for this network.

In the equivalent channel, the source nodes do not receive
information, and signals towards a source are thus sent to

1′

2′

12 D

1

1

l1

l2

l̂

Fig. 2: Equivalent MARC model for the cooperative multiple
access channel. The “virtual node” 12 represents the coherent
cooperation between nodes 1 and 2, over the equivalent
channel l̂ = l1 + l2.

the cooperation node. Each source splits its information, and
following the notation of the original CMAC model, we
thus have X1 = (X1,1, X1,2) and X2 = (X2,1, X2,2). On
the equivalent MARC model (Fig.2), source 1′ will send
information through X1,1 and 2′ through X2,1, while the
virtual node 12 will use Xeq = (X1,2, X2,2) as its emission
variable, and Yeq = (Y1, Y2) as its reception variable. In the
cutset upper bound, Gaussian random variable at the emitter
maximized the entropy. By design of the equivalent network,
Xi,1 and Xi,2 are independent of each other, while X1,2 and
X2,2 have a correlation coefficient of 1, which means that they
are deterministic linear functions of one another. We thus have
X1,2 ↔ X2,2 ↔ (Y1, YD) and X2,2 ↔ X1,2 ↔ (Y2, YD)
as Markov chains in the equivalent channel. The equivalent
MARC channel is also non-coherent, as the sources and relay
distribution are independent of one another.

Applying the cutset upper bound from [1, Th.18.4] to the
equivalent MARC model gives the following region:

R1 ≤ I(X1,1;Y2, YD|Xeq, X2,1) (23a)
R2 ≤ I(X2,1;Y1, YD|Xeq, X1,1) (23b)

R1 +R2 ≤ I(X1,1, X2,1, Xeq;YD) (23c)
R1 ≤ I(X1,1, Xeq;YD|X2,1) (23d)
R2 ≤ I(X2,1, Xeq;YD|X1,1) (23e)

R1 +R2 ≤ I(X1,1, X2,1;Yeq, YD|Xeq) (23f)

The rate constraint (23a) can be matched to the original cutset
upper bound from (1) as follow:

I(X1;Y2, YD|X2) = I(X1,1, X1,2;Y2, YD|X2,1, X2,2)

= I(X1,1;Y2, YD|X2,1, X2,2, X1,2)

+ I(X1,2;Y2, YD|X2,1, X2,2)

= I(X1,1;Y2, YD|X2,1, Xeq)

The second equality follows from the chain rule on mutual
information, and the second information term is equal to 0
because X2,2 ↔ X1,2 ↔ (Y2, YD). We proceed in the same
manner for (23b) and (23c), and we can thus conclude that
the region (23) is contained in the region (1). The remaining
inequations in (23) bound more precisely the capacity region
of the CMAC. Inequations (23d) and (23e) represent an upper



0 5 10 15 20
0

0.5

1

1.5

P̄tot

R

Upper bound (Coherent)
Upper bound (Non coherent)
DF (Coherent)
DF (Non coherent)
MAC

Fig. 3: Upper bounds and decode-and-forward lower bounds
on the common achievable rate in the coherent and non-
coherent CMACs, with l1 = 0.8 and l2 = 0.2.

bound on the rate of each source if the cooperation is purely
directed towards a specific source node, e.g. (23d) is the
maximum rate source 1′ may attain when the virtual node 12
only transmits the former’s information. The last inequation’s
meaning is of particular interest, since it represents the maxi-
mum rate both source may transmit to the cooperating node.
If we write the Gaussian application of (23f), we obtain:

R1 +R2 ≤ log
(

1 + (1 + l1)P̄1,1 + (1 + l2)P̄2,1

+(1 + l1 + l2)P̄1,1P̄1,2

) (24)

This expression matches the dependence-balance bound [8]
and its application to CMAC channels in [7]. The dependence-
balance bound stems from a limit between the correlation of
source distributions, and leads to a tighter upper bound on the
capacity of cooperative networks. While it is still unclear how
to mathematically relate the results from [7] to the expressions
in this paper, the equivalent channel model gives interesting
insights on how to extract dependence-balance bounds from
arbitrary networks through a simple application of the general
cut-set bound.

We plot the rates obtained with the power allocations in
this paper on Fig.3. We use an example where links to the
destination are asymmetrical and worse than the inter-source
link, a situation where we expect the most gains from source
cooperation. The coherent upper-bound case uses the results on
the equivalent MARC presented in this section rather than the
classical cutset bound. While it is possible to extract an optimal
power allocation involving the root of a degree 3 polynomial
for this upper bound, it is not pratictal and we use a numerical
optimization algorithm for this application. We can see that
both the coherent and non-coherent cooperation provide great
gains over the non-cooperating MAC, and that the decode-
and-forward bounds are very close to the upper bounds.

V. CONCLUSION

In this paper, we studied power allocation in coopera-
tive multiple access channels (CMACs), where we aimed
at maximizing the common rate attainable by both sources.
We considered both coherent and non-coherent network to
differentiate between the cases where sources were not able to
produce a beamformed signal at the destination. We obtained
closed-form optimal power-allocations for the cutset upper
bound and decode-and-forward lower bounds, as well as the
non-cooperative multiple access channel. Through our studies,
we identified an equivalency between CMACs and multiple
access relay channels (MARCs), where sources transmit to the
destination with the help of a relay. We proposed a method to
match coherent CMACs to non-coherent MARCs in order to
simplify the expressions of the cut-set outer bound. Through
this transformation, we identified tighter constraints on the rate
region, and we give in particular an intuitive meaning to the
existing dependence-balance bound on CMACs from [7].

The perspectives of this work lie mainly into the extension
of the equivalent representation of coherent networks. While
the equivalent MARC’s outer bound on the capacity region
is included in the original CMAC capacity region, we lack
a complete constructive proof of the equivalency. Once the
theory is sound, we aim at extending this approach to more
complex networks with additional sources, since this approach
could greatly simplify the expression of capacity bounds on
medium-sized networks.
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