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Abstract: The objective functions in multiobjective optimization problems
are often non-linear, noisy, or not available in a closed form and evolutionary
multiobjective optimization (EMO) algorithms have been shown to be well
applicable in this case. Nowadays, for example within the scope of sustain-
able development, many objectives are taken into account: besides “classical”
objectives such as cost and profit, some “new” objectives like energy consump-
tion, noise levels or risks have to be considered.

With more and more objectives, the number of incomparable alternatives
typically increases and the complexity of these problems does not make it
easy for a decision maker to formalize preferences towards a specific solu-
tion or not even towards a specific but small enough portion of the search
space. Moreover, also the algorithms themselves have difficulties to find a
good approximation of the entire Pareto front if the number of incomparable
solutions increases and the Pareto dominance relation does not indicate a
good search direction anymore. In this case, combining the decision making
with the search algorithm to an interactive optimization algorithm is con-
sidered as a valuable approach. While better and better solutions are found
by the optimization algorithm, the DM can specify the preferences more and
more precisely while learning about the problem and the objectives’ inherent
tradeoffs. Such an interactive approach should profit from evaluating solu-
tions only within the interesting regions of the search space in terms of a
faster convergence towards the DM’s preferred solutions.

In the field of EMO, interactive optimization has only been considered re-
cently and in comparison to the vast amount of general EMO algorithms,
significantly less interactive EMO algorithms exist. Although, for example,
optimization algorithms based on the weighted hypervolume indicator allow
to incorporate various preference types into the search, no effort has been
made to use this concept within an interactive algorithm. In this report, we
propose and discuss how to combine interactive decision making and weighted
hypervolume based search algorithms. We focus on a basic model where the
DM is asked to pick the most desirable solution among a set. Several exam-
ples on standard test problems show the working principles and the usefulness
of the interactive approach, in particular with respect to the proximity of the
algorithm’s population to the DM’s most preferred solution.

Key-words: Multiobjective optimization, interactive decision making, evo-
lutionary multiobjective optimization
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1 Introduction

Multiobjective optimization problems with non-linear objectives which, in addition, can be noisy
or not even given in a closed form occur frequently in practical applications. Evolutionary
Multiobjective Optimization (EMO) algorithms have been shown to be applicable in such cases
and are able to provide a decision maker (DM) with a set of solutions showing the tradeoffs among
the objectives in a single algorithm run m, @] However, problems often have many objectives
and large search spaces where the current EMO algorithms need many function evaluations to
converge to a good approximation. On the contrary, a DM is most of the time not interested in
finding solutions everywhere at the Pareto front but only within certain preferred regions of it.

In such a scenario, it makes sense to combine the search for a solution set with the articulation
of preferences by a DM in an interactive EMO algorithm in order to save function evaluations
by exploring only the search space regions which are interesting to the DM m, |ﬂ] Several
interactive EMO algorithms have been proposed in previous years but the amount of research
on interactive EMO remains low when compared to the vast amount of general EMO algorithms
, , , , , , @] Moreover, several of those studies assume a single preference model and
a change in the preference modeling would need a different algorithm , , ] An approach
which is able to integrate several preference models into the search is the weighted hypervolume
indicator approach [25]. Its main idea is to define a weight function on the objective space and
use the contribution to the weighted hypervolume indicator as the fitness of each solution in the
environmental selection step of an EMO algorithm. Although it has been shown that several
classical preference models such as weighted Tchebycheff utilities or desirability functions can be
simulated with the weighted hypervolume approach in a set-based manner ﬂj]’, it has not been
used yet in an interactive fashion. It is the main goal of this paper to show how this can be
achieved.

To this end, we assume a very basic scenario: In each interaction step, the DM has to
decide on the most preferred solution within the EMO algorithm’s current population (or a
subset thereof). The weight function of the weighted hypervolume indicator is then adapted
accordingly such that more solutions close to the most-preferred one are found until the next
interaction step. In particular, the paper

e briefly recapitulates the weighted hypervolume indicator and how it is employed in weighted
hypervolume based search algorithms (Sec. B,

e presents the basic framework in which the preference towards a specific solution in the
algorithm’s population can be transformed into a weight function for the hypervolume
indicator (Sec. ), and

e shows in experiments on several test functions how the DM’s interactive choices affect the
search (Sec. [Bl).

2 Preference Articulation And Interactive Optimization In
Evolutionary Multiobjective Optimization

Classical EMO approaches aim at finding an approximation of the Pareto front while the DM
decides a posteriori which solution in the computed set is the most preferred one m, @] Recently
proposed interactive EMO algorithms, on the other hand, involve the DM already during the
search m]—similar to their interactive counterparts from the classical multiple criteria decision
making field @] At certain stages of the optimization that we will call “interaction steps” or
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“interactive sessions”, the DM provides some kind of preference information which is then utilized
by the EMO algorithm to find an approximation of the Pareto front which is biased towards the
DM'’s most preferred solutions. The known interactive EMO algorithms thereby differ mainly in
the way the DM’s preference is modeled and used during the search.

According to ﬂﬁ], to which we refer for a broader overview of the topic, “probably the first
interactive multiobjective metaheuristic” has been proposed by ] as early as in 1993. The
integration of the DM’s preference into “a relatively simple version of a Pareto-ranking based
multi-objective evolutionary algorithm” @] is very basic and implemented by duplicating so-
lutions in the population that are desired by the DM and by removing undesired ones. More
recent studies rely on more elaborate EMO algorithms than the 1993 genetic algorithm of ﬂﬁ]
and allow for various other ways of preference articulation. Thiele et al. [24], for example, ask the
DM to define desired solutions in objective space (so-called reference points) and an achievement
scalarizing function @] towards the current reference point is integrated into a binary quality
indicator. This quality indicator is then, in turn, employed in the standard environmental selec-
tion operator of the indicator-based evolutionary algorithm (IBEA, M]) Deb and Kumar ﬂﬁ]
incorporate reference directions into the NSGA-II algorithm while Deb et al. ﬂﬁ] ask the DM to
compare single solutions based on which a polynomial value function is created and optimized
within the same NSGA-II algorithm. ] ask the DM to compare solution pairs and integrate
this information into the EMO algorithm. Fowler et al. m] construct a partial order on the
solutions by asking the DM to specify the best and worst solutions out of a specifically selected
subset of the current EMO population whereas Deb et al. m] directly ask for a full ranking of
the presented solutions from the DM. K&ksalan and Karahan @] build their iTDEA algorithm
around the interaction of selecting only the best solution within the presented subset of the
population. This specification of the most preferred solution among a set of solutions is also the
scenario, we build upon in the following.

In ﬂ], several ways to articulate the DM’s preferences within the class of weighted hypervolume
based EMO algorithms are presented. Together with the weighted hypervolume’s property of
being compliant with the Pareto dominance relation @], it has been shown both theoretically
and practically that this approach allows to steer the search towards preferred solutions or regions
of the objective space @, E] In this study, we show that the weighted hypervolume algorithm
W-HypE ﬂ, E] can also be used in an interactive fashion. To this end, the information about
the most preferred solutions specified by the DM is used to define a weight function that has
larger values around the preferred solutions—resulting in populations which accumulate close to
the solutions most-preferred in the previous interaction step. We will see later how exactly the
proposed interactive W-HypE algorithm can focus the search and how close the found solutions
are to the solutions most-preferred by the DM.

3 The Weighted Hypervolume Indicator and Hypervolume-
Based Selection

Throughout the paper, we assume minimization of k objective functions f; mapping a solution
x € X from the search space X to a real value. The vector-valued objective function f(z) =
(f1(x),..., fr(x)) maps a solution from the search space X to its objective vector f(x) in the
so-called objective space R*. We call a solution z* Pareto-optimal if there is no other solution
x € X such that «* is dominated by x or, more formally, if there is no other € X such that
V1<i<k:f(zr) < f(z*)and 31 <i<k: f(x) < f(z*). The set of all Pareto-optimal solutions
is called Pareto set and its image in objective space Pareto front. In its most general form, the
weighted hypervolume indicator is then a set quality measure which assigns a set (or multi-set)
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of solutions A C X with objective vectors {f(a)|a € A} C RF a real number: the weighted
Lebesgue measure of the objective space dominated by solutions in A, bounded by a reference
point r € RF and weighted by w : R¥ — R [23]:

T dir) = [ w(Lan () 1)

where H(A,7) = {z € R*|Ja € A: f(a) < z < r} and 15 is the indicator function of a set S,
ie., 1g(s) = 1if s € S and 15(s) = 0 otherwise. In case of w(z) = 1 for all z € R*, we use the
term (standard) hypervolume indicator (Ig).

The (weighted) hypervolume indicator is used frequently for performance assessment of mul-
tiobjective optimizers @] but also in several recent EMO algorithms as optimization criterion
within their environmental selection M, , E] One of the main reasons for its popularity is
the fact that the (weighted) hypervolume indicator is compliant with the dominance relation

This compliance implies that only Pareto-optimal solutions are found if the (weighted)
hypervolume indicator is optimized ﬂﬁ]

However, optimizing the hypervolume indicator exactly within the environmental selection
step of an EMO algorithm is often not possible due to the complexity of the problem. If, for
example, A solutions are newly generated within each iteration but the number of stored solutions
is restricted to u, the optimal strategy would be to keep the p points among all possible sets
of p points that maximizes the hypervolume indicator. However, this computation is typically
exponential in p as often p = X is chosen. Hence, a greedy strategy is performed in all known
hypervolume based EMO algorithms. This sometimes also 1-greedy strategy called approach E]
deletes the solution with the worst hypervolume contribution iteratively until only p solutions
remain where the hypervolume contribution of a solution a € A with respect to A is defined as
Ig(A) — Ig(A\ {a}). In the case of a steady-state algorithm where in each iteration only one
new solution is generated M] and therefore also only one solution has to be deleted, the 1-greedy
strategy is optimal. If, however, more than one solution has to be deleted in each generation,
the 1-greedy strategy is known to compute sub-optimal solution sets, the hypervolume of which
can be arbitrarily bad E] In such a situation, the expected hypervolume loss of a solution a € X
if a itself and ¢ — 1 other randomly chosen solutions are deleted can be used as the quality of
a. This is the idea behind the algorithm HypE of ﬂa] which is also to be used in this study. If
the weighted hypervolume indicator is employed within the algorithm, we denote this variant as
W-HypE. As the hypervolume computation itself is already computationally expensive ﬂ], W-
HypE uses Monte Carlo sampling to estimate the weighted hypervolume indicator in Equation [
Throughout the paper, we use 10,000 samples in each iteration of the algorithm. For further
details about the algorithm, we refer to [3] and [1].

4 Interactive Optimization With Weighted Hypervolume-
Based Selection

4.1 Basic Concept

The basic idea behind the proposed approach is to ask the DM about the most preferred solutions
among the current population of the EMO algorithm every fixed number of G generations. Once
the most preferred solutions are known, they are used as the means of Gaussian weight functions
within the W-HypE algorithm while the direction of the distributions are determined by the
extreme points of the current population. Together with the selection scheme of W-HypE, this
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will drive the population towards regions with larger weight function, thus, towards the solutions
preferred by the DM.

As Gaussian weight functions, which are furthermore efficient to sample, we use the ones
proposed in ﬂ] Let P = {x1,...,7p|} be the current population and b € P the best solution
picked by the DM. Then, m = f(b) shall be the mean of the chosen Gaussian distribution and ¢
its direction such that the new weight function equals

]. 1 T ~—1
_ —3(z—m)" C™ " (z—m)
wW(2) = —m=-75€ 2 2
where the covariance matrix C := 021+ 07tt /||t||* has eigenvectors t, ta, . . . , ;. with eigenvalues
o2+0?,02,... 0% while ts, ...t are taken from an orthogonal basis of the hyperplane orthogonal

to t. The determinant of C is thereby denoted as |C]. At first sight, o and o, are two additional
parameters of the approach. However, it seems to be clear that they both should depend on the
distribution of points which is the reason why we propose to choose them proportional to the
population’s spread.

In the current implementation, two overlapping Gaussians are used to incorporate the infor-
mation about a preferred point b where the first one is sampled with 80%, the second with 20% of
the samples. If not stated otherwise, the direction is t = (1, 1), the variance along this direction
is chosen as oy = 0.5 - ¢, and the second variance is chosen as o. = 0.1 - ¢ (for the first Gaussian)
and as 0. = 0.01 - / for the second where ¢ is the Euclidean distance between the current nadir
and ideal points, i.e., £ = ||(f1,max — J1,min, f2,max — f2,min)|| With fi max the maximal and f; min
the minimal value in objective ¢ obtained for solutions in the current population. If more than
one solution are preferred equally by the DM, two Gaussians are defined for each of them and
the number of samples are distributed equally among the preferred points.

Until the first interaction step with the DM, the interactive W-HypE algorithm is using the
standard hypervolume indicator in order to come up with a good spread of the solutions before
the DM’s decisions change the weight function as described abovel.

4.2 A First Example on How to Steer the Search Interactively

In order to show that the above approach is working, we implemented the interactive W-HypE
algorithm within the algorithm package PISA . Two example test runs are shown here in
which the bi-objective DTLZ2 and DTLZT test problems ﬂﬂ] are optimized. The population size
is set to 1 = A = 20 and the number of decision variables is 100. All other parameters have been
set to their standard choices, given by the PISA implementation. The interaction with the DM
took place every G = 100 iterations of the algorithm.

In the first example, shown in the left plot of Fig.[Il the DM decided that the solution closest
to fi = 0.9 is the most desired solution in each step. In the second example, shown in the
right plot of Fig. [[I we simulated a highly indecisive DM who changed the preferences from
the leftmost to the rightmost solution of the current population in every interaction step. We
show this result in order to check whether the interactive W-HypE algorithm can also cope with
drastically changing preferences.

What can be seen from the examples of Fig. [l is that the interactive W-HypE algorithm
follows the directions specified by the DM, i.e., the population is moving towards the selected
solution as well as towards better solutions in terms of Pareto dominance. Note that the shown
examples stem from single algorithm runs which, due to the stochasticity of the algorithm, do not

INote that, as the current implementation is using Monte Carlo sampling, also the standard hypervolume in
the first iterations of the algorithm is sampled here.
2The source code will be made available online at http://inrialix.gforge.inria.fr/interactive/|
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Figure 1: Examples of interactive optimization runs on the DTLZ2 test function when the DM
is preferring the solution closest to f1 = 0.9 (left) and on the DTLZT test function when the DM
is alternatingly preferring the leftmost and then the rightmost solution of the population (right).

give statistically sound results in general. However, additional runs show the same tendencies
in the resulting populations (not shown). In the following, we will investigate the parameter
settings of the approach in more detail and obtain statistically sound results with independent
algorithm runs.

5 On Setting the Parameters of the Indicator’s Weight Func-
tions

5.1 Different Directions of the Gaussian Weight Vectors

In the above example, the Gaussian weight functions have been chosen to be aligned with the
diagonal (1,1). However, this choice of the Gaussian’s direction ¢ is arbitrary and other choices
might give better results, depending on the problem at hand and moreover depending on where
the preferred solution lies. If the DM, for example, selects one of the outmost points of the current
population, the choice of the direction should result in a similar concentration of solutions around
the preference point than if a solution in the center of the current non-dominated front is selected.

Here, we investigate exemplary three specific ways to determine the direction ¢: (i) indepen-
dent of the chosen solution as above (¢ = (1, 1)), (ii) starting from the preference point p towards
the current ideal point, or (iii), connecting the nadir point and p, see Fig. Figure [l shows
the results of some example runs on the DTLZ2 and DTLZ7 functions where the DM chose
alternating the leftmost and the rightmost solution in the current population as the preferred
point. All parameters except the direction ¢ of the Gaussian weight function are kept constant
as in the above examples.

Results:  For both test problems, the different directions of the Gaussians show a general
characteristidl. When using the direction towards the nadir point (case iii above), the population
is loosing less diversity when compared to using the fixed direction ¢t = (1,1) (case i). When
using the direction towards the ideal point (case ii), the diversity of the population becomes

3Note that although the shown results stem from single runs, the results are representative and can be observed
for other runs as well.
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Figure 2: Three possibilities to choose the direction ¢ within the Gaussian weight function
approach: independent of the chosen preference point always along the diagonal (left), in direction
to the ideal point I (middle), or in direction to the nadir point N (right).

even smaller than in case i. In particular when the DM prefers a solution at the extremes of
the current population, and even more if the preferred extreme changes with each interaction as
in the examples here, keeping the diversity of the population high seems to be a good strategy.
Hence, we will always use case iii in the following.

5.2 Different Shapes of the Gaussian Weight Functions

Another parameter of the approach is the shape of the Gaussian weight functions, in particular
the values of oy and o.. Here, we compare several algorithm variants where the value of o,
is changing while o, is kept constant. In order to make statistically sound statements about
the different parameter settings, we run every algorithm variant 10 times and simulate the DM
in each interaction step. To this end, we assume that the (simulated) DM is deciding on the
most preferred solution by choosing the solution with the highest weighted Tchebycheff utility
function u(s) = —maxje1.. k Aj[2] — 25| for a given weight A = (A1,..., Ax) and 2" = (27,..., 2;)
being a predefined point, not worse than any feasible objective vector (here z* = 0%). In the
following, we use A = (0.4,0.6) for the bi-objective ZDT1 problem [26]. In this case, the optimal
point, giving the highest utility over all feasible solutions, is popt = (Topt, 1 — /Topt) With
Topt = 2L %\/ﬁ ~ 0.470789 which can be computed as the intersection point between the line
I(x) = 5z, given by the weighted Tchebycheff function, and the line f(z) = 1 — /2 describing
the test function’s Pareto front.

Figure [ shows boxplots of the minimum and mean Euclidean distance (in objective space)
between this optimal point and the solutions found by HypE and several interactive W-HypE
variants with two Gaussian weight functions and variances 0.1 = 10-0-f¢ and 0.2 = 0 - /¢
(0 € {1,1071,1072,1073}). The value ¢ is thereby the Euclidean distance between the current
nadir and ideal points and o, = 0.5 - £. The interaction took place every 100 generations.

Results:  For both the minimum and mean distances, W-HypE with the parameter value of
o = 0.1 is clearly the best algorithm whereas for the other W-HypE variants, no clear ranking
can be given. In any case, the interaction steps in W-HypE together with the focus of the weight
function to the preferred objective space region improves the distances over the standard HypE
algorithm with a fixed hypervolume indicator.
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Figure 3: Exemplary runs on DTLZ2 (left) and DTLZT (right) problems with different directions
of the Gaussian weight function while the DM chooses the preferred solution alternatively as the
leftmost and rightmost solution: diagonal direction (upper row), direction from point to ideal
point (middle), and direction from nadir point to preferred solution (third row).
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Figure 4: Boxplots showing the minimal (left) and mean (right) distances of the HypE and the
interactive W-HypE populations after 1000 generations on the DTLZ2 problem to the optimal
point of the weighted Tchebycheff function with weights (0.4, 0.6) that has been used to simulate
the DM of the interactive W-HypE. The label W-o stands for the W-HypE version with two
Gaussian weight functions and variances 0.1 = 100 - £ and 0.2 = o - £ with ¢ the Euclidean
distance between the current nadir and ideal points.
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Figure 5: Boxplots showing the minimal (left) and mean (right) distances of the HypE and the
interactive W-HypE populations after 1000 generations to the optimal point of the weighted
Tchebycheff function with weights (0.4, 0.6) that has been used to simulate the DM of the in-
teractive W-HypE. The label W-G stands for the W-HypE version with an interactive decision
making step every GG generations.

5.3 Changing the Number of Decision Maker Calls

Even in case the number of generations of the algorithm is kept constant, the number of inter-
active steps where the DM specifies the preferences is a parameter of the algorithm and it is
important to investigate its influence. To this end, we run 10 independent runs of W-HypE for
each of the following parameter settings on the bi-objective ZDT1 problem: G = 50, G = 100,
G = 200, and G = 500 which, with the number of generations chosen as 1000 as above, results
in 20, 10, 5, and 2 DM calls. We choose to simulate the DM again with an underlying weighted
Tchebycheff with weights (0.4,0.6). Figure Bl shows the corresponding boxplots of the distances
to the optimal Pareto-optimal point for the weighted Tchebycheff function.

Results:  We see that the tendencies for the average and minimal distances are the same and
that the value of G = 100 produces the best results among all tested choices for G on this problem.
It is therefore clear that too few as well as too many DM calls result in sub-optimal results when
compared with respect to the distance to the optimal solution. We therefore recommend to use
around 10 DM calls for the currently used parameter settings and the problems investigated in
this study. Additional investigations, however, need to be done in the future.

6 Conclusions

Interactive Evolutionary Multiobjective Optimization (EMO) gained recent interest in the re-
search community—combining the set-based randomized EMO algorithms with interactive de-
cision maker (DM) sessions in which the DM defines preferences towards solutions of interests.
These preferences are then employed in the EMO algorithm to steer the search towards preferred
parts of the search space m, |ﬁ|] Optimizing the so-called weighted hypervolume indicator in
a hypervolume based EMO algorithm has been shown to allow to steer the search , m, E] It
is therefore straightforward to use this approach also in an interactive manner. In this work, we
presented a simple way to incorporate the information about the DM’s most preferred solutions
into the weighted hypervolume based W-HypE algorithm by means of multivariate normal dis-
tributions. We also showed its working principles and the influence of its main parameters on
the obtained solution qualities on several standard test problems, in particular with respect to
the proximity of the algorithm’s population to the DM’s most preferred solution.
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