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Abstract We present in this paper a new method for the design of ewplré@uro-
fuzzy classifiers. The presented approach is based on affitst- Takagi-Sugeno
neuro-fuzzy model. We propose a modification on the prentisetsire in this model
and we provide the necessary learning formulas, with nolpnoflependent param-
eters. We demonstrate by the experimental results theiosifect of this modifi-
cation on the overall classification performance.

Keywords Incremental learning Takagi-Sugene neuro-fuzzy

1 Introduction

Classification techniques appear frequently in many apfitin areas, and become
the basic tool for almost any pattern recognition task. Tlénmproblem in classifi-
cation is to induce a classifier from a set of data samplesrgelamount of samples
is needed to set up and evaluate a classification systeneaatbieve high accuracy,
and it is practically very difficult to have such number of §@@s covering the whole
feature space. Therefore, life-long classifier adaptatecomes more and more an
essential point. Moreover, in many application contexte, dlassifier needs to take
into account new unseen classes and to integrate them inassfication process,
which increases the need for “evolving” classifiers.

One good example of such applications is the use of onlindwiating gesture
classifiers that aims at facilitating interactions with garters using pen-based in-
terfaces like whiteboards, tablet PCs, PDA...Etc. The ma@wback in the current
existing systems is that they are trained “offline” on a sfiegroup of gestures and
then implemented to operate without changing their strectluring the use. This
fixed structure does not allow the user to choose his own ggisitires or to add new
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ones to assign them to new interactive commands (accordihgstspecial needs),
for example.

In our work, we aim at building a handwriting classifier, dwetfly, from scratch
and using only few data. Thus, the classifier will be incretalinadapted to achieve
high recognition rates as soon as possible and to keep tlensysbust when intro-
ducing new unseen classes at any moment in the life-longitegprocess.

In order to clarify the meaning of the terms “incrementaltidonline” learning,
one can compare them to the “batch” and “offline” learningdisivs [Kasabov (2007)]:

— Batch versus incremental learning:In a batch mode of learning a predefined
training dataset is learned by the system through propagttis dataset several
times through the system. Each time the system optimizesdritsture based on
the average value of the goal function over the whole datda$et incremental
mode of learning is concerned with learning each data sasgplarately and the
data might exist only for a short time. After introducing baata sample, the sys-
tem makes changes in its structure to optimize the goal iumcAn incremental
learning algorithm must learn new data without fully deging the knowledge
learned from old data and without the need to retrain theegystn the old and
the new data.

— Offline versus online learning:In an offline learning mode, the system is trained
on a specific dataset and then implemented to operate in amaabnment, with-
out changing its structure during the use. While in an onlgegiing mode, the
model learns from new data during its use.

An incremental learning algorithm is defined in [Polikar {2001)] as being
one that meets the following criteria: it should be able tarfmeadditional infor-
mation from new data; it should not require access to their@iglata (i.e. data
used to train the existing classifier); it should preseneaviously acquired knowl-
edge (it should not suffer fromatastrophic forgettingsignificant loss of original
learned knowledge); and it should be able to accommodatectesses that may
be introduced with new data. Many of the existing “increnaéhé¢arning” algo-
rithms are not truly incremental because at least one of thetioned criteria is
violated. These criteria can be briefly expressed by the Bedcglasticity-stability
dilemma”[Zwickel and Wills (2005)], which is that a systenust be able to learn
in order to adapt to a changing environment but that constaarge can lead to an
unstable system that can learn new information only by fitirgge everything it has
so far learned.

We can distinguish two main types of incremental learniggathms: algorithms
for parameter incremental learning and algorithms forcstme incremental learning.
The incremental learning of parameters can be consider&laptation” algorithm.
The structure in such systems is fixed and initialized at #gdrining of the learning
process, and the system parameters are learned increlpemedrding to newly
available data. Some examples of these systems are preésendang (1993)] and
[Mouchere et al. (2007)].

Most of structure incremental learning algorithms are basethe principle of the
ART clustering algorithm [Carpenter and Grossberg (1988i¢h as [Carpenter et al. (1992)],
[Sadri et al. (2006)], [Gary G. (2001)]. The main problem bése systems is that



they are sensitive to the selection of the vigilance paramé& noise level in the
training data and to the order in which training data areqres].

In an online incremental learning algorithm, the trainireg s not available a
priori, since the learning examples come over time. Altoagline learning systems
can continuously update and improve their models, not athefm are necessarily
based on a real incremental approach. For some systems tied imaccompletely
rebuilt at each step of learning using all available datay tare systems with “full
instance memory” [Reinke and Michalski (1988)]. On the otiend, if the learning
algorithm modifies the model using only the last availabkerhéng example, it is
called a system with “no instance memory” [Littlestone (1§9A third category is
that of systems with “partial instance memory”, which sebead maintain a reduced
subset of learning examples to use them in the next leartémg/Aha et al. (1991)].

Evolving neuro-fuzzy models [Angelov and Filev (2003)] Bdeen successfully
used in many modeling and classification problems durindatsteyears. Several in-
cremental learning algorithms have been proposed for thivieg structure iden-
tification and the recursive parameters learning (Denfisf§iSond Kasabov (2000)],
Flexfis[Lughofer (2008)], eTS[Angelov and Filev (2004)[.®+[Angelov (2010)] etc.).
One of the most used neuro-fuzzy models is the First-ordeagiaSugeno fuzzy
model. It usually has a linear consequent part and its pesést can be learned
from data (no expert is needed). These models can addrddsmswith either sin-
gle output or multi-output. It consists of a set of fuzzy sutd the following form:

Rule; : IF x is close toP, THEN y} = I}(x), ..., y¥ = 1¥(x) 1)

wherel(x) is the linear consequent function of the rulfor the classn. The
Prototype P is defined by a center and a fuzzy zone of influehaaembership
function must be defined in order to calculate the “closendsgree between x and
P (considering its center and its fuzzy zone of influence).

In the existing approaches, the zone of influence has oftgperfspherical form
[Yager and Filev (1993)] [Angelov (2004)]. It has then thengaradius for all the
feature space dimensions, and it can be represented by@ndiagpvariance matrix
with identical values on the diagonal.

More sophisticated form is presented in [Angelov and Zh@0@)] that allows
the zone radius to have different values for the differematisions (still diagonal
covariance matrix but with different values on the diagpnahis ability results in
hyper-elliptical zones where the ellipses are still patdd the feature space axes.

In this paper, we go a step ahead in the structure of the fumzptypes in first
order TS models by allowing them to have a hyper-ellipticairf non-parallel to the
feature space axes. This form enables the model to takean&ideration the correla-
tions that can exist between the features, and is represbytegormal (non-diagonal)
covariance matrices. We calculate the prototype centetsavariance matrices in a
recursive way with zero problem-dependent parameters.3&@umembership func-
tion based on a well-known multivariate probability distriion function. By ex-
perimenting this structure on our handwritten gesture leratand other benchmark
multi-class problems, we show its useful effect on the dieystem output and the
linear consequent learning. We also propose two differegthods for incremen-



tal adaptation of prototypes, and we compare experimgrtadise two incremental
learning models with a well-known reference model.

The rest of the paper is organized as follows: We describeati@ 2 the archi-
tecture of our neuro-fuzzy classifier. Then, the differdatreents of the used online
incremental learning algorithm are detailed in SectionWe present our experimen-
tal results in Section IV before concluding in Section 5.

2 System architecture

As aforementioned, our system is based on first-order TeRageno (TS) fuzzy in-
ference system. It consists of a set of fuzzy rules of thefalg form:

Rule; : IF x is close toP, THEN y} = I}(x), ..., y¥ = 1¥(x) )

wherel"(x) is the linear consequent function of the rulier the classn:

m _ m _ m m m m
IM"x)=7n"x =aly +ajjx1 +azxe + ... +al x, 3)

wheren is the size of the input vector. Singleton consequenteéx() = a*) are
sometimes used instead of linear functions in order to gepleir models that are
called zero-order TS models. To find the classpits membership degre® (x) to
each fuzzy prototype is first computed. After normalizingsh membership degrees,
the sum-product inference is used to compute the systenuitiatpeach class:

Yy (x) =Y Bi(x) (%) (4)
i=1

wherer is the number of fuzzy rules in the system. The winning clabgllis given
by finding the maximal output and taking the correspondimgslabel as response:

class(x) =y = argmazx y™ (x) m=1,.,k 5)

The membership degree can be calculated in many ways. Fer-spperical or
axes-parallel hyper-elliptical prototypes, the membigrslegree can be computed
depending on the prototype cenjey and the radius value; (the same value in all
the dimensions for the former, and different values for titer). In this case, the
Gaussian membership function is generally used. The vélug(a) can then be
computed as follows:

= |l — pall?
Bi(x) = Hexp(_?ﬂ) (6)
i=1 i
It must then be normalized as follows:
5 61' X
Bi(x) = P (7)

25:1 Bj(x)



In our model, where the fuzzy influence zones of the prototghke a rotated
hyper-elliptical form, the membership degree is computethbk prototype centequ;
and its variance-covariance matui:

2
01 €12 ... Cin

2
C21 05 ... Capn

Ai = 8

Cnl Cp2 ... O

wherecia(= c21) is the covariance of; andz,, and so on. In order to calculate
the membership degree, we use the multivariate Cauchy pit@paistribution. The
value of 8;(x) is computed in our model as follows:

1 - b
Bi(x) = ———— [14 (x — ) A7 (x — )] 9)
The difference between the two types of premises is illtestian fig.1 (data from
“Iris” dataset [Frank and Asuncion (2010)]).

3 On-line incremental learning algorithm

The incremental learning algorithm of our model consistthode different tasks: the
creation of new rules, the adaptation of the existing rube&mises, and the tuning
of the linear consequent parameters. These three taskdmdsine in an online in-

cremental mode and all the needed calculation must be ctehptecursive. For the

incremental rule creation, we adapt a technique of incréahefustering. Coupling

this technique with the incremental adaptation of the psesibf the rules is part of
the originality of our learning model. We propose two diéfiet methods for adapting
the premises, and we use a modified version of the recursigedguares method for
estimating the linear consequent parameters in increfneataner.We will describe

in this section the different parts of the learning algarith

3.1 Incremental clustering

In an online incremental learning problem, training datadmee available continu-
ously, and the system must be learned using the first-ardaéa and then continue
to evolve in a transparent manner from the user viewpoirds$it clustering algo-
rithms need to know all the objects in order to perform thestelting and each time
we modify the set of objects, it is necessary to cluster thelevbollection again. As

mentioned in the introduction, a very important criteridraa efficient incremental

learning solution is avoiding (or minimizing) access tovioess learning data. Thus,
we need algorithm able to update the clusters each time a aebdcome available,
without neither rebuilding the whole set of clusters, na@juieing access to previous
data.
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Fig. 1 The zone of influence of a prototype is parallel to the axea)n(¢) and (e), while the rotated zones
in (b), (d) and (f) through the use a multidimensional probghidlistribution result in a more accurate data
modeling.

When introducing a new training sample in an online learningle) it will either
reinforce the information contained in the previous daté mepresented by the cur-
rent clustering, or bring enough information to form a neustér or modify an exist-
ing one. The importance of a given sample in the clusteringgss can be evaluated
by itspotentialvalue. The potential of a sample is defined as inverse of tmeofalis-



tances between a data sample and all the other data samates [phd Filev (1993)]:

1
L+ () — 2 ()

A recursive method for the calculation of the potential oEavrsample was intro-
duced in [Angelov and Filev (2004)], which made this teclueigq promised solution
for any incremental clustering problem. The recursive fdaravoids memorizing
the whole previous data but keeps - using few variables - émsity distribution in
the feature space based on the previous data:

Pot(x(t)) (20)

t—1

Pot(x(t)) = (t— Da(t) + () —20(t) +t—1 (1)

where
a(t) =3 _aj(®) (12)
Yt) =t -1 +at-1), y(1)=0 (13)

()= a;(Omi(t), () =my(t = 1) +a(t=1), n(1)=0  (14)
j=1

Introducing a new sample affects the potential values ofémters of the existing
clusters, which can be recursively updated by the follovéggation:

(t —1)Pot(p)
t — 2+ Pot(;) + Pot(p;) Y27 i — (t = 1)|[3

Pot(u;) = (15)

If the potential of the new sample is higher than the potémiighe existing
centers then this sample will be a center of a new cluster amhafuzzy rule will
be formed in the case of our neuro-fuzzy model. So, the cefithie new prototype
pr+1 = X and its covariance matrid, ., = eI, wherel is the identity matrix of
sizen ande is a problem-independent parameter and can generally be Kt 2.

3.2 Premise adaptation

This adaptation process allows to incrementally updat@tbwtype centers coordi-
nations according to each new available learning data,@retursively compute the
prototype covariance matrices in order to give them theedthyper-elliptical form.

For each new sample;, the center and the covariance matrix of the prototype that
has the highest activation degree are updated. We presenifferent approaches of
adaptation; the first method is purely statistical, while second takes into account
the error or the confusion during the recognition of the nganeple.



3.2.1 Statistical recursive adaptation

In this method, the center coordination of the selectedopypt is recalculated as
follows:
S; — 1 1
Pi= it X (16)

2 7

wheres; represents the number of updates that have been applied @o tiais pro-
totype. The covariance matrix is recursively computed Hdevis:

S; —1 1
Ai = ——Ai + 5 (% — i) (xe — )" 7

For practical issues, since the membership degree can tidated using only
ATH(A] = ﬁ), and in order to avoid any matrix inversion, we use an updati

rule for A~! directly [De Backer and Scheunders (2001)]:

Af:ffl_(lle&rwm%&j&—mwr (18)
l—a 1-a 1+a((x— )47 (% — p))

wherea = —L-.
s;—1

3.2.2 Confusion-driven recursive adaptation

We propose a second method of adaptation in which the adinsisimade in “super-
vised” manner. To guide the adaptation of premises to ingeystem performance,
we focus on examples that are either misrecognized, or [§iaveell recognized.
This is translated by adding in the adaptation formulas aktei that will be cal-
culated for each new instance and it represents the impertanbe assigned to this
example in the process of adaption. The adaptation formarashen given as fol-
lows:

S; —w w
i = i+ —Xxy (19)

Si S;

S; —w w
A; = A+ (% — ) (x¢ — pa)” (20)
Si S; — 1
w=1-[y"—y"] wel0,2] (21)
where

Y = argmaz y™ m=1.k & m # c (22)

In words,w is inversely proportional to the difference between the taloel score
of x; (y°) and the highest value between the other (wrong) classe®s§ ™). Thus,
the value ofw tends to 0 wherx;, is “strongly” well recognized, and to 2 when it is
misrecognized.



3.3 Linear consequent tuning

The tuning of the linear consequent parameters in a firgrof8 model can be done
using weighted Recursive Least Square method (WRLS) [Aavget al. (2008)]. The
WRLS method can be applied in either local or global mannensgquent parameters
of each rule are optimized separately in the former, whilapeeters of all the rules
are optimized together in the latter. LBtbe the matrix of all the linear consequents
parameters in first-order FIS :

1 2 k

o= |"2T2 T2 (23)
1 2 k
T, L. Ty

wherem is the number of classes, amdis the number of fuzzy rules; It can be
globally and incrementally estimated by:

II = Iy + Cye (Vs — /(/)tTHtfl) ;o I =0 (24)

Ci1spf Cra

Cy=Ciq — ;
! - 1+ 9f Cio1y

Cy = 0I (25)

wherey, = [B1(x¢)x¢, B2(X¢)%y, ..., Br(%¢)%¢] IS the input vector weighted by the
activation levels of the prototypes$,is the identity matrix and? is a large positive
number, typically between 100 and 10,000. Small value® sfow down the learn-
ing, while too largef? can prevent parameters converging properly. The value must
then be estimated to be a good compromise between these tmts. @ = 1000 is
adequate for most casés.is a 1-by% target vector of the input vectay;. In classi-
cal classification problems, the value of the correct clagheé target vector is set to
one, and the rest to zero.

When a new rule is added to the system, its consequent paramastdnitialized
by the weighted average of the parameters of the other mlek the parameters of
the other rules do not change:

ﬂ-%(t—l) 7"2@-1) 7r116(7:—1)

Tot—1) Ta(t-1) =+ T2(t—1)
7"7}@71) 7"2(#1) ﬂ-:f(tfl)
T+t Tyt - T(r+1)t
where
g1yt = Zﬂi(xt)ﬂ-?(t—l) (27)
i=1

In addition, the covariance matriX is extended as follows:
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Cy= (28)

wherep = (r? + 1) /r2.
The complete learning algorithm can be summarized by Allgoril.

Algorithm 1: First-order Takagi-Sugeno online incremental learniggathm

foreach new samplex do

if x is the first sample of a new clagsen

create a new fuzzy prototype baseckat

initialize its potential by 1;

add a new fuzzy rule to the system;

extend the consequent parameters matrix as in (26) and (27);
update and extend the covariance matrix as in (28);

else

calculate the activations of the fuzzy rules by (9);

determine the winning class label by [5];

get the true class label;

calculate the potential of by (11);

update the potentials of the existing prototypes centergy45s);

if Pot(x) > Pot(u;) Vi € [1, R] then

if x is close to an existing center; then

let x be the new center of the prototypt and keep the same
consequents of theule;;

else

create a new fuzzy prototype basedkat

initialize its potential by 1;

add a new fuzzy rule to the system;

extend the consequent parameters matrix as in (26) and (27);
update and extend the covariance matrix as in (28);

end

end

Apply premise adaptation according=g by either (16) and (18) or
(19) and (20);

update the consequents parameters using (24) and (25);

end

end
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Fig. 2 Handwritten gestures in the dataset SIGN

4 Experimental results

In this section, we analyze the performance and behaviouofnwodel of incre-
mental learning on two types of experience. The first expeminis conducted on
an incremental learning problem related to our specificiagfibn context, online
handwritten gesture recognition. In the second part of éxjgerimental study, we
test our model on well-known classification benchmarksywatig comparing our re-
sults with non-incremental learning methods, while offgrithe opportunity to other
incremental approaches to compare with our method.

4.1 Online handwritten gesture recognition

We led the experiments on the “SIGN” database, which is ebdataof on-line hand-
written gestures (figure 2). It is composed of 25 differergtgees drawn by 11 dif-
ferent writers on Tablet PCs. Each writer has drawn 100 sesmgfleach gesturee.
2,500 gestures in each writer-specific dataset. The datasétadditional informa-
tion on the data collection protocol) can be found in [SIGRX@)]. Each gesture is
described by a set of 10 features. The presented resultbeaeverage of results of
11 different tests for the 11 writers.

4.2 UCI repository datasets

Besides the SIGN dataset, we evaluate the presented nezmp-fnodel on some

benchmark problems form the UCI machine learning repagsjtenank and Asuncion (2010)].

We particularly focus in this work on multi-class problerti¢e have chosen the next
datasets:

— CoverType The aim of this problem is to predict forest cover type frotnchr-
tographical variables. Seven classes of forest cover tgpesonsidered in this
dataset. We use in our experiment a subset of 2100 instances.

— PenDigits The objective is to classify the ten digits representedh®jrthand-
writing information from pressure sensitive tablet PC. lEd@its is represented
by 16 features. The dataset contains about 11000 instances.
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Dataset . .
(HC,#F,#1) PenDigits CoverType Segment Letters Sign
(10,16,10992)| (7,54,2100) | (7,19,2310) |(26,16,20000)|(25,10,2500)
ConsequentType
Global
. 4.04+0.41 |19.67+1.59| 790+1.18 | 12.05+0.37 | 2.98 £0.51
Learning
0-Order Local
oca
. 4.02+0.47 |20.07+1.60| 7.69+1.05 | 12.11 +0.48 | 3.01 +0.65
Learning
Global
. 3.00+0.36 |18.45+1.55| 7.00+1.19 | 10.86+0.49 | 2.76 £ 0.63
Learning
1-Order Tocal
. 2.75+0.38 | 18.30+1.60| 7.17+1.13 [11.05 *0.49]| 2.68 +0.58
Learning

Table 1 Misclassification rates for different consequent types

— Segment Each instance in the dataset represents a 3x3 region frooidoar
images. The aim is to find the image from which the region waertaEach
region is characterized by 19 numerical attributes. Theee2810 instances in
the dataset.

— Letters: The objective is to identify each of a large number of black-white
rectangular pixel displays as one of the 26 capital letterthé English alpha-
bet. Each letter is represented by 16 primitive numeridaibates. The dataset
contains 20000 instances.

We use 75% of each dataset for the incremental learning gscaed the rest is
used to estimate the performance during and at the end oé#neihg process. In
order to get the results unbiased by the data order effectepeat the experiment
for each dataset 40 times with different random data ordedsthe mean results
and standard deviations are presented in the figures analtlest Three incremental
learning models are compared in this experiment:

(I) Euclidean + statistical adaptation: an evolving firstier TS classifier with
parallel-to-axes hyper-elliptical prototypes (this mbideequivalent to eClass
model [Angelov et al. (2008)]),

(I Mahalanobis + statistical adaptation: our extendedsiom with rotated hyper-
elliptical prototypes (covariances between features ansidered). The adap-
tation of prototypes is purely statistical (section 3.2.1)

(1) Mahalanobis + confusion-driven adaptation: profmg adaptation is based on
the degrees of confusion (section 3.2.2) in this model.

As for the premise structure, several variants of consedueetions and their
learning algorithm can be used as aforementioned. We hassured the impact of
these variants on the classification accuracy using theneeldapremise structure
on the five datasets. Table 1 shows a comparison betweeromdgoand first-order
model and between local consequent optimization and glodradequent optimiza-
tion, for a hyper-elliptical premise structure with stttial adaptation. We can note
that first-order models are more performant than zero-avdes, but with the price
of having more parameters. On the other hand, we note thhtlbcal and global
consequents optimization give almost the same results,thét advantage of having
less parameter using the local optimization.
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Dataset . .
(HC,HF #1) PenDigits CoverType Segment Letters Sign
Premise Type 7 [(10,16,20992)| (7,54,2100) | (7,19,2310) |(26,16,20000)] (25,10,2500)
Buclidean + {4 order | 2059 +0.75 |28.77 £ 1.82| 21.95:1.71 [36.64 +0.81 6.05 t0.88
statistical
adaptation {4 o der | 3054032 [2046+138| 853142 | 20222057 | 359 2067
(eClass)
Mahalanobis + | 0-Order | 4.02+0.47 [20.07+160| 769+1.05 | 12.1140.48 | 3.0120.65
statistical
adaptation | 1-Order | 2.75£0.38 |18.30+1.60| 7.17£1.13 |11.05 £0.49| 2.68 £0.58
Mahalanobis + | 0-Order | 1.88+0.33 [15.71+1.70| 6.19+0.88 [ 10.05£0.35 | 3.1020.62
confusion-driven
adaptation | 1-Order | 1.64£0.31 |15.92 #191] 6.05£0.95 | 952 £0.31 | 2.08+0.57

Table 2 Misclassification rates for different premise structures

Thus, we choose in the next experiment a local consequeinhiaption algo-
rithm, and we compare the three premise structures that wee thantioned above.
Results are shown for both zero-order and first-order motiédsnote from Table 2
that our improved models outperform the reference modeth e improved struc-
ture of premises, the rate of misclassification generaltyetses from 10% to 50%,
according to the classification problem. We can also nolieethe confusion-driven
premise adaptation helps in correcting some classificaioors and improves the
system’s performance compared to the statistical adaptatimost the same results
are obtained for either zero-order or first-order consetpuen

We show in figure 3, 4, 5 and 6 the evolution of classificatiorfggenance dur-
ing the incremental learning process using the three diffiepremise structures. We
show in figure the evolution of classification performanceiry the incremental
learning process using the three different premise strestiwe notice the stability
and the superiority of the performance using the improvednise structure.

5 Conclusion

An improvement on the premise structure of Takagi-Sugenoatizzy classifier

had been presented in this paper. The rotated fuzzy zoneglo¢nce in the pre-

sented model enable the premise “layer” to consider theelaiions that may exist
between input features and boost the overall performantteeaflassifier. An appro-
priate recursive premise adaptation methods are couplédaninown incremental

clustering technique and used with the recursive leastreguaethod to learn the
classifier in one-pass incremental mode. The proposed eahmants reduce the mis-
classification rate by more than 30% for our specific clasgific problem (online

handwritten gesture recognition), and these good restgtalao obtained on several
benchmark classification problems.
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