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Une proédure distribuée de séletion de poids dans lesprotooles de onsensus par minimisation de la norme deShattenRésumé : Dans les protooles de onsensus, les n÷uds d'un réseau alulent itérativementune moyenne pondérée de leurs mesures et elles de leurs voisins. Le protoole onverge versla moyenne des mesures initiales de tous les n÷uds présents dans le réseau. La vitesse deonvergene des protooles de onsensus dépend des poids séletionnés sur les liens entre voisins.Nous abordons dans et artile la question suivante : omment hoisir les poids dans un réseaudonné a�n d'avoir une plus grande vitesse de onvergene du protoole? Nous approhons leproblème de la séletion optimale de poids ave un problème de minimisation de la p-normede Shatten. Ce dernier est résolu de manière totalement distribuée grâe à une mèthode dugradient. Selon la valeur du paramètre p, nous pouvons trouver un ompromis entre la qualitéde la solution ('est-à-dire la vitesse de onvergene) et les oût en termes de ommuniationet alul (e.g. nombre de messages éhangés et volume de données traitées). Les résultats dessimulations montrent que notre approhe fournit une très bonne performane même ave unéhange d'informations limité. La proédure d'optimisation des poids peut également se dérouleren simultané ave le protoole de onsensus.Mots-lés : onsensus de moyenne, séletion de poids, la norme de Shatten, algorithmesdistribués de gradient
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4 M.El Chamie & G.Neglia & K.Avrahenkov1 IntrodutionA network is formed of a group of nodes or agents that are interonneted by ommuniationlinks that allow these nodes to share information and resoures. Algorithms for e�ient routingand e�ient use of resoures are proposed to save energy and speed up the proessing. For smallnetworks, it is possible for a entral unit to be aware of all the omponents of the network andtake deision for optimal usage of a resoure on a global view basis. As networks expand, theentral unit needs to handle a larger amount of data, and entralized optimization may beomeunfeasible espeially when the network is dynami. In fat, the optimal on�guration needsto be omputed whenever a link fails or there is any hange in the network. Moreover, nodesmay have some proessing apabilities that are not used in the entralized optimization. Withthese points in mind, it beomes more onvenient to perform distributed optimization relyingon loal omputation at eah node and loal information exhange between neighbors. Suhdistributed approah is intrinsially able to adapt to loal network hanges. There has beenreently a signi�ant amount of researh on distributed optimization in networks. New fastertehniques ([1, 2, 3℄) have been proposed for the traditional dual deomposition approah forseparable problems that is well known in the network ommunity sine Kelly's seminal workon TCP ([4℄). A ompletely di�erent approah has been reently proposed in [5℄: it ombinesa onsensus protool, that is used to distribute the omputations among the agents, and asubgradient method for the minimization of a loal objetive. Finally a third approah relies onsome intelligent random exploration of the possible solution spae, e.g. using geneti algorithms([6℄) or the annealed Gibbs sampler ([7℄).In this paper we study distributed tehniques to optimally selet the weights of average on-sensus protools (also referred to as ave-onsensus protools or algorithms). These protoolsallow nodes in a network, eah having a ertain measurement or state value, to alulate theaverage aross all the values in the network by ommuniating only with their neighbors. Con-sensus algorithms are used in various appliations suh as environmental monitoring of wirelesssensor networks, and multi-vehile ooperative ontrol where a team of mahines work togetherto aomplish some prede�ned goal. Mahines moving in parallel for example must reah onsen-sus on the speed and diretion of their motion to prevent ollisions. Although the average seemsto be a simple funtion to ompute, it is an essential element for performing muh omplex tasksinluding optimization, soure loalization, ompression, and subspae traking ([8, 9, 10℄).In the ave-onsensus protool ([11, 12℄), eah node �rst selets weights for eah of its neighbors,then at eah iteration the estimates are exhanged between neighbors and eah node updatesits own estimate by performing a weighted sum of the values reeived. Under quite generalonditions the estimates asymptotially onverge to the average aross all the original values.The weights play an essential role to determine the speed of onvergene of the ave-onsensus.For this reason in this paper we study how to selet the weights in a given network in orderto have fast onvergene independently from initial nodes' estimates. In [13℄, they refer to thisproblem as the fastest distributed linear averaging (FDLA) weight seletion problem and theyshow it is equivalent to maximizing the spetral gap of the weight matrix W , that is a onvexnon-smooth funtion (then we talk about a onvex non-smooth optimization problem) whih anbe solved o�ine by a entralized node using interior point methods. As we disussed above, thisapproah may not be onvenient for large sale networks with a dynami topology.In this work, we propose to selet the onsensus weights as the values that minimize theShatten p-norm of the weight matrix under some onstraints imposed by the onnetivity ofthe underlying network. We show that this new optimization problem an be onsidered anapproximation of the original problem in [13℄ (the FDLA) and we reformulate our problem intoan equivalent unonstrained, onvex and smooth minimization, and then it an be solved byInria



Distributed Weight Seletion in Consensus Protools by Shatten Norm Minimization 5the gradient method. More importantly, we show that in this ase the gradient method an bee�iently distributed among the nodes. Let σW be the vetor ontaining the singular values of theweight matrix W , then the Shatten p-norm of W is de�ned as ||W ||σp = ||σW ||p where ||σW ||pis the usual p-norm of a vetor. We desribe a distributed gradient proedure to minimize theShatten p-norm for an even integer p that requires eah node to reover information from nodesthat are up to p
2 -hop distant. Then the order p of the Shatten norm is a tuning parameter thatallows us to trade o� the quality of the solution for the amount of ommuniation/omputationneeded. In fat the larger p the more preise the approximation, but also the larger the amount ofinformation nodes need to exhange and proess. Our simulation results on random graphs showthat our algorithm provides very good performane in omparison to other distributed weightedseletion algorithms already for p = 2, i.e. when eah node needs to ollet information only fromits diret neighbors. Finally, we show that nodes do not need to run our weight optimizationalgorithm before being able to start the onsensus protool to alulate the average value, butthe two an run in parallel.The paper is organized as follows: In setion 2 we formulate the problem we are onsideringand we give the notation used aross the paper. Setion 3 presents the existing entralized anddistributed approahes for solving the optimization problem. In setion 4 we propose Shatten

p-norm minimization as an approximation of the original problem and in 5 we propose an e�ientdeentralized algorithm to solve our approximated problem and we study its omputation andommuniation osts. Setion 6 is devoted to a omparison between the performane of ouralgorithm and that of other known weight seletion algorithms on di�erent graph topologies(random graphs). We also implement a parallel algorithm that performs the weight optimizationsimultaneously with running the onsensus protool. Setion 7 summarizes the paper.2 Problem FormulationConsider a network of n nodes that an exhange messages between eah other through ommu-niation links. Every node in this network has a ertain measurement (e.g. a measurement forpressure or temperature), and we need eah node to know the average of the initial measurementsby following a distributed linear iteration approah. The network of nodes an be modeled as agraph G = (V, E) where V is the set of verties, labeled from 1 to n, and E is the set of edges,then (i, j) ∈ E if nodes i and j are onneted and an ommuniate (they are neighbors) and
|E| = m. We label the edges from 1 to m. If link (i, j) has label l, we write l ∼ (i, j). Let also
Ni be the neighborhood set of node i. All graphs in this report are onsidered to be onnetedand undireted. Let xi(0) ∈ R be the initial value at node i. We are interested in omputing theaverage

xave = (1/n)

n
∑

i=1

xi(0),in a deentralized manner with nodes only ommuniating with their neighbors. The averagingis done on a �xed network having a global lok. When the lok tiks, all nodes in the systemperform the iteration of the averaging protool at the same time (this is the synhronous updateassumption). At iteration k + 1, node i updates its state value xi as follows:
xi(k + 1) = wiixi(k) +

∑

j∈Ni

wijxj(k), (1)where wij is the weight seleted by node i for the value sent by its neighbor j and wii is theweight seleted by node i for it own value. Usually two neighbors selet the same weight for eahRR n° 8078



6 M.El Chamie & G.Neglia & K.Avrahenkovother, i.e. wij = wji. Also in this paper we onsider this ase. The matrix form equation is:
x(k + 1) = Wx(k), (2)where x(k) is the state vetor of the system and W is the weight matrix. The main problemwe are onsidering in this paper is how a node i an hoose the weights wij for its neighborsso that the state vetor x of the system onverges fast to onsensus. There are entralized anddistributed ways for seletion of W , but in order to explain them, we need �rst to provide somemore notation. We denote by Wi the vetor of weights used by node i (then the transpose of the

ith row of matrix W ). We denote also by w the vetor of dimensions m× 1, whose l-th element
wl is the weight assoiated to link l, then if l ∼ (i, j) it holds wl = wij = wji. A is the adjaenymatrix of graph G, i.e. aij = 1 if (i, j) ∈ E and aij = 0 otherwise. CG is the set of all real n× nmatries M following graph G, i.e. mij = 0 if (i, j) /∈ E. D is a diagonal matrix where dii (orsimply di) is the degree of node i in the graph G. I is the n×m inidene matrix of the graph,suh that for eah l ∼ (i, j) ∈ E Iil = +1 and Ijl = −1 and the rest of the elements of the matrixare null. L is the laplaian matrix of the graph, so L = D−A. It an also be seen that L = IIT .
I is the n× n identity matrix. Given that W is real and symmetri, it has real eigenvalues (andthen they an be ordered). We denote by λi the i-th largest eigenvalue of W , and by µ thelargest eigenvalue in module non onsidering λ1, i.e. µ = max{λ2,−λn}. σi is the i-th largestsingular value of a matrix. Tr(B) is the trae of the matrix B and ρ(B) is its spetral radius.
||X ||σp as mentioned before is the Shatten p-norm of a matrix X , i.e. ||X ||σp = (

∑

i σp
i )1/p.Finally we use the symbol ddX f(X), where f is a di�erentiable salar-valued funtion f(X) withmatrix argument X ∈ R

m×n, to denote the n × m matrix whose (i, j) entry is ∂f(X)
∂xji

. Table 1summarizes the notation used in this paper.2.1 Convergene ConditionsIn [13℄ the following set of onditions is proven to be neessary and su�ient to guaranteeonvergene to onsensus for any initial ondition:
1T W = 1T , (3)
W1 = 1, (4)
ρ(W − 1

n
11T ) < 1, (5)We observe that the weights are not required to be non-negative. As we said we onsider W tobe symmetri, then the �rst two onditions are equivalent to eah other and equivalent to thepossibility to write the weight matrix as follows: W = I − I × diag(w) × IT .2.2 Fastest ConsensusThe speed of onvergene of the system given in (2) is governed by how fast W k onverges. Sine

W is real symmetri, it has real eigenvalues and it is diagonalizable. We an write W k as follows([14℄):
W k =

∑

i

λk
i Gi, (6)where the matries Gi's have the following properties: Gi is the projetor onto the null-spae of

W −λiI along the range of W −λiI,∑i Gi = I and GiGj = 0n×n ∀i 6= j. Conditions (3) and (5)imply that 1 is the largest eigenvalue of W in module and is simple. Then λ1 = 1, G1 = 1/n11Tand |λi| < 1 for i > 1. From the above representation of W k, we an dedue two important fats:Inria



Distributed Weight Seletion in Consensus Protools by Shatten Norm Minimization 7Table 1: NotionSymbol Desription Dimension
G network of nodes and links -
V set of nodes/verties |V | = n
E set of links/edges |E| = m
x(k) state vetor of the system at iteration k n × 1
W weight matrix n × n
Wi transpose of ith row of W n × 1
w vetor of weights on links m × 1diag(v) diagonal matrix having the elements of the n × 1 vetor v n × n
CG set of n × n real matries following G -
D degree diagonal matrix n × n
A adjaeny matrix of a graph n × n
I inidene matrix of a graph n × m
L laplaian matrix L = D − A = IIT n × n
λi ith largest eigenvalue of W salar
Λ eigenvalue diagonal matrix Λii = λi n × n
σi ith largest sigular value salar
µ seond largest eigenvalue in magnitude of W salar
ρ(X) spetral radius of matrix X salarTr(X) trae of the matrix X salar
||X ||σp Shatten p-norm of a matrix X salarddX f(X) Derivative of f(X), X ∈ R

m×n, f(X) ∈ R n × m
PS(.) Projetion on a set S ⊂ R

m m × 11. First we an hek that W k atually onverges, in fat we have limk→∞ x(k) = limk→∞ W kx(0) =
1
n11T x(0) = xave1 as expeted.2. Seond, the speed of onvergene of W k is governed by the seond largest eigenvalue inmodule, i.e. on µ = max{λ2,−λn}. For obtaining the fastest onvergene, nodes have toselet weights that minimizes µ, or equivalently maximize the spetral gap1 of W .Then the problem of �nding the weight matrix that guarantees the fastest onvergene an beformalized as follows: minimize µ(W )subjet to W = WT ,

W1 = 1,

W ∈ CG,

(7)where the last onstraint on the matrix W derives from the assumption that nodes an onlyommuniate with their neighbors and then neessarily wij = 0 if (i, j) 6∈ E.The above minimization problem is a onvex one and the funtion µ(W ) is non-smoothonvex funtion. It is onvex sine when W is a symmetri matrix, we have µ(W ) = ||W −G1||2whih is a omposition between an a�ne funtion and the matrix L-2 norm, and all matrixnorms are onvex funtions. The funtion µ(W ) = ρ(W − G1) is non-smooth sine the spetral1 The spetral gap is the di�erene between the largest eigenvalue in module and the seond largest one inmodule. In this ase it is equal to 1 − µ.RR n° 8078



8 M.El Chamie & G.Neglia & K.Avrahenkovradius of a matrix is not di�erentiable at points where the eigenvalues oalese [15℄. The proessof minimization itself in (7) tends to make them oalese at the solution. Therefore, smoothoptimization methods annot be applied to (7). Moreover, the weight matrix solution of theoptimization problem is not unique. For example it an be heked that for the network inFig. 1, there are in�nite weight values that an be assigned to the link (2, 3) that solves theoptimization problem (7), inluding w23 = 0.2
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6Figure 1: Network of 6 nodes.We address in this paper the di�erent ways to solve this minimization problem, either in aentralized program by formulating a semi-de�nite program or by using deentralized tehniquessuh as using a sub-gradient method whih is in pratie di�ult to implement distributedlybeause of the non-smoothness of the funtion µ. We then present a di�erentiable approximationof the problem, and we show how the new optimization problem an be implemented in a fullydeentralized manner using gradient tehniques. We then ompare the approximated solutionwith the optimal one and other distributed weight seletion algorithms suh as the metropolisor the max degree ones.3 Existing Algorithms for Fast ConsensusThe funtion to minimize in the optimization (7) is a non-smooth onvex funtion, so distributedimplementation tehniques are hallenging. In this setion, we will present two approahesproposed by Xiao and Boyd in [13℄ to solve the optimization problem, a entralized approahand a distributed one and a similar approah proposed in [10℄.3.1 Centralized SolutionXiao and Boyd in [13℄ have shown that problem (7) an be formulated as a Semi-De�nite Program(SDP) that an be solved using interior point methods running in polynomial time (see [17℄).The semi-de�nite program is the following:minimize ssubjet to − sI � I − I × diag(w) × IT − G1

I − I × diag(w) × IT − G1 � sI,

(8)where s is an auxiliary real variable and A � B if and only if B − A is positive semi-de�nite,and G1 is the projetion matrix as in 6.The output of this program is the optimal weight vetor w suh that wl, l = 1...m is the weightseleted for link l. The limit of suh entralized approah to weight seletion is also shown by2Additionally, the remark above shows that adding an extra link in a graph (e.g. link (2, 3) in the Fig. 1),does not neessarily redue the seond largest eigenvalue of the optimal weight matrix, as it was erroneouslyonjetured in [16℄. Inria



Distributed Weight Seletion in Consensus Protools by Shatten Norm Minimization 9the fat that a popular solver as CVX, matlab software for disiplined onvex programming [18℄,an only �nd the solution of (8) for networks with at most tens of thousands of links. Moreoverany topology hange will require to be noti�ed to the entral unity that should solve again theproblem.3.2 Distributed SolutionContrary to the entralized approah, in a distributed solution all the nodes in the networkontribute to alulate the solution of the optimization problem. The whole network then bene�tsfrom nodes' proessing apabilities.The authors of [13℄ present a sub-gradient method for seleting weights on links in a networkby minimizing the unonstrained problem:minimize r(w) = ρ(I − I × diag(w) × IT − G1).Eah link weight is updated aording to the following sub-gradient iteration:
w

(k+1)
l = w

(k)
l − γ(k)g

(k)
l /||g(k)||, (9)where w

(k)
l is the weight on link l at iteration k, g

(k)
l is the l-th omponent of a subgradient g(k)of the funtion to minimize alulated in w(k) and γ(k) is the stepsize satisfying the followingsu�ient onditions for onvergene, limk→∞ γ(k) = 0 and ∑∞

k=1 γ(k) = ∞. The omponents ofthe sub-gradient an be alulated as follows:� if r(w) = λ2(W ), then
gl = −(ui − uj)

2, if l ∼ (i, j), l = 1, ..., mwhere ui is the i-th omponent of a unit eigenvetor of the weight matrix W (k) relative tothe eigenvalue λ2.� if r(w) = −λn(W ), then
gl = (ui − uj)

2, if l ∼ (i, j), l = 1, ..., mwhere ui is the i-th omponent of a unit eigenvetor of the weight matrix W (k) relative tothe eigenvalue λn.We observe that the stepsize used in (9) is normalized by ||g(k)|| whih annot be loallyomputed by eah node. While this problem an probably be irumvented by a di�erent hoieof the stepsize (without loosing the onvergene properties of (9) ), there are other aspets thatmake problemati this distributed implementation. In fat this iterative proedure requires atevery step to alulate λ2(W (k)) and λn(W (k)), and determine one eigenvetor for the one ofthese two eigenvalues that is the largest in module. For the solution to be really distributed alsothese quantities have to be alulated in a distributed way. This is not an easy task. There aresome distributed iterative tehniques ([19, 20, 21℄) that onverge asymptotially to the orreteigenvalue-eigenvetor pair. Then eah step of the optimization proedure requires itself theonvergene of an iterative sub-proedure to alulate the two eigenvalue and the eigenvetorwith signi�ant omputation and ommuniation osts. We remark in partiular that at eahstep the sub-proedure has to run long enough to guarantee that the estimations are aurateenough to not jeopardize the onvergene of the optimization proedure. Deiding when toRR n° 8078



10 M.El Chamie & G.Neglia & K.Avrahenkovterminate the sub-proedure at eah step may require itself another distributed mehanisms orthe use of worst-ase bounds on the errors.A similar optimization problem but with some additional onstraints is to �nd the fastestonverging algorithm for randomized gossiping, and it has been studied in [10℄. The authorsprovide a subgradient method that projets the variables violating the onstraints bak onto thefeasible set. The projetion an be done in a distributed way and the stepsize sequene an bealulated at eah node. Nevertheless, the gradient of the ost funtion depends also in thisase on eigenvalues and eigenvetors of the underlying graph, so its alulation inurs the sameproblems exposed above.The main ontribution of this paper is to onsider a di�erent ost funtion that approximatesthat in the original problem (7) (i.e. the module of the seond largest eigenvalue) and to propose adistributed gradient method to obtain the optimal solution. The main di�erene in omparison tothe approah desribed in this setion�beside the obvious di�erene to deal with di�erentiablefuntion rather than with non-smooth one� is that eah omponent of the gradient an beexpressed in a losed form and alulated by eah node only on the basis of some loal information,without the need to perform an iterative sub-proedure at eah step.4 Shatten Norm MinimizationWe hange the original minimization problem in (7) by onsidering a di�erent ost funtion thatis a monotoni funtion of the Shatten Norm. The minimization problem we propose is thefollowing one: minimize f(W ) = ||W ||pσpsubjet to W = WT ,

W1 = 1,

W ∈ CG,

(10)where p is an even positive integer. The following result establishes that (10) is a smooth onvexoptimization problem and also it provides an alternative expression of the ost funtion in termsof the trae of W p. For this reason we refer to our problem also as Trae Minimization (TM).Proposition 1. f(W ) = ||W ||pσp = Tr(W p) is a salar-valued smooth onvex funtion on itsfeasible domain when p is an even positive integer.Proof. We have Tr(W p) =
∑n

i=1 λp
i . Sine W is symmetri, its non-zero singular values are theabsolute values of its non-zero eigenvalues ([14℄). Given that p is even, then∑n

i=1 λp
i =

∑n
i=1 σp

i .Therefore, Tr(W p) = ||W ||pσp.The Shatten norm ||W ||σp is a nonnegative onvex funtion, then f is onvex beause it isthe omposition of a non-dereasing onvex funtion�funtion xp where x is non-negative�anda onvex funtion (see [22℄).The funtion is also di�erentiable and we haveddW
Tr(W p) = pW p−1, (11)(see [23, p. 411℄).We now illustrate the relation between (10) and the optimization (7). The following lemmaswill prepare the result: Inria



Distributed Weight Seletion in Consensus Protools by Shatten Norm Minimization 11Lemma 1. For any symmetri weight matrix W whose rows (and olumns) sum to 1 and witheigevalues λ1(W ) ≥ λ2(W ) ≥ . . . λn(W ), there exists two integers K1 ∈ {1, 2, . . . n − 1}, K2 ∈
{0, 1, 2, . . . n−1} and a positive onstant α < 1 suh that for any positive integer p = 2q we have:

1 + τ(W )pK1 ≤ Tr(W p) ≤ 1 + τ(W )p(K1 + K2α
p), (12)where

τ(W ) =

{

ρ(W ) = max{λ1(W ),−λn(W )} if ρ(W ) > 1,

µ(W ) = max{λ2(W ),−λn(W )} if ρ(W ) ≤ 1.
(13)Proof. Let us onsider the matrix W 2 and denote by ν1, ν2, . . . νr its distint eigenvalues orderedby the largest to the smallest and by m1, m2, . . . mr their respetive multipliities. We observethat they are all non-negative and then they are also di�erent in module. For onveniene weonsider νs = ms = 0 for s > r. We an then write:Tr(W p) =

n
∑

i=1

λp
i =

r
∑

i=1

miν
q
i .The matrix W 2 has 1 as an eigenvalue. Let us denote by j its position in the ordered sequeneof distint eigenvalues, i.e. νj = 1. Then it holds:Tr(W p) = 1 + (mj − 1) +

∑

i6=j

miν
q
i .If ρ(W ) = 1 (i.e. 1 is the largest eigenvalue in module of W ), then 1 is also the largesteigenvalue of W 2 (ν1 = 1). If m1 > 1, then it has to be either λ2(W ) = 1 (the multipliity ofthe eigenvalue 1 for W is larger than 1) or λn(W ) = −1. In both ases τ(W ) = µ(W ) = 1,Tr(W p) = 1 + (m1 − 1) +

∑

i>1

miν
q
iand the result holds with K1 = m1 − 1, K2 =

∑

i>1 mi and α =
√

ν2. If m1 = 1, then ν2 = λ2
2.We an write: Tr(W p) = 1 + νq

2

(

m2 +
∑

i>2

mi

(

νi

ν2

)q
)and the result holds with K1 = m2, K2 =

∑

i>2 mi, and α =
√

ν3/ν2.If ρ(W ) > 1, then ν1 = ρ(W )2 > 1 and we an write:Tr(W p) = 1 + νq
1






m1 +

∑

i>1
i6=j

mi(
νi

ν1
)q + (mj − 1)(

1

ν1
)q






.Then the result holds with τ(W ) =

√
ν1 = ρ(W ), K1 = m1, K2 =

∑

i>1 mi, and α =
√

ν2/ν1.Lemma 2. Let us denote by W(p) the solution of the minimization problem (10). If the graphof the network is strongly onneted then τ
(

W(p)

)

< 1 for p su�iently large.RR n° 8078



12 M.El Chamie & G.Neglia & K.AvrahenkovProof. If the graph is strongly onneted then there are multiple ways to assign the weightssuh that the onvergene onditions (3)-(5) are satis�ed. In partiular the loal degree methoddesribed in Se. 6 is one of them. Let us denote by W(LD) its weight matrix. A onsequene ofthe onvergene onditions is that 1 is a simple eigenvalue of W(LD), and that all other eigenvaluesare stritly less than one in magnitude (see [13℄). It follows that τ
(

W(LD)

) in Lemma 1 is stritlysmaller than one and that limp→∞Tr(W p
(LD)

)

= 1. Then there exists a value p0 suh that foreah p > p0 Tr(W p
(LD)

)

< 2.Let us onsider the minimization problem (10) for a value p > p0. W(LD) is a feasible solutionfor the problem, then Tr(W p
(p)) ≤ Tr(W p

LD) < 2.Using this inequality and Lemma 1, we have:
1 + τ

(

W(p)

)p ≤ 1 + τ
(

W(p)

)p
K1 ≤ Tr(W p

(p)) < 2,from whih the thesis follows immediately.We are now ready to state our main result:Proposition 2. If the graph of the network is strongly onneted, then the solution of the Shat-ten Norm minimization problem (10) satis�es the onsensus protool onvergene onditions for
p su�iently large. Moreover when p diverges this minimization problem is equivalent to theminimization problem (7) (i.e. to minimize the seond largest eigenvalue µ(W )).Proof. The solution of problem (10), W(p) is neessarily symmetri and its rows sum to 1. FromLemma 2 it follows that for p su�iently large τ

(

W(p)

)

< 1 then by the de�nition of τ(.) ithas to be ρ(W(p)) = 1 and µ(W(p)) < 1. Therefore W(p) satis�es all the three onvergeneonditions (3)-(5) and then the onsensus protool onverges.Now we observe that with respet to the variable weight matrix W , minimizing Tr(W p) isequivalent to minimizing (Tr(W p) − 1)1/p. From Eq. (12), it follows:
τ(W )K

1

p

1 ≤ (Tr(W p) − 1)
1

p ≤ τ(W )(K1 + K2α
p)

1

p .

K1 is bounded between 1 and n− 1 and K2 is bounded between 0 and n − 1, and α < 1,then itholds:
τ(W )K

1

p

1 ≤ (Tr(W p) − 1)
1

p ≤ τ(W )K
1

p ,with K = 2(n − 1). For p large enough τ
(

W(p)

)

= µ(W(p)), then
∣

∣

∣(Tr(W p
(p)) − 1)

1

p − µ(W(p))
∣

∣

∣ ≤ µ(W(p))
(

K
1

p − 1
)

≤ K
1

p − 1.Then the di�erene of the two ost funtions onverges to zero when p diverges. In this sense,Shatten Norm minimization (10) an be onsidered an approximation for the original prob-lem (7).Remark Comparing the results of Shatten Norm minimization (10) with the original prob-lem (7), we observe that on some graphs the solution of problem (10) already for p = 2 givesthe optimal solution of the main problem (7); this is for example the ase for fully onnetedInria
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wij=0Figure 2: For this network the matrix solution of Shatten Norm minimization (10) with p = 2does not guarantee onvergene of average onsensus, beause wi,j = 0.graphs3. However, on some other graphs, it may give a weight matrix that does not guaranteethe onvergene of the onsensus protool beause the seond largest eigenvalue is larger thanor equal to 1 (the other onvergene onditions are intrinseally satis�ed). We have built a toyexample, shown in Fig. 2, where this happens. The solution of (10) assigns weight 0 to the link
{i, j}; wij = 0 separates the network into two disonneted subgraphs, so µ(W ) = 1 in this ase.We know by Lemma 2 that this problem annot our for p large enough. In partiular for thetoy example the matrix solution for p = 4 already guarantees onvergene. Moreover we observethat we have never observed this problem on the larger networks we have simulated.Given that problem (10) is smooth and onvex, it an be solved by interior point methodswhih would be a entralized solution. In the next setion we are going to show a distributedalgorithm to solve problem (10).5 A Distributed Algorithm for Shatten NormminimizationIn this setion we will show that the optimization problem (10) an be solved in a distributedway using gradient methods. By distributed algorithm we mean an algorithm where eah nodeonly needs to retrieve information from a limited neighborhood (possibly larger than Ni) in orderto alulate the weights if its inident links. In what follows for the sake of simpliity we willsometimes desribe nodes' operations in terms of the matrix W or of its rows Wi (i = 1, 2, . . . n).For example one step of our proedure requires node i to �send the weight vetor Wi to itsneighbour." This may erroneously suggest that some global knowledge is required at eah node.But due to the onstraint W ∈ CG, any row i of the matrix W an only have values di�erent fromzero at olumn j where j ∈ Ni. Then node i only needs to transmit the weight of its inidentlinks and its own weight wii in the form an adiaeny list and does not even need to know thetotal number of nodes in the network (i.e. the length of the vetor Wi). Below we disuss indetail more omplex operations, but the reader has been warned.The onstraint W = WT in the optimization requires any two neighbors i and j to hoosethe same weight on their ommon link l ∼ {i, j} i.e. wij = wji = wl. The last ondition W1 = 1means that at every node i, the sum of all weights on its inident links plus its self-weight wiimust be equal to one. This ondition an be satis�ed by an algorithm that �rst hooses weightson links, and then eah node will hoose the variable wii to satisfy this ondition. Moreover3 This an be easily heked. In fat, for any onvergent matrix it holds µ(W ) ≥ 0 and Tr(W 2) ≥ 1. Thematrix Ŵ = 1/n11

T (orresponding to eah link having the same weight 1/n) has eigenvalues 1 and 0 withmultipliity 1 and n − 1 respetively. Then µ(Ŵ ) = 0 and Tr(Ŵ 2) = 1. It follows that Ŵ minimizes both theost funtion of problem (7) and (10).RR n° 8078



14 M.El Chamie & G.Neglia & K.Avrahenkovthese two onstraints lead to the possibility to write W as follows: W = I − I × diag(w) × IT ,where w ∈ R
m is the vetor of all the weight links wl, l = 1...m. It follows that Shatten Normminimization (10) is equivalent to the following unonstrained problem:minimize h(w) = Tr

(

(I − I × diag(w) × IT )p
)

. (14)We will give a distributed algorithm to solve the Shatten Norm minimization (10) by applyinggradient tehniques to problem (14). Sine the ost funtion to optimize is smooth and onvexas we proved in Proposition 1, if the gradient tehnique onverges to a stationary point, then itonverges to the global optimum. The gradient method uses the simple iteration:
w

(k+1)
l = w

(k)
l − γ(k)g

(k)
l ∀l = 1...m ,where γ(k) is the stepsize at iteration k and g

(k)
l is the l-th omponent of the gradient g(k) of thefuntion h(w). At every iteration k, starting with a feasible solution for link weights, w

(k)
l , wealulate the gradient g

(k)
l for every link, and then we obtaine a new weight value w

(k+1)
l . Thereare di�erent onditions on the funtion h(.) and on the stepsize sequene that an guaranteeonvergene (see for example [24℄). In our ase, the results that guarantee global onvergeneannot be applied , beause the funtion h(.) does not satisfy some onditions (e.g. Lipshitzontinuity), or beause stepsize alulation would require some global knowledge (e.g. the valueof the funtion h(.) or the module of its gradient). We will then add a further onstraint, lookingfor a solution in a set X , and we will onsider the following projeted gradient method:

w(k+1) = PX

(

w(k) − γ(k)g(k)
)

,where PX() is the projetion on the set X . We will show that by a partiular hoie of X and
γ(k) the method onverges to the solution of the original problem. Moreover, all the alulationsan be performed in a distributed way on the basis of loal knowledge. In partiular, we willshow that:� nodes inident to l are able to alulate g

(k)
l using only information they an retrieve fromtheir (possibly extended) neighborhood;� the stepsize sequene γ(k) is determined a priori and then nodes do not need to evaluatethe funtion h or any other global quantity to alulate it;� the projetion on set X an be redued to projetion by oordinate whih is alulatedloally at nodes.We will start by gl and show that it only depends on information loal to nodes i and j inidentto the link l ∼ {i, j}, then we will disuss the hoie of the stepsize γ(k) and of the projetionset X . Inria



Distributed Weight Seletion in Consensus Protools by Shatten Norm Minimization 155.1 Loally Computed GradientConsider the link l ∼ {i, j}, then wl = wij = wji and wii = 1 −∑s∈Ni
wis. The gradient gl ofthe funtion h(w) an be alulated as follows:

gl =
dh(w)dwl

=
df(I − I × diag(w) × IT )dwl

=
∂f

∂wij

dwijdwl
+

∂f

∂wji

dwjidwl
+

∂f

∂wii

dwiidwl
+

∂f

∂wjj

dwjjdwl

=
∂f

∂wij
+

∂f

∂wji
− ∂f

∂wii
− ∂f

∂wjj

= p
(

(W p−1)ji + (W p−1)ij − (W p−1)ii − (W p−1)jj

)

. (15)In the last equality we used equation (11).It is well know from graph theory that if we onsider W to be the adjaeny matrix of aweighted graph G, then (W s)ij is a funtion of the weights on the edges of the i − j walks(i.e. the walks from i to j) of length exatly s (in partiular for an unweighted graph (W s)ij isthe number of distint i− j s-walks [25℄). Sine for a given p the gradient gl, l ∼ {i, j}, dependson the {ii, jj, ij, ji} terms of the matrix W p−1, gl an be alulated loally by using only theweights of links and nodes at most p
2 hops away from i or j4 . Pratially speaking, at eahstep, nodes i and j need to ontat all the nodes up to p/2 hops away in order to retrieve theurrent values of the weights on the links of these nodes and the values of weights on the nodesthemselves. For example, when p = 2, then the minimization is the same as the minimizationof the Frobenius norm of W sine Tr(W 2) =

∑

i,j w2
ij = ||W ||2F , and the gradient gl an bealulated as gl = 2 × (2Wij − Wii − Wjj) whih depends only on the weights of the vertiesinident to that link and the weight of the link itself.An advantage of our approah is that it provides a trade-o� between loality and optimality.In fat, the larger the parameter p, the better the solution of problem (10) approximates thesolution of problem (7), but at the same time the larger is the neighborhood from whih eahnode needs to retrieve the information. For example, if p = 2, then gl where l ∼ {i, j} onlydepends on the weights of subgraph indued by the two nodes i and j. For p = 4, the gradient

gl depends only on the weights found on the subgraph indued by the set of verties Ni ∪ Nj ,then it is su�ient that nodes i and j exhange the weights of all their inident links.5.2 Choie of Stepsize and Projetion setThe global onvergene of gradient methods (i.e. for any initial ondition) has been proven undera variety of di�erent hypotheses on the funtion h to minimize and on the step size sequene
γ(k). In many ases the step size has to be adaptively seleted on the basis of the value of thefuntion or of its gradient at the urrent estimate, but this annot be done in a distributed way.This leads us to look for onvergene results where the step size sequene an be �xed ahead oftime. Moreover the usual onditions, like Lipshitzianity or boundness of the gradient, are notsatis�ed by the funtion h(.) over all the feasible set. For this reason we add another onstraintto our original problem (14) by onsidering that the solution has to belong to a given onvex and4 If a link or a node is more than p/2 hops away both from node i and node j, then it annot belong to a i− jwalk of lenght p.RR n° 8078



16 M.El Chamie & G.Neglia & K.Avrahenkovompat set X . Before further speifying how we hoose the set X , we state our onvergeneresult.Proposition 3. Given the following problemminimize h(w) = Tr
(

(I − I × diag(w) × IT )p
)

,subjet to w ∈ X (16)where X ⊆ R
m is a onvex and ompat set, if ∑k γ(k) = ∞ and ∑k

(

γ(k)
)2

< ∞, then thefollowing iterative proedure onverges to the minimum of h in X:
w(k+1) = PX

(

w(k) − γ(k)g(k)
)

, (17)where PX(.) is the projetion operator on the set X and g(k) is the gradient of h evaluated in
w(k).Proof. The funtion h is ontinuous on a ompat set X , so it has a point of minimum. More-over also the gradient g is ontinuous and then bounded on X . The result then follows fromProposition 8.2.6 in [26, pp. 480℄.For example, γ(k) = a/(b + k) where a > 0 and b ≥ 0 satis�es the step size ondition inProposition 3.While the onvergene is guaranteed for any set X onvex and ompat, we have two otherrequirements. First, it should be possible to alulate the projetion PX in a distributed way.Seond, the set X should ontain the solution of the optimization problem (14). About the �rstissue, we observe that if X is the artesian produt of real intervals, i.e. if X = [a1, b1]× [a2, b2]×
. . . [am, bm], then we have that the l-th omponent of the projetion on X of a vetor y is simplythe projetion of the l-th omponent of the vetor on the interval [al, bl], i.e.:

[PX(y)]l = P[al,bl](yl) =











al if yl < al,

yl if al ≤ yl ≤ bl,

bl if bl < yl.

(18)Then in this ase Eq. (17) an be written omponent-wise as
w

(k+1)
l = P[al,bl](w

(k)
l − γ(k)g

(k)
l ).We have shown in the previous setion that gl an be alulated in a distributed way, then theiterative proedure an be distributed. About the seond issue, we hoose X in suh a way thatwe inlude in the feasibility set all the weight matries with spetral radius at most 1. Thefollowing lemma indiates us how to hoose X .Lemma 3. Let W be a real and symmetri matrix where eah row (and olumn) sums to 1, thenthe following holds,

ρ(W ) = 1 =⇒ max
i,j

|wij | ≤ 1.Proof. Sine W is real and symmetri, then we an write W as follows
W = SΛST , Inria



Distributed Weight Seletion in Consensus Protools by Shatten Norm Minimization 17where S is an orthonormal matrix (ST S = SST = I), and Λ is a diagonal matrix having
Λkk = λk and λk is the k-th largest eigenvalue of W . Let rk and ck be the rows and olumns of
S respetively and r

(i)
k be the i-th element of this vetor. So,

W =
∑

k

λkckc
T
k ,and

|wij | = |
∑

k

λkc
(i)
k c

(j)
k | (19)

≤
∑

k

|c(i)
k ||c(j)

k | (20)
=
∑

k

|r(k)
i ||r(k)

j | (21)
≤ ||ri||2||rj ||2 (22)
= 1. (23)The transition from (19) to (20) is due to the fat ρ(W ) = 1, the transition from (21) to (22) isdue to Cauhy�Shwarz inequality. The transition from (22) to (23) is due to the fat that S isan orthonormal matrix.A onsequene of Lemma 3 is that if we hoose X = [−1, 1]m the weight vetor of the matrixsolution of problem (7) neessarily belongs to X (the weight matrix satis�es the onvergeneonditions). The same is true for the solution of problem (14) for p large enough beause ofProposition 2. The following proposition summarizes our results.Proposition 4. If the graph of the network is strongly onneted, then the following distributedalgorithm onverges to the solution of the Shatten norm minimization problem for p large enough:

w
(k+1)
l = P[−1,1](w

(k)
l − γ(k)g

(k)
l ), ∀l = 1, . . . , m, (24)where ∑k γ(k) = ∞ and ∑k

(

γ(k)
)2

< ∞.5.3 Complexity of the AlgorithmOur distributed algorithm for Shatten Norm minimization requires to alulate at every itera-tion, the stepsize γ(k), the gradient g
(k)
l for every link, and a projetion on the feasible set X .Its omplexity is determined by the alulation of link gradient gl, while the ost of the otheroperations is negligible. In what follows we are going to detail both omputational osts inurredby eah node (in terms of number of operations and memory required) and ommuniation osts(in terms of volume of information to transmit) for the two values p = 2 and p = 4.5.3.1 Complexity for p = 2For p = 2, gl = 2× (2Wij −Wii−Wjj), so taking into onsideration that nodes are aware of theirown weights (Wii) and of the weights of the links they are inident to (Wij), the only missingparameter in the equation is their neighbors self weight (Wjj). So after every iteration in thesubgradient methods, nodes must broadast their self weight to their neighbors. We an saythat the omputational omplexity for p = 2 is negligible and the ommuniation omplexity is

1 message arrying a single real value (wii) per link, per node and per iteration.RR n° 8078



18 M.El Chamie & G.Neglia & K.Avrahenkov5.3.2 Complexity for p = 4For p = 4, the node must ollet information from a larger neighborhood. The gradient at link
l ∼ {i, j} is given by gl = 4

(

(W 3)ij + (W 3)ji − (W 3)ii − (W 3)jj

). Notie that gl an be writtenas follows:
gl = 4

(

WT
i WWj + WT

j WWi − WT
i WWi − WT

j WWj

)

.From the equation of gl it seems like the node must be aware of all the weight matrix in orderto alulate the 4 terms in the equation, however this is not true. As disussed in the previoussetion, eah of the 4 terms an be alulated only loally from the weights within 2-hops from
i or j. In fat, WT

i WWj depends only on the weights of links overed by a walk with 3 jumps,starting from i we do the �rst jump to a neighbor of i, the seond jump to a neighbor of j and�nally the third jump must �nish at j, then we annot move farther than 2 hops from i. Thenthis term an be alulated at node i, i.e. every node s in Ni, sends its weight vetor Ws to
i. The same is true for the addend WT

j WWi. The term WT
i WWi depends on the walks oflength 3 starting and �nishing in i, then node i an alulate it one it knows Ws for eah s in

Ni. Finally, the alulation of the term WT
j WWj at node i requires more information aboutthe links existing among the neighbors of node j. Instead of the transmission of this detailedinformation, we observe that node j an alulate the value WT

j WWj (as node i an alulate
WT

i WWi) and then an transmit diretly the result of the alulation to node i. Therefore, thealulation of gl by node i for every link l inident to i an be done in three steps:1. Create the subgraph H ontaining the neighbors of i and the neighbors of its neighbors bysending (Wi) and reeiving the weight vetors (Wj) from every neighbors j.2. Calulate WT
i WWi and broadast it to the neighbors.3. Calulate gl.We evaluate now both the omputational and the ommuniation omplexity.� Computation Complexity: Eah node must store the subgraph H of its neighborhood. Thenumber of nodes of H is nH ≤ ∆2 +1, the number of links of H is mH ≤ ∆2 where ∆ is themaximum degree in the network. Due to sparsity of matrix W , the alulation of the value

WT
i WWi requires O(∆3) multipliation operation without the use of any aeleratingtehnique in matrix multipliation whih �we believe� ould further redue the ost. Sothe total ost for alulating gl is in the worst ase O(∆3). Notie that the omplexityfor solving the SDP (8) is of order O(m3) where m is the number of links in the network.Therefore, on networks where ∆ << m, the gradient method would be omputationallymore e�ient.� Communiation Complexity: The pakets that need to be transmitted by nodes are due tosteps 1 and 2. So the omplexity would be two messages per link per gradient iteration.The �rst message arries at most ∆ values (the weight vetor Wi) and the seond messagearries one real value (WT

i WWi).6 Performane EvaluationAs we have disussed in Setion 2.2, the speed of onvergene of W k is asymptotially determinedby the seond largest eigenvalue in module. For this reason µ(W ) will be used as a performanemetri to ompare di�erent weight seletion algorithms for hoosing the weight matrix W . Wewill start the evaluation of our algorithm by �rst presenting in Fig. 3 a omparison betweenInria
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Figure 3: Performane omparison between FDLA solved by SDP and the Shatten Norm mini-mization of di�erent values of p.the optimal algorithm whih is the fastest distributed linear averaging (FDLA) that minimizes
µ solving the SDP problem (8) (we used the CVX solver, see [18℄) and the di�erent results ofhoosing the weight matrix W by our proposed Shatten p-Norm minimization formulation fordi�erent values of p. The values in the �gure are averaged over 100 onneted Erdos-Reyni graphswith 20 nodes eah. An ER random graph is generated as follows: we start from a 20 nodes fullyonneted graph, and then every link is removed from the graph by a probability (1 − Pr) andis left there with a probability Pr. The omparison is done for di�erent probability values Pr.We see from the results that as we solve the trae minimization for higher order p, the weightmatrix solution of problem (10) approahes that of (7) as we disussed in Proposition 2.The weights obtained by solving the optimization for p = 2 and p = 4 are based on loalinformation exhange only. We an ompare the performane of our proposed weight seletionalgorithm with the following ones from the literature (see [27, 13℄):� max degree weights (MD):

wl = 1
∆+1 ∀l = 1...m.� loal degree (metropolis) weights (LD):

wl = 1max{di,dj}+1 l ∼ {i, j} ∀l = 1, 2, . . .m.� optimal onstant weights (OC):
wl = 2

λ1(L)+λn−1(L) ∀l = 1...m.where ∆ = maxi{di} is the maximum degree in the network and L is the Laplaian of the graph.The weight matrix an be then dedued from w:
W = I − I × diag(w) × IT .6.1 Asymptoti Convergene RateWe ompare now the seond largest eigenvalue of the weight matrix µ(W ) of the di�erent weightseletion algorithms with our proposed algorithm for p = 2 and p = 4. The omparison is done onErdos Renyi (ER) random graphs desribed earlier, and on Random Geometri Graphs (RGG)where n nodes are thrown uniformly at random on a unit square area, and any two nodes withina onnetivity radius r are onneted by a link. We have tested the performane for di�erentRR n° 8078
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TM p=2Figure 4: Performane omparison between Shatten Norm minimization (TM) for p = 2 and

p = 4 with other weight seletion algorithms on ER and RGG graphs.onnetivity radii. It is known that for a small onnetivity radius, the nodes tend to formlusters.Fig. 4 shows a omparison of performane between the Shatten Norm minimization (TM)of order p = 2 and p = 4 and other weight seletion algorithms on ER and RGG graphs. Forevery probability Pr on ER and eah radius r on RGG, we averaged aross 100 onneted graphswith 100 nodes eah, and we give the 95% on�dene interval for the di�erent urves in the plot.The performane metri on ER graphs (in the left plot) and RGG (in the right plot) is theseond largest eigenvalue µ(W ). The smaller µ, the faster is the onvergene of the algorithm,as our objetive is to minimize this value. We see in Fig. 4 that TM for p = 2 and p = 4outperforms other weight seletion algorithms on ER by giving lower µ. Similarly on RGG theTM algorithm reahes faster onvergene than the other known algorithms even when the graphis well onneted (large onnetivity radius). However, the larger the degrees of nodes, the higherthe omplexity of our algorithm. We note that the results are quite interesting beause even withthe Shatten norm minimization of the least omplexity (p = 2), nodes were able to �nd in adistributed way a weight matrix that has faster speed of onvergene than the OC algorithmthat is onsidered as a global algorithm whih is di�ult to implement in a distributed way (butmust be solved o�ine by a entralized unit).6.2 Transient Performane and Interleaving Optimization and Averag-ingThe metri that we used so far for evaluation of the di�erent algorithms is the seond largesteigenvalue µ whih haraterizes the asymptoti onvergene rate of average protool (hara-terizes speed of onvergene with respet to a worst ase initial ondition study). However, thisasymptoti metri ould mask some important speed di�erenes on di�erent initial distributionof estimates. For this reason, we onsider in this setion a random initial distribution of nodes'estimates and we de�ne the onvergene time to be the number of iterations needed for the error(the distane between the estimates and the atual average) to beome smaller than a giventhreshold. More preisely, we de�ne the normalized error e(k) as
e(k) =

||x(k) − x̄||2
||x(0) − x̄||2
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Figure 5: Convergene time of di�erent weight seletion algorithms on ER and RGG graphs. TM-JCO-LD p = 4 is the joint onsensus-optimization algorithm initialized with the LD algorithm'sweight matrix and the same for TM-JCO-MD p = 4 but initialized with the MD algorithm's one.where x̄ = xave1, and the onvergene time is the minimum number of iterations after whih
e(k) < 0.001 (note that e(k) is non inreasing).Moreover, the distributed algorithm we desribed in solving the Shatten norm minimizationdo not interrupt the averaging protool, on the ontrary, the output of every iteration in theShatten norm minimization is a feasible weight matrix (expeted to have faster onvergingproperties than the previous iteration weight matrix) whih an be used freely in the averagingprotool. So we do not run our weight seletion algorithm �rst and then the averaging protoolusing the optimal weight matrix, but we interleave their respetive iterations. We refer to thistehnique as the joint onsensus�optimization (JCO) proedure. Then eah node at every stepwill improve its own weight aording to (15) and use the urrent weight values to perform theaveraging (1). Weights an be initially set aording to one of the other existing algorithmslike LD or MD. The stepsize is hosen to be γ(k) = 1

p(1+k) and an be heked that it satis�esthe onditions stated in the proposition to guarantee onvergene of the optimization. Thesimulations show that our weight seletion algorithm outperforms the other algorithms also inthis ase. In partiular, the two plots in Fig. 5 show the onvergene time for various weightseletion riteria on ER and RGG graphs respetively. For eah of the network topology seleted,we averaged the data in the simulation over 100 generated graphs, and for eah of these graphswe averaged the onvergene time of di�erent algorithms shown in the �gures over 20 randominitial onditions (the initial onditions were the same for all algorithms). Notie that runningat the same time the optimization with onsensus gave good results in omparison to LD, MD,and even OC algorithms. We also notie, that the initial feasible solution plays a role in theonvergene time of the gradient optimization. In partiular, the joint onsensus-optimizationalgorithm onverges faster when it is initialized with the LD algorithm's weight matrix.7 ConlusionWe have proposed in this paper an approximated solution for the fastest distributed linear aver-aging by solving a Shatten p-norm minimization with some onstrains related to the onnetivityin the network. We also gave an algorithm to solve this optimization. Unlike previous meth-RR n° 8078
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