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Combining BCI with Virtual Reality:
Towards New Applications and | mproved BCI

Fabien Lotte, Josef Faller, Christoph Guger, Yann Renaedt, Bfurtscheller,
Anatole Lecuyer, Robert Leeb

1 Introduction

Historically, the main goal of Brain-Computer InterfaceQB research was, and
still is, to design communication, control and motor subgtin applications for
patients with severe disabilities [75]. These last yeave liadeed seen tremendous
advances in these areas with a number of groups having achg! control of
prosthetics, wheelchairs and spellers, among other [48teNecently, new appli-
cations of BCI have emerged that can be of benefit to bothrgatéand healthy users
alike, notably in the areas of multimedia and entertainnfgh}. In this context,
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combining BCI with Virtual Reality (VR) technologies hagidly been envisioned
as very promising [37, 40]. Such a combination is generallyieved by design-
ing a system that provides the user with immersive 3D graphind feedback with
which it can interact in real-time by using the BCI. The prsimg potential of this
BCI-VR combination is visible at two levels. On one hand, BCseen by the VR
community as a new input device that may completely changeavty to interact
with Virtual Environments (VE) [37]. Moreover, BCI mightsad be more intuitive
to use than traditional devices. In this sense, BCI can be asdollowing a path
similar to that of haptic devices a few years ago [7], thattedew ways of con-
ceiving VR interaction. On the other hand, VR technologiles appear as useful
tools for BCI research. VE can indeed be a richer and morevatotg feedback
for BCl users than traditional feedbacks that are usualthénform of a simple 2D
bar displayed on screen. Therefore a VR feedback could esttae learnability of
the system, i.e., reduce the amount of time needed to learB@ skill as well as
increase the mental state classification performance JOV& can also be used as
a safe, cost-effective and flexible training and testingugobfor prototypes of BCI
applications. For instance, it could be used to train a pat@control a wheelchair
with a BCI [39] and to test various designs for the wheelcleaitrol, all of this
without any physical risk and with a very limited cost. As BU¥R can be used as
an intermediary step before using BCI applications in téal+Finally, VR could be
the basis of new applications of BCI, such as 3D video gamdsaétistic creation
for both patients and healthy users, as well as virtual svigities, museums ...)
and virtual online communities for patients, in order to rads their social neetls

Designing a system combining BCIl and VR comes with severpbitant chal-
lenges. First, the BCI being used as an input device, it shbe| ideally, as con-
venient and intuitive to use as other VR input devices. Theans that (1) the BCI
should provide the user with several commands for the aguphic; (2) the user
should be able to send these commands at anytime, at willtieeBCI should be
self-paced (a.k.a. asynchronous); (3) the mapping betweemental states used
and the commands (i.e., the interaction technique) shaildthitive, efficient, and
not lead to too much fatigue for the user. This last point igipalarly challenging
since current BCI are usually based on a very small numbereoitah states, typ-
ically only 2 or 3, whereas the number of interaction taskd ttan be performed
on a typical VE is very large, usually much larger than 3. Fitben point of view
of the VE design and rendering, the challenges include (pydwide a meaningful
VR feedback to the user, in order to enable him to control 8¢ B) to integrate
the stimuli needed for BCI based on evoked potentials aslyighd seamlessly as
possible in order not to deteriorate the credibility andstthe immersiveness of the
VE and (3) to design a VR application that is useful and usdbkpite the huge
differences between a typical VE and the standard BCI tgiprotocols.

This chapter presents an overview of the research worksi#tvatcombined BCI
and VR and addressed these challenges. As such, (1) it streegnt works that use
BCI to interact with VE, (2) it highlights the critical aspgecand solutions for the

1 See, for instance, the work achieved as part of the BrainAbgegt: htt p: / / www.
br ai nabl e. or g/
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design of BCl-based VR applications and (3) it discussesala¢ed perspectives. It
is organized as follows: Section 2 provides some introdyateaterial on VR and
the way to interact with VE using a BCI. Then, Section 3 reesxisting BCI-
based VR applications according to the different neurojohygical signals used to
drive the BCI. More particularly, Section 3.1 discusses \fipleations controlled
with a motor imagery (Ml)-based BCI, Section 3.2 those basedSteady State
Visual Evoked Potentials (SSVEP) and Section 3.3 thoseoéi a P300-based
BCI. Then, Section 4 elaborates on the impact of VR on BCI netgbly in terms
of BCI performance and user experience. Finally, Sectioargleides the chapter.

2 Basic principles behind VR and BCI control

This section gives some insights about how VE can be coattallith a BCI. In
the first subsection, VR is defined and the typical interactasks are described.
The suitability of the different BCI neurophysioligicalgsials (MI, P300, SSVEP)
for each interaction task is also briefly mentioned. In theose subsection, a gen-
eral architecture for BCl-based VR applications is propoSéhis architecture is
illustrated with examples of existing VR applications @gsBICI as input device.

2.1 Definition of Virtual Reality

A VR environment can be defined as an immersive system thatde® the user
with a sense of presence (the feeling of “being there” in tinial world [8]) by
means of plausible interactions with a real-time simulatgdthetic world [36].
Such plausible interaction is made possible thanks to twegoaies of devices:
input and output devices. First, the user must be able toactavith the virtual
world in real time. This is achieved by using input deviceshsas game pads, data
gloves, motion tracking systems or, as described in thiptemaBCI. Second, the
user must be provided with real time feedback about thealiktwrld state. To this
end, various output devices are generally used to rendeirtioal world content,
such as visual displays, spatial sound systems or hapticetev

According to Bowman et al [6] typical interaction tasks w#BD-VE can be
described as belonging to one of the following categories:

e Object selection: it consists in selecting an object among those availabthen
virtual world, typically in order to subsequently manipiaiat.

e Object manipulation: it consists in changing attributes of an object in the aftu
world, typically its position and orientation or other pespes such as appear-
ance and size.

e Navigation: it consists in modifying the user’s own position and oréitn in
the virtual world in order to explore it. In other words, ngaiion can be defined
as moving around the VE and changing the current point of.view
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e Application control: it consists in issuing commands to the application, to
change the system mode or to activate various functioes/ifor instance.

All these categories of interaction tasks can be performigd avBCI. However,
each BCI paradigm is more or less suitable for each catedointeraction task.
For instance, Ml and SSVEP-based BCI are more suitable fagation tasks and
possibly object manipulation because they can issue comsneantinuously and
potentially in a self-paced way. On the other hand, P30@d&Cl let the user
pick one item among a list of usually at least four, such comunaeing issued in
a discrete and synchronous way. For this reason, they are suitable for object
selection tasks. The suitability of each BCI paradigm isuésed more in details
and illustrated in Sections 3.1, 3.2 and 3.3 respectively.

2.2 General architecture of BCl-based VR applications

Implementing a BCI control for a VR system can be seen as ubiea@®Cl as an
input device to interact with the VE. Therefore, it consistgroviding the user
with a way to act on the virtual world only by means of brainaty, and using the
available output devices to provide a meaningful feedbadké user. So far, only
visual feedback has been deeply investigated in the coot@&€l-based VR appli-
cations, but other modalities, in particular audio and icaptvould also be worth
studying in the future. A BCl-based VR setup typically inve$ two independent
softwares: 1) a BCl software to record brain signals, pretiesm to extract relevant
features and classify mental states in real-time in ordgetterate commands, and
2) a VR software to simulate and render a virtual world, pdevieedback to user
and process the received commands. Therefore, these timased must be able to
communicate in order to exchange information and commdtidare 1 provides a
schematic representation of BCI control of a VR application

In addition to these software considerations, there acesdsgeral hardware re-
lated issues that must be considered when using a BCI systanVE: (1) the
biosignal amplifiers must be able to work in such a noisy emrrent, (2) the
recordings should ideally be done without wires to avoidisioins and irritations
within the environment, (3) the BCI system must be coupléth tie VR system to
exchange information fast enough for real-time experimamnd (4) in the case of
CAVE systems, users mostly want to move around and thereftiee EEG elec-
trodes should be used to avoid movement artifacts.

In order to illustrate this general architecture implenation and propose a com-
plete setup, we can mention two softwares which are devot&Ct and VR as an
example: OpenViBE and Ogre3D. OpenViBE a free software platform to de-
sign, test and use BCI [63]. OpenVIiBE has been successfslyl dor the three
major families of BCI: Motor Imagery [46], P300 [10] and SSKE44]. Ogre33

2 http://openvibe.inria.fr/
3 http://www.ogre3d.org
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Fig. 1 General architecture of a BCl-based VR application: the useegates specific brain ac-
tivity patterns that are processed by the BCI system and sent as cahimthe VR application.
In return, the VR application provides meaningful feedbaxcthe user, this feedback being poten-
tially any combination of visual, audio or haptic feedbackiisr This combination of “control on
the VE” and “feedback from the VE” can elicit the sense of presenc

VR Application

BCI system

is a scene-oriented, flexible 3D engine that is capable afyming realistic repre-
sentations of virtual worlds in real time. Ogre3D also imfgla extensions for spatial
sound, physics simulation, etc. Moreover, it has been sstakly used to simu-
late VE on equipments ranging from basic laptops to fully iensive systems such
as CAVE systems [11]. These two softwares can communicateeachange in-
formation, commands and responses using the Virtual ReRditipheral Network
(VRPN), a widely used library proposing an abstraction of 8¥ices [69]. Since
both OpenVIBE and Ogre3D have VRPN support, either natigeyrrough contri-
butions, they are able to communicate efficiently in ordeddsign BCl-based VR
applications. Those softwares have been used to desigh&s&d VR applications
such as those described in [46, 44, 47]. Generally not onlPNRout any other in-
terface (like proprietary TCP, UDP connections) can be usemdmmunicate with
existing VR systems.

Naturally, various other software and hardware can alsoske to design BCI-
based VR applications, such as Matlab/Simulink for reaktiEEG signal pro-
cessing and XVR (eXtremeVR 3D software, VRMedia, Italy) Y design and
applications [28, 27]. Furthermore, simple projection Is/atith Qt* application
framework (Nokia Corporation, Finland), or stereoscopiesgntation techniques
such as head-mounted display (HMD) with VRjuggler, or evefully-immersive
multi-projection stereo-based and head tracked VE sysfeomsmonly known as a
“CAVE” [11] using DIVE software, or “DAVE” [21]) with the scae graph library
OpenSG were already used and combined with a MATLAB based 88} On the

4 http://qt.nokia.com/
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EEG hardware part, we can mention the gMOBII2l§g.tec, Austria) which is a
mobile EEG recording device that has been sucessfully us¥&i(e.g., see [24]).

3 Review of BCl-controlled VR applications

This section reviews works that have used BCI to interach WiR applications.
These works are arranged according to the neurophysialogjgnal used to drive
the BCI: Motor Imagery (Section 3.1), SSVEP (Section 3.2) RB0O0 (Section 3.3).
It should be mentioned that Section 3.1 describes more wbeks the other two
sections, since more groups have used MI as the input signACt-based VR
applications. This is probably due to the fact that Ml is aydapand well-studied
neurophysiological signal for BCI [60], and that, contréamySSVEP and P300, Ml
does not require any external stimulus which could be moneer@ent and natural
for the the user of a VR application.

3.1 Motor imagery controlled VR environments

In this section we will focus on BCI based on MI, meaning on émalysis and
classification of sensorimotor electroencephalograpBiEQ) patterns generated
during the imagination of specific movements (Ml of left anght hand) [60,
59]. The imagination of different types of movements resitt a characteristic
change of the EEG over the sensorimotor cortex which is @¢@lent-related de-
/synchronisation [58]. After the computer learned the sgacific patterns, they
can be used to control the movement of a bar to the right orjleft by imagin-
ing right or left hand movements. The same principle can kel ts control simple
movements in VESs.

The progress and comparison of MI-BCI controlled VR was &rgiwn by Leeb
and Pfurtscheller, by increasing the complexity of theirdgs from controlling a
simple bar feedback in a synchronous manner till a selfgéasynchronous) BCI
in highly immersive VE [38]. In their first work, users pereed the feeling of ro-
tating with constant speed to the right and left dependinghenimagined hand
movement (see Figure 2.a), while the rotation informati@s \wtegrated over one
trial [42]. Interestingly, no differences between HMD an8\ME feedback could be
found, but all users performed better compared to standardeledback. The rea-
son for the same VE performance was that users lost the kpeagatation while
rotating, which disturbed them. In a similar experiment imagination of foot
movement was used to walk forward in a virtual street [40, &&]rrect classifi-
cation of foot motor imagery was accompanied by forward muset at constant
speed, whereas a correct classification of hand motor imagepped the motion.

5 http://www.gtec.at
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Incorrect classification of hand motor imagery resultedankward motion (same
speed) and incorrect foot in halting. The walking distanee wcored as a “cumu-
lative achieved mileage” (CAM, [40]), which was the inteige forward/backward
distance covered during foot movement imagination and vgas as performance
measurement. All users achieved their best results witl&©AVE and the worst in
the standard BCI condition, so we can assume that the use as\f&edback stimu-
lated the participant’s performances. The results inditi@t foot motor imagery is
a suitable mental strategy to control events within the \EEsause the imagination
of feet movement is a mental task which comes very close tofimatural walking.
It was observed that in the CAVE condition (highest immargithe performance
variation were stronger than in the control condition. Onssible interpretation is
that VR feedback amplifies both positive and negative feeklleffects on the per-
formance. The wrong behaving rich visual feedback can mdtié EEG activity
and thereby results in a further deterioration of perforoegd0].

The next important step was to overcome the cue-baseddtitara and to incor-
porate free will decisions (intentional control). Theralsers could navigate freely
through a virtual apartment (see Figure 2.b), whereby atyguaction the users
could decide by their own, how they wanted to explore the VH.[#he apartment
(maze like) was designed similar to a real world applicatieith a goal-oriented
task (predefined target room), a high mental workload andiahla decision pe-
riod for the user. For comparison reasons, synchronous &3iens with a standard
BCI bar feedback have been performed before and after tlsgoseswith the vir-
tual apartment, whereby the experiments with the virtualempent were performed
both in front of a normal TFT monitor and in an immersive VEeTusers noted that
the task in the apartment was much harder compared to thefeeidback training,
because it was necessary not only to perform the “correctigimation, but also
the shortest way through the apartment had to be found. fidreréhe cognitive
load was much higher compared to the standard BCI paradigmoréling to the
hypothesis, it was found that the performance improvesréese of error) over
the sessions and the statistically significant lowest exooitd be found during the
sessions with virtual feedback [41].

Giving the user the full control over timing and speed, wamdestrated in a
study where users had to explore the Austrian National kjb(see Figure 2.c).
The participants were navigating down the library hall @&iitlown pace but had to
stop at several specific points (e.g. statue, column) [48r/ variable pause time
(between 20-95 seconds) the experimenter gave the commaedtart moving.
Navigating always happened when the users performed foturnmagery. Seven
users accomplished the study with a very small number of fadsitive. Most inter-
estingly in this study are the extremely long periods (up.fniin) of pause times,
where the user intentionally delivered no commands.

In their final study a tetraplegic patient used the imagaratf his paralyzed
feet to control forward movement of his wheelchair in VR [3%he task was to
go/move down a virtual street and stop at every avatar whigh aed up along
the street (see Figure 2.d). The patient achieved in sone 0@ % performance
and in average 90 %. This work demonstrated for the first tina¢ & tetraplegic
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user, sitting in a wheel chair, could control his movementa VE by the usage of
a self-paced BCI based on one single EEG recording. It has tméntioned that
VEs are especially attractive for a person who is wheeldhaimd. First, simply
using a VE can give such persons access to experiences thdtenhang forgotten
(or which they have never had). The fact that the user coillghstform feet motor
imagery, years after an injury that rendered him unable échisfeet, is a testament
to the plasticity of the human brain (similar to [34]).

Another BCI controlled wheelchair study was performed bydatol et al [25]
with healthy users. Their results confirmed how voluntaryaworal modification
brought about by VR feedback can help to improve the perfanaa@f a BCI sys-
tem. VR feedback played an important role in the users’tgtiii learn and perform
the activity well.

Fig. 2 Pictures of different MI-controlled VE: (a) exploring a tial pub or (b) an apartment, (c)
visiting the national library and (d) walking by thoughts e of a wheelchair person.

While these applications are already very impressive anoviiive, one could
argue that most of them provide the user with only a singlewar tommands.
This could be inconvenient for the user and restrict the easfgpossible VE the
user could interact with. This has motivated some resees¢hexplore BCl-based
VR applications providing a larger number of commands touer. For instance,
Scherer et al [66] proposed a 3-class self-paced BCI toyfrealigate in a VE.
With this BCI, the user could turn left, turn right or movei@rd by imagining a
left hand, right hand or foot movement, respectively. WHilis proves to work and
to be convenient for the user, this also highlighted somédiions of BCl-based
interaction with VR. First, it stressed the well known penfi@nce problem of BCI,
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the performance being generally modest and decreasing thbemumber of classes
to be identified increases [32]. Second, it suggested thiinp@ng navigation tasks
in VR with a BCl can be tiring, especially when the user hassidgrm mental tasks
continuously to go for one point to another or to keep the imatgon over very long
periods [43].

Some groups have recently proposed solutions to alleviegsetissues, based
on the use of specific interaction techniques. To addres8rntiied classification
performances of BCI system, the DIAKAyroup proposed to navigate VE using a
self-paced BCI based on 1 or 2 motor imagery tasks only [6b,lA8eed, with a
number of classes as small as possible, the classificatidorpances of the BCI
are much more likely to be high. In order to still provide theeuwith 3 or more
commands (in order to go forward, turn left or turn right) piésthe BCI recogniz-
ing only 1 or 2 motor imagery states, they proposed specifggdction techniques.
These techniques are based on a scanning principle (stoilae hex-o-spell [74]).
This means that to select a given interaction command, teehad to perform a
motor imagery task during a given time frame, each framegassociated to a
different command. Their evaluations showed that, witls #gpproach, users can
actually freely navigate in a VE with a simple brain-swita12].

In order to alleviate the fatigue caused by BCl-based n#éivigan VR, as well
as to efficiently use the small number of MI tasks recognizgc HBCI, INRIA’
also proposed a new interaction technique for BCl-basedpff@ations [46]. This
technique, based on a 3-class self-paced BCI, providestrenith high-level com-
mands, thus leaving the application in charge of perforrtiegzomplex and tedious
details (low-level aspects) of the interaction task. Thhis can be seen as a form
of shared-control [52]. The user can explore the VE by silggioints of interest
such as navigation points (e.g., junctions, room entraretes) or artworks. Inter-
estingly enough, these navigation points can be generatagletely automatically
from the geometry of the VE. The user can select these poirdsa a sequence
of binary choices. In addition to the two commands used téopmrthese binary
choices, the user can use a third command to cancel any behighoice. Once a
navigation point has been selected, the application talkéseanecessary actions
to perform the interaction task such as moving from the euimavigation point to
the next selected one. Evaluations, performed in the coofake exploration of a
virtual museum (see Figure 3), showed that with this apgrpasers can navigate
from one room to the other nearly twice as fast as with lovel@eommands, and
with less fatigue.

Due to the huge potential of BCl-based VR applications, mdy dor patients
but also for healthy users, it quickly became necessary atuate them outside
laboratories, in close to real-life conditions. Such arwaton was performed with
the “use-the-force” application [47], a BCl-based VR gamspired by the Star
Wars'" movie. With this game, users were asked to control the tékdaf virtual
spaceship by using real or imagined foot movements (sead-igju The system

6 http://www.diana.uma.es
7 http://www.inria.fr/en/
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Fig. 3 Exploring a virtual museum using a BCI and high-level commandk [46

relied on a simple brain switch that detects the beta rebposterior to the real or
imagined foot movement, at electrode Cz. The game was dedlwéth 21 nave
users, during a public exhibition dedicated to VR. Despitedimplicity of the BCI
design and the noisy environment, results showed thatowifttraining, half the
users could control the virtual object’'s motion by usingl fe@t movements. A
quarter of them could do so by using imagined foot movemeénighermore, the
whole application appeared enjoyable and motivating tatess.

Fig. 4 The “Use-the-force” entertaining application [47], whichables its users to lift a virtual
spaceship by using the BGE{ Hubert Raguet/Phototheque CNRS).

Another instance of BCI to interact with complex applicasowas shown by
Scherer et al [67]. The Brainloop interface provides a new teainteract with
complex programs like Google Earth Thereby through remapping of commands
and options the interface can be customized. In this studyylé-level selection
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process and the use of mental tasks in parallel enabled #retaisend multiple
commands to the application.

Although not based on motor imagery, another BCl-based Viiticgiion de-
serves to be mentioned here since it was also evaluated lic pldces, outside the
lab: the “AlphaWoW” application [51]. In this game, based ool Of Warcraff®,
the player controlled his avatar using a classical keybbatdcan turn it from a
fragile elf to a powerful bear by using a BCI. More particljfathe avatar shape
(bear or elf) depended on the band power in the alpha ban® @2} the alpha
rhythm power being related to the player’s state of relaxatin other words, when
the player was stressed the avatar changed into a bear, #sie es to relax to
turn back the avatar into an elf. The evaluations showedlieejame was received
very positively despite the modest BCI performances, whiehe considered by
the players more as a challenge than as a shortcoming. Tifé=ert close-to-
real-life-studies thus highlight the potential of BCl-kbdsVR application and the
need to push research efforts in these directions [51, 45, 67

Tablel Summary of BCl-based VR applications using Motor Imagery

interaction [number of number of synchronous VE Reference)
task MI tasks commands or self-paced
navigation 2 2 synchronou exploring a [38]
virtual pub
navigation 2 2 synchronousnavigating along g [40, 56]
virtual street
navigation 2 2 synchronous navigating 25
navigation 2 2 semi exploring a 41
synchronous virtual apartmen
navigation 1 1 self-paced exploring a [43]
virtual library
navigation 1 1 self-paced | moving alonga| [39]
virtual street
navigation 3 3 self-paced | exploring the [66]
“free-space”
navigation 1-2 4 self-paced | exploring a maze [65, 72]
or park
navigation 3 more than 3 self-paced exploring a [46]
+ selection (depends on the VE) virtual museum
manipulation 1 1 self-paced lifting a [47]
virtual spaceshig
navigation 3 more than 3 self-paced controlling [67]
+ selection Google Earth’

Table 3.1 summarizes the numerous studies presented Betttisn, by describ-
ing some key characteristics of these BCl-based VR apmitsiusing MI. Several
interesting points come out of this table. First, this tabtghlights the importance of
self-paced BCI design for VR application in general and farigation tasks in par-
ticular. Indeed, navigation is inherently a self-pace#.tdoreover, despite the fact
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that self-paced BCls are a challenging research topic shattiwell explored [48],
most of the aforementioned studies have designed and usbdasBCI. Another
point to notice is that, although most BCl-based VR applicet provide the user
with as many commands as Ml tasks used, it is possible togeaviore commands
than Ml tasks by using appropriate interaction technigbaslly, this table stressed
that MI has been almost exclusively used to perform nawgatsks in VR. Indeed,
MI appears as particularly suitable for such a task sincedbtes spontaneous and
self-paced control, which navigation should be. On theremwtit is not convenient
to perform selection tasks with Ml, since Ml provides onlyeavfmental states and
thus a few commands whereas virtual objects to be selectetecaotentially nu-
merous. As such, and as it will be highlighted in subsequectians, BCI based on
Evoked Potentials (SSVEP, P300) are more suitable for ti@tetasks since they
can use numerous stimuli and corresponding brain responses

3.2 SSVEP based VR/AR environments

A SSVEP is an electroencephalographic response occurtieg & user perceives
a visual stimulus flickering at a constant frequency [73]isTesponse is observed
over the visual cortex (occipital electrodes), and coasifain EEG pattern oscillat-
ing at the same frequencies that the flickering stimulus enldarmonics. Interest-
ingly enough, SSVEP can be modulated by attention, whicmsdeat the SSVEP
response to a given stimulus will be stronger (i.e., withrgdaamplitude) when the
user focuses his/her attention on this stimulus.

Lalor et al [35] were the first to use an SSVEP-based BCI torobatcharac-
ter in a 3D gaming environment. In this game, a monster wamh fplatforms to
platforms by moving along a tight rope. From time to time, thenster lost its
balance, and the user had to restore it by using the BCI. Toodom® flickering
checkerboard were placed on each side of the VE, in ordeidib 85VEP at dif-
ferent frequencies. When the system detected that the usdiomasing on the left
or right checkerboard, it restored the monster’s balaneards the left or right re-
spectively. Later, Touyama worked towards more immerspieations based on
SSVEP and showed that they could be used to change the poietofowards the
left or right in a VE displayed in a CAVE-like system [70].

The works mentioned above proved that SSVEP-based BCI igabkuand ef-
ficient way to interact with VE. One of its limitations thougis that it requires
flickering stimuli in order to be used. In the context of VR Aggtions, this has
been mainly achieved by relying on flickering squares or kbdmards statically
overlayed over the screen. As a consequence, the VE may tow¢wral and is un-
likely to elicit a strong sense of presence for the user. tfepto address these lim-
itations, Faller et al [20] presented a desktop-basedalignvironment, where the
stimuli were tightly integrated within 3D scenarios thdbaled controlling avatar
interaction and navigation. In one of the scenarios, seeaitlty volunteers success-
fully controlled an avatar to alternately push one of twadws in an asynchronous
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paradigm. The stimuli were fixed to the hands and hence dyaiyifollowing
every avatar movement.

In another of the presented scenarios [20], five out of segensusuccessfully
navigated an avatar in third person perspective throughahe apartment scenario
(see Figure 5.a) as presented in Leeb et al [41]. They couldeghe avatar in
discrete steps and turns by visually fixating one of three ESgtimuli that were
fixed to the avatars back. Each successful classificatioridatben trigger one of
three associated navigation commands, go one step ahgabkftul5° or turn right
45° (see Figure 5.b).

Fig.5 Panel (a) shows an overview of the apartment scenario. The usersngtructed to navigate
the avatar along the path that is depicted by the white afPawel (b) is a screenshot from an actual
online scene, where the user navigates the avatar in thirdrppesepective [20].

Still dealing with the integration of SSVEP-stimulus withVE, Legeny et al
worked towards an even more natural and ecological appriddghin their work,
which aimed at navigating in a virtual forest, the flickerisigmuli necessary for
SSVEP generation were displayed on butterfly wings. Thréessfe butterflies were
displayed on screen, flying up and down in front of the usex Esgure 6). The user
had to focus his/her attention on the left, center or riglttdstly in order to go left,
forward or right, respectively. The butterflies’ antennasrevalso used to provide
feedback to the user. Indeed, the further apart the two aageaof a butterfly were,
the more likely this butterfly will be selected by the classifis the one the user pays
attention to. Such stimuli are therefore more naturallprporated into the VE, and
formal evaluations suggested that it indeed increasedithjective preferences and
feeling of presence of the users.

Finally, moving beyond traditional VE, Faller et al [18, I&{tended their previ-
ous work into a SSVEP BCI system that relies on stimuli thatmesented within
immersive virtual and more interestingly, in an AugmentexhRy (AR) environ-
ments. In a pilot study, three healthy volunteers were abkitcessfully navigate
an avatar through an immersive VR slalom scenario based dedted SSVEP
stimuli. The complete scene was presented using a headtetbdisplay (HMD).
Two of these three volunteers also succeeded in the imneekdtvcondition, where
a camera was mounted on the HMD and the slalom scenario 3Digsawere in-
jected into the live, real-world video by tracking fiduciaarkers (see Figure 7).
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Forward (20Hz)

“t

Front-left (15Hz)

Fig. 6 Mimetic integration of SSVEP stimulation and feedback in avattEnvironment [44]. The
butterfly wings are flickering at different frequencies iderto enable SSVEP-based BCI control,
while their antenna positions represent the real-time feddbag, the butterfly the most likely
selected by the user according to the classifier.

Fig. 7 The middle picture shows a screenshot of how the user saw the sceungtitine HMD seen
in the left picture. The 3D graphics were tracked to the ulydeg fiducial marker. The participants
were instructed to navigate the avatar through the slalomdikiee picture on the right [18, 19].

The positive results from this first feasibility study suggiat AR SSVEP BCls
have the potential to vastly improve real-world practiyaind usability of BCI
systems by compensating for some of their traditional sleantngs such as the
low bandwidth, by offering a richer, more direct, and intxgtinterface. This would
allow for a more goal-directed and seamless real-worldaatéeon. In an AR SSVEP
BCI system, stimuli targets can be spatially associatedstindt points of interest
in the physical world. These may be abstract or may overlggipal objects such
as devices, people or controls, which is an elegant andiirguivay of presenting
the user with all possible interaction options. These systeould provide patients
with a higher degree of self autonomy and functional indelpace by introducing
more intuitive and effective smart home control. Apart frirat, AR SSVEP BCls
can further introduce a valuable, additional communieato control channel for
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user groups that require or benefit from hands free operhkiempilots, car-drivers
or office workers.

3.3 P300 based VR control

One of the first efforts to combine VR and BCI technologies \aabkieved by
Bayliss and Ballard [4, 3], and made use of the P300 evokeehgiat. The P300
is a positive waveform occurring roughly 300 ms after a rareé gelevant stimu-
lus [75, 17]. In order to use a P300-based BCI, users havectssftheir attention
on a given stimulus randomly appearing among many othecé, gamulus corre-
sponding to a given command [14]. The appearance of theedestimulus being
rare and relevant, it is expected to trigger a P300 in thesusain activity. In their
study, Bayliss introduced a simple virtual smart home inclthisers could control
different appliances (e.g., a TV or a light) using the P3@8ead BCI. 3D spheres
were randomly appearing over the objects that can be matazlland the user
could turn them on or off simply by counting the number of ti@esphere appears
over the desired object.

More recently, a more interactive and richer virtual vemsié a smart home was
implemented [24]. This smart home consists of a living roankjtchen, a sleep-
ing room, a bathroom, a floor and a patio as shown in the righg sf Figure 8.
Each room has several devices that can be controlled: TV, p&ger, telephone,
lights, doors, etc. Therefore, all the different commandsarsummarized in 7 con-
trol masks: a light mask, a music mask, a phone mask, a tetpemaask, a TV
mask, a move mask and a go to mask. The left side of figure 8 sth@wvBV mask
and as an example the corresponding XVR image of the liviogrfil5]. The user
can e.g. switch on the TV by looking first at the TV symbol. Thiw station and
the volume can be regulated. The bottom row of Figure 8 shbbevgd to mask with
an underlying plan of the smart home. Inside the mask, theréetters indicating
the different accessible spots in the smart home which flasihglithe experiment.
Therefore, the user has to focus on the spot where he wants &dftgr the decision
of the BCI system, the VR program moves to a bird’s eye vievhefapartment and
zooms to the spot that was selected by the user. This is a geated BCI control
approach, in contrast to Ml navigation task, where each lsma&igational step is
controlled. Experiments with 3 users yielded accuracigh®BCl system between
83 and 100 % and showed that such a BCI system can be used fam#drehome
control [29]. For comparison a group study with healthy peapith the standard
P300 speller gave an average accuracy of 91 % [26]. The VReality approach is
a very cost effective way for testing the smart home envirenintogether with the
BCI system. Currently the BCI technology is interfaced ta smart home environ-
ments within the EC project SM4&lIThe project aims at studying and developing

8 http://www.sm4all-project.eu
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an innovative middleware platform for inter-working of stnambedded services in
immersive and person-centric environments [27].

TV Jd | Move Goto Standby ON

1 Internet _2 :Z: ABC Chess
CHR @ I3) B8 Who are you? i
No, thanks! Come in! A moment, please! | |

O ARD ZDF ORF1 RTL SAT1 PRO7 ORF2

Fig. 8 Top left: Smart home control icons for TV, Telephone,... Tahti VR representation of
the living room [29, 15]. Bottom: Control icons to move to a e@rtposition inside the apartment
and corresponding bird eyes view of the apartment.

These different experiments yielded 2 important new famt$800-based BCls:
(1) instead of displaying characters and numbers to the iisgppears that dif-
ferent icons can be used as well, (2) the BCI system does et tioabe trained
on each individual character. The BCI system was trainetl WEG data of the
spelling experiment and the user specific information waslwdso for the smart
home control. This allows using icons for many differenk&aithout prior time
consuming and boring training of the user on each individal. This reduces the
training time in contrast to other BCI implementations whaairs or even weeks
of training are needed [5, 30, 71], which might be importamntidcked-in and ALS
patients who have problems with the concentration overdotigne periods. The
P300 concept works also better if more items are presentdebinontrol mask as
the P300 response is more pronounced if the likelihood tletarget character is
highlighted drops down [33]. This results of course in a lowéormation transfer
rate, but enables to control almost any device with such asy€iem. Especially
applications which require reliable decisions are highlpmorted. Therefore the
P300 based BCI system enables an optimal way for the smarg lcomirol. In a
further study the P300 smart home control was combined witlead tracker to
switch on and off the BCI system. This means if the person aakihg at the BCI
system then it was switched on and a selection could be dbtie person turned
to the VR projected the BCI system was switched off. Receatlybrid version of
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a P300 and SSVEP BCI was used for controlling the smart howmieoement. The
P300 BCI was used to select the command and SSVEP was useddb ewand
off the BCI system [16]. These hybrid BCI systems hence destnated that BCI
could be used practically to interact with a virtual smantigg hence potentially of-
fering new and promising applications for patients, at holnie worth mentioning
that Groenegress compared the P300-based BCI control wihexbased selection
method coupled with wand navigation [24]. Results suggkestat the P300 BCI
gives lower Presence scores which might be due to the laclotdmactions which
are relevant for semantic tasks and more breaks in presence.

4 Impact of Virtual Reality on BCI

In contrast to traditional interfaces like mouse or keypd@) systems could po-
tentially promise a more direct and intuitive way of intdiag and thereby over-
come some limitations of navigating within VEs [68]. Thisdspecially obvious
for stimulus-dependent BCI-VR systems, where users cati@a@ppliances in the
VE by simply directing their eye gaze and/or focus of at@mtowards the desired
element (e.g., looking at the TV to switch it on, looking a& toor to open it [1]).
On the other hand motor imagery offers an intuitive way of \datcol, for exam-
ple, imagining foot movements for moving forward in a VE [48]. This could
overcome the problem of the contradictory stimuli while igating VES using a
hand-held device and the reduced sense of being presept\Et[68]. On the other
hand it is well known that feedback is one of the key compamefia BCl, as it pro-
vides the user with information about the efficiency of hes/ktrategy and enables
learning. The studies mentioned above show realistic agdgng VR feedback
scenarios, which are closely related to the specific tanggiaation. However, the
processing of such a realistic feedback stimulus may atsofére with the motor
imagery task, and thus might impair the development of BGitid [50]. Fur-
thermore, characteristic EEG changes during VE conditiea® reported in [56],
where a dominant ERS pattern which was permanently presaheiCAVE, was
less pronounced in the HMD and not existing at all in the ndrfeedback. Nev-
ertheless, it was presented in Section 3.1 that VR imprdvwe8CI performance;
either the users achieved their best results within VR [4025] compared to nor-
mal feedback or even 100 % performance result in VR [39] ofexeltl the lowest
error with virtual feedback [41]. Generally it can be statieat VR feedback ampli-
fies both positive and negative feedback effects on the pedice.

Besides BCI performances, other data can also be used tstigwt the in-
fluence and impact of VR on the BCI. For most of the MI studiesitioed in
the beginning of Section 3.1, the electrocardiogram wasrdsd in addition and
questionnaires were conducted. An interesting aspechisikntal simulation of a
movement (motor imagery) results in cardiovascular chaegelained by two fac-
tors: anticipation of movement and central preparation ofement [12, 53]. The
heart rate (HR) generally decreases during motor imagewgiimal BCI conditions
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(without VR feedback) [38, 57] which is similar to that obaed during preparation
for a voluntary movement. In case of VR feedback, the HR caindreased during
effortful imagery [57, 55, 38]. The heart rate acceleraiiothe VE is interpreted
as effect of an increased mental effort [13] to move as farassiple in VE. This
underlines the importance of VR feedback in modifying el experiences and
enhances autonomic and visceral responses. The HR chaagbs i the order of
several beats-per-minute (bpm) and therefore could betasedrease the classifi-
cation accuracy of an ERD-based BCI when both the EEG andfharkl analyzed
simultaneously [54].

These heart rate changes were found in most studies of 8&:tio (1) In the
“walking from thought” study [56], instead of the normal dease of 3-5 %, an
increase of up to 5% was found. Furthermore, the resultsigggswrovisional evi-
dence that moving backwards (negative feedback) resultadironger and longer-
lasting HR increase than forward moving (positive one) [§Z) In the virtual apart-
ment study [41] the analysis of the heart rate showed thahgliuhe BCI condi-
tion a preparatory HR deceleration could be found, which inie with our prior
study [57] but not in the VE conditions since no preparatioe was provided. Gen-
erally, the visible HR deceleration is stronger for goodlgrithan for bad trials in
all conditions (with removed preparatory phase). Furtloeema better classifica-
tion accuracy was accompanied with a stronger decelerf@®jn (3) In contrast
to these results, HR increases are observed for two usersggdME feedback in
study [57]. Interestingly, the slight HR increase (0.5-1%&fore the cue in the VR
feedback conditions could be the effect of the anxiety oliger to find the best and
correct way for the next decision. Moreover this increasmdase dominant in the
immersive VE condition, which correlates with the reportégher motivation. (4)
In the case of the self-paced navigating study inside thaalitibrary [43], a phase
relationship between the HR and the EEG could be identifiendvhent onset oc-
cured during periods of increasing HR, only one user showeat atatistically sig-
nificant decreasing HR [38]. Although the users were pauditthg in a self-paced
experiment, the performance was not completely self-pdécedaligned with the
underlying cardio-vascular pace. (5) Finally, in the stwdth the tetraplegic pa-
tient [39], the analysis revealed that the induced betdlasons were accompanied
by a characteristic heart rate (HR) change in form of a pegpay HR acceleration
followed by a short-lasting deceleration in the order of 2@bpm [55]. This pro-
vides evidence that mental practice of motor performaneeémpanied not only
by activation of cortical structures but also by central cwends into the cardio-
vascular system with its nuclei in the brain stem. Anothesos for the observed
preparatory HR increase could be that the tetraplegic ptatras highly motivated
and therefore directed increased attention to “walk” inithmersive environment.

Summing up, the use of VR enhanced the user's BCI and applicaerfor-
mances and provided motivation (see [40, 56, 38, 64, 61ps&tindings are sup-
ported by the outcome of the questionnaires and heart ratgsas where the users
self-rated their success stronger than their failure anitbager HR decrease could
be found as well for good classification results. EspecihiéyHR outcome, in the
case of an asynchronous (self-paced) BCI, was interestidgt@an be speculated
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that the “free will” of the users was affected by processesraiing automatically
and unconsciously [31]. Similar influences on self-pacamtiaovements without
awareness of the participants can be caused by transanzagaletic stimulation [2].

5 Conclusion

In this chapter, we have presented and discussed how BCI Bncould be com-
bined and surveyed the related works. As a summary, recerkswave shown
that BCI could be used to navigate virtual worlds, mostlyn#tsato motor imagery
and SSVEP-based BClI, since these signals enable contiamouself-paced con-
trol. BCI could be used to select and manipulate virtual cisj@s well, for which
evoked potentials (P300, SSVEP) seem to be the most usedalmabpy the most
appropriate neurophysiological signals. Indeed, suchasggenable to select ob-
jects simply by paying attention to the corresponding shimuand a BCI can deal
with numerous such stimuli. On the contrary, MI-based BGI aae only a limited
number of mental tasks and are thus less suitable for tas&bs/ing the selection
and/or manipulation of numerous virtual objects. Thesek&bave also highlighted
the challenge in designing BCI-based VR applications, B&Itil being usually
slow, error-prone and with limited degrees of freedom wasi@ VE can be highly
interactive and complex. In this context, the design of appate interaction tech-
nigues and paradigms has shown to be a suitable way to adleéhiase limitations
and should thus be further studied. Finally, this chaptsittighlighted that not only
BCI can be a useful interaction device for VE, but that VR doailso be a useful
technology for BCI. In particular, VR being a rich and motiag environment for
the BCI user, it has been shown that this could lead to impt®€@I performances,
higher motivation and engagement, and reduced humanrtgatithe in compari-
son to classical feedback forms. Therefore, BCl and VR cataicdy be seen as
complementary tools, BCI being useful as an interactionogeto enhance the VR
experience, and VR being an environment that benefits B@&arek and perfor-
mances.

The various works described in this chapter have also opteedioors to excit-
ing and promising new research topics to further developctmection between
BCl and VR. Indeed, it would be interesting to study how BClilcobe used more
naturally, transparently and ecologically with virtualennments, in order to make
the interactive experience even more immersive. In additdhe classical need for
BCI with higher recognition performances, it would be ief&ing to study whether
new mental states and neurophysiological signals coulééé to drive a BCl more
naturally within a VE. For instance, a study by Plass-Ouds &l suggested that
visual spatial attention could be detected, to some extemty EEG signals and
could thus be used in the future to naturally look around irEg[62]. Such kind of
research efforts should be encouraged in order to devetpettertoire of mental
states that could be used to interact mentally with VE. Sirlyi] further research
in the area of passive BCI [23, 76] could help to monitor défg mental states of
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the user (e.g., flow, presence, emotions, attention, atd.)dgnamically adapt the
content of the VE accordingly, thus providing an enhancemkegnce for the user.
Since it has been shown that VR could lead to enhanced BQinpeahces, it would
also be interesting to further study the impact of variousfé&dback forms (e.g.,
visual, tactile or audio) on BCI, in order to identify how VBchnologies can best
optimize the performance and learnability of the systene $pecificity of BCI,
which do not rely on peripheral nerves and muscles contmimatlional interfaces,
also raise some interesting questions (and maybe answetad to embodiement
and embodied cognition. As such, a system combining BCI aRdnight prove a
worthy tool and research topic for philosophy and cognitigeences [9]. Finally,
using BCI to interact with VE has the potential to lead to selvpractical and use-
ful applications. For patients, BCl-based VR applicatioosld enable them to have
access to entertainment (e.g., 3D video games), art angeé.g., digital creation
of paintings, virtual visits of museums and cities) as wsla@etter social life (e.g.,
with virtual online communities), which their disabilisenight prevent them from
doing. This will enable BCI to be useful beyond restoring itittband basic com-
munication by addressing other important needs of pat|@is For healthy users,
BCl-based VR applications could also be useful, in areak ssaentertainment as
well [51] — although this may require more improvements inl Bi€sign [45] —
and artistic expression [22]. In short, it appears that damg BCl and VR is a
promising research topic that is worth being further exgdor
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