
HAL Id: hal-00735826
https://inria.hal.science/hal-00735826v1

Submitted on 26 Sep 2012 (v1), last revised 24 Mar 2013 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Resolvability of Visual-Inertial Structure from Motion in
Closed-form

Agostino Martinelli

To cite this version:
Agostino Martinelli. Resolvability of Visual-Inertial Structure from Motion in Closed-form. [Research
Report] RR-8076, 2012. �hal-00735826v1�

https://inria.hal.science/hal-00735826v1
https://hal.archives-ouvertes.fr


appor t  


de  r ech er ch e


IS
S

N
02

49
-6

39
9

IS
R

N
IN

R
IA

/R
R

--
80

76
--

FR
+E

N
G

Thèmes COG et NUM

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Resolvability of Visual-Inertial Structure from
Motion in Closed-form

Agostino Martinelli

N° 8076

Septembre 2012





Centre de recherche INRIA Grenoble – Rhône-Alpes
655, avenue de l’Europe, 38334 Montbonnot Saint Ismier

Téléphone : +33 4 76 61 52 00 — Télécopie +33 4 76 61 52 52

Resolvability of Visual-Inertial Structure from
Motion in Closed-form

Agostino Martinelli
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Abstract: This paper investigates the visual-inertial structure from motion
problem. A simple closed form solution to this problem is introduced. Special
attention is devoted to identify the conditions under which the problem has
a finite number of solutions. Specifically, it is shown that the problem can
have a unique solution, two distinct solutions and infinite solutions depending
on the trajectory, on the number of point-features and on their layout and on
the number of camera images. The investigation is also performed in the case
when the inertial data are biased, showing that, in this latter case, more images
and more restrictive conditions on the trajectory are required for the problem
resolvability.

Key-words: Sensor Fusion, Inertial Sensors, Vision, Structure from Motion



Résumé : Cet article étudie le problème visual inertial structure from motion .
Une solution analytique est proposée. Une attention particulière est consacrée à
identifier les conditions dans lesquelles le problème a un nombre fini de solutions.
Plus précisément, il est montré que, en fonction de la trajectoire, du nombre de
points et du nombre d’images de caméra, le problème peut avoir une solution
unique, deux solutions distinctes et infinies solutions. L’analyse est également
effectuée dans le cas où les données inertielles sont biaisées, montrant que, dans
ce dernier cas, plus d’images et des conditions plus restrictives sur la trajectoire
sont nécessaires pour la résolvabilité du problème.

Mots-clés : Fusion Sensoriel, Capteurs inertiels, Vision, Structure from
Motion
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1 Introduction

The structure from motion problem (SfM) consists of determining the three-
dimensional structure of the scene by using the measurements provided by one or
more sensors over time (e.g. vision sensors, ego-motion sensors, range sensors).
In the case of visual measurements only, the SfM peroblem has been solved
up to a scale [3, 4, 8, 12, 16] and a closed form solution has also been derived
[8, 12, 16], allowing the determination of the three-dimensional structure of the
scene, without the need for any prior knowledge.

The case of inertial and visual measurements, i.e., the visual-inertial struc-
ture from motion problem (from now on the Vi-SfM problem), has particular
interest and has been investigated by many disciplines, both in the framework of
computer science [2, 10, 11, 13, 17] and in the framework of neuroscience (e.g.,
[1, 5, 7]). Prior work has answered the question of which are the observable
modes, i.e. the states that can be determined by fusing visual and inertial mea-
surements [2, 10, 11, 13]. Specifically, it has been shown that the velocity, the
absolute scale, the gravity vector in the local frame and the bias-vectors which
affect the inertial measurements, are observable modes. On the other hand, the
vast majority of existing techniques for navigation using visual and IMU mea-
surements employ either a recursive Bayesian estimation approach [2, 10, 11],
or a smoothing formulation [17]. In [9] the authors investigated the estimator
inconsistency in the Vi-SfM problem. They found that standard EKF-based es-
timators lead to spurious information gain along unobservable directions. They
also suggested a modification on the basic estimator in order to enforce the un-
observable directions and thus to reduce inconsistency. On the other hand, both
a recursive Bayesian estimation approach and a smoothing formulation require a
prior estimate for the initial state: since both rely on linearization of the nonlin-
ear measurement models, lack of a good initial estimate can lead to divergence.
This important limitation would be eliminated by introducing a deterministic
solution, i.e., by analytically expressing all the observable modes in terms of
the measurements provided by the sensors during a short time-interval. Closed
form solutions have been introduced very recently in [13]. Specifically, in [13]
an observability analysis allowed us to quantify the information resulting when
combining visual and inertial measurements. This allowed us to analytically de-
rive the observable modes. Then, starting from the differential equations which
characterize a generic 3D-motion and from the analytical expression of the vi-
sual observations, closed form expressions of the observable modes in terms of
the sensor measurements were derived. On the other hand, these derivations
did not allow us to detect the conditions under which the Vi-SfM can be solved.
This important issue was very marginally investigated in [13]. Specifically, the
observability analysis carried out in [13] only allowed us to detect a very lim-
ited number of singular cases where the sensor information does not allow us to
determine the observable modes.

Here we derive a new simple and intuitive closed solution to the Vi-SfM prob-
lem. Compared with the solutions proposed in [13], this new solution allows us
to investigate the intrinsic properties of the Vi-SfM problem and to identify the
conditions under which the problem can be solved in closed form. In particular,
these conditions regard the trajectory, the number of point-features and their
layout and the number of monocular images where the same point-features are
seen. Additionally, minimal cases have been fully investigated, i.e., necessary
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4 A. Martinelli

and sufficient conditions on the trajectory and on the feature layout have been
provided for the cases when the number of features and the number of cam-
era images is the minimum required for the Vi-SfM problem resolvability. The
investigation is also performed in the case when the inertial data are biased,
showing that, in this latter case, more images and more restrictive conditions
on the trajectory are required in order to have a finite number of solutions.

The paper is organized as follows. The system is defined in section 2. In sec-
tion 3 the Vi-SfM problem is reduced to a polynomial equation system, whose
resolvability is investigated in section 4, both in the unbiased (4.1) and biased
(4.2) case. All the possible cases are then summarized in section 5 and conclud-
ing remarks are provided in 6.

2 The Considered System

We consider a system (from now on we call it the platform) consisting of a
monocular camera and an Inertial Measurement Unit (IMU). The IMU con-
sists of three orthogonal accelerometers and three orthogonal gyrometers. We
introduce a global frame in order to characterize the motion of the platform
moving in a 3D environment. Its z-axis points vertically upwards. As we will
see, for the next derivation we do not need to better define this global frame.
We will adopt lower-case letters to denote vectors in this frame (e.g. the gravity
is g = [0, 0, − g]T , where g ' 9.8 ms−2). We assume that the transformations
among the camera frame and the IMU frame are known (we assume that the
platform frame coincides with the camera frame and we call it the local frame).
We will adopt upper-case letters to denote vectors in this frame. Since this
local frame is time dependent, we adopt the following notation: W t(τ) will be
the vector with global coordinates w(τ) in the local frame at time t. Addi-
tionally, we will denote with Ct2t1 the matrix which characterizes the rotation

occurred during the time interval (t1, t2). We have: W t1(τ) = Ct2t1W t2(τ) and

(Ct2t1 )−1 = Ct1t2 . Finally, Ct will denote the rotation matrix between the global
frame and the local frame at time t, i.e., w(τ) = CtW t(τ).

The IMU provides the platform angular speed and acceleration. Regarding
the acceleration, the one perceived by the accelerometer (A) is not simply the
inertial acceleration (Ainertial). It also includes the gravitational acceleration
(G).

We assume that the camera is observing one or more point features during
the time interval [Tin, Tfin]. The platform and one of these observed features
are displayed in fig 1.

3 The closed form solution

Prior work has answered the question of which are the observable modes, i.e.
the states that can be determined by fusing visual and inertial measurements
[2, 10, 11, 13]. The observable modes are: the platform velocity, the absolute
scale, the gravity vector in the local frame and the bias-vectors which affect
the inertial measurements. Note that the knowledge of the gravity in the local
frame is equivalent to the knowledge of its magnitude together with the roll and
pitch angle, i.e., the orientation of the platform with respect to the horizontal

INRIA



Visual-Inertial Structure from Motion 5

Figure 1: Global and local frame with the feature position (P ), the platform
acceleration (Ainertial) and the gravitational acceleration (G).

plane. Our goal is to express in closed-form all the observable modes at a given
time Tin only in terms of the visual and inertial measurements obtained during
the time interval [Tin, Tfin].

The position of the platform r at any time t ∈ [Tin, Tfin] satisfies the
equation:

r(t) = r(Tin) + v(Tin)∆t+

∫ t

Tin

∫ τ

Tin

a(ξ)dξdτ (1)

where v ≡ dr
dt , a ≡ dv

dt and ∆t ≡ t−Tin. The accelerometer does not provide the
vector a(ξ). It provides the acceleration in the local frame and it also perceives
the gravitational component. Additionally, its data are usually biased [6], i.e.,
they are corrupted by a constant term (B)1. In other words, the accelerometer
provides the vector: Aξ(ξ) ≡ Ainertial

ξ (ξ)−Gξ+B. Note that the gravity comes

with a minus since, when the platform does not accelerate (i.e. Ainertial
ξ (ξ) is

zero), the accelerometer perceives an acceleration which is the same of an object
accelerated upward in absence of gravity. Note also that the vector Gξ depends
on time only because the local frame can rotate.

We write equation (1) by highlighting the vector Aξ(ξ) provided by the
accelerometer:

r(t) = r(Tin) + v(Tin)∆t+ g
∆t2

2
+ CTin [STin(t)− ΓB] (2)

where:
1Actually, the accelerometer bias slightly changes with time, i.e., it would be more appro-

priate to write B(ξ). However, as we will show in the next section, few camera images allow
us to determine this component and we can assume that the bias is constant during the time
interval needed to collect few camera images.
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6 A. Martinelli

STin
(t) ≡

∫ t

Tin

∫ τ

Tin

CξTin
Aξ(ξ)dξdτ ;

Γ ≡
∫ t

Tin

∫ τ

Tin

CξTin
dξdτ

The matrix CξTin
can be obtained from the angular speed during the interval

[Tin, ξ] provided by the gyroscopes [6]. Hence, also the matrix Γ = Γ(t) can be
obtained by directly integrating the gyroscope data during the interval [Tin, t].
Finally, the vector STin

(t) can be obtained by integrating the data provided by
the gyroscopes and the accelerometers delivered during the interval [Tin, t].

Let us suppose that N point-features are observed, simultaneously. Let us
denote their position in the physical world with pi, i = 1, ..., N . According
to our notation, P i

t(t) will denote their position at time t in the local frame at
time t. We have: pi = r(t) + CTinCtTin

P i
t(t) and, by using (2), we obtain the

following equation:

P i
t(t) = CTin

t

[
P i
Tin

(Tin)− V Tin(Tin)∆t−GTin

∆t2

2
+ (3)

+ Γ(t)B − STin
(t)] ; i = 1, 2, ..., N

A single image provides the bearing angles of all the point-features in the local
frame. In other words, an image taken at time t provides all the vectors P i

t(t)
up to a scale. Since the data provided by the gyroscopes during the interval
(Tin, Tfin) allow us to build the matrix CtTin

, having the vectors P i
t(t) up to

a scale, allows us to also know the vectors P i
Tin

(t) = CtTin
P i
t(t) up to a scale.

From equation (3) we easily obtain:

P i
Tin

(t) = P i
Tin

(Tin)− V Tin
(Tin)∆t−GTin

∆t2

2
+ (4)

+ Γ(t)B − STin
(t); i = 1, 2, ..., N

We assume that the camera provides ni images of the same N point features at
the consecutive times: t1 = Tin < t2 < ... < tni = Tfin. From now on, for the
sake of simplicity, we adopt the following notation:

• P i
j ≡ P

i
Tin

(tj), i = 1, 2, ..., N ; j = 1, 2, ..., ni

• P i ≡ P i
Tin

(Tin), i = 1, 2, ..., N

• V ≡ V Tin(Tin)

• G ≡ GTin

• Γj ≡ Γ(tj), j = 1, 2, ..., ni

• Sj ≡ STin
(tj), j = 1, 2, ..., ni

Additionally, we will denote with µij the unit vector with the same direction of

P i
j and we introduce the unknowns λij such that P i

j = λijµ
i
j . Finally, without

INRIA



Visual-Inertial Structure from Motion 7

loss of generality, we can set Tin = 0, i.e., ∆t = t. Our sensors provide µij and
Sj for i = 1, 2, ..., N ; j = 1, 2, ..., ni. Equation (4) can be written as follows:

P i − V tj −G
t2j
2

+ ΓjB − λijµij = Sj (5)

The Vi-SfM problem is the determination of the vectors: P i, (i = 1, 2, ..., N),
V , G. In the case with biased accelerometer data, we also need to determine
the vector B. We can use the equations in (5) to determine these vectors. On
the other hand, the use of (5) requires to also determine the quantities λij . By

considering j = 1 in (5), i.e. tj = t1 = Tin = 0, we easily obtain: P i = λi1µ
i
1.

Then, we write the linear system in (5) as follows:[
−G t2j

2 − V tj + ΓjB + λ11µ
1
1 − λ1jµ1

j = Sj
λ11µ

1
1 − λ1jµ1

j − λi1µi1 + λijµ
i
j = 03

(6)

where j = 2, ..., ni, i = 2, ..., N and 03 is the 3 × 1 zero vector. This linear
system consists of 3(ni − 1)N equations in Nni + 6 unknowns (or Nni + 9 in
the biased case). Let us define the two column vectors X and S:

X ≡ [GT , V T , BT , λ11, ..., λ
N
1 , ..., λ

1
ni
, ..., λNni

]T

(or

X ≡ [GT , V T , λ11, ..., λ
N
1 , ..., λ

1
ni
, ..., λNni

]T

in absence of bias), and

S ≡ [ST2 , 03, ..., 03, S
T
3 , 03, ..., 03, ..., S

T
ni
, 03, ..., 03]T

and the matrix:

Ξ ≡ (7)

T2 S2 Γ2 µ1
1 03 03 −µ1

2 03 03 03 03 03
033 033 033 µ1

1 −µ2
1 03 −µ1

2 µ2
2 03 03 03 03

... ... ... ... ... ... ... ... ... ... ... ...
033 033 033 µ1

1 03 −µN1 −µ1
2 03 µN2 03 03 03

... ... ... ... ... ... ... ... ... ... ... ...

... ... ... ... ... ... ... ... ... ... ... ...
Tni

Sni
Γni

µ1
1 03 03 03 03 03 −µ1

ni
03 03

033 033 033 µ1
1 −µ2

1 03 03 03 03 −µ1
ni

µ2
ni

03
... ... ... ... ... ... ... ... ... ... ... ...
033 033 033 µ1

1 03 −µN1 03 03 03 −µ1
ni

03 µNni


where Tj ≡ −

t2j
2 I3, Sj ≡ −t2I3 and I3 is the identity 3 × 3 matrix; 033 is the

3 × 3 zero matrix (note that the third set of columns disappear in absence of
bias). The linear system in (6) can be written in the following compact format:

ΞX = S (8)

The sensor information is completely contained in the above linear system. Ad-
ditionally, we assume that the magnitude of the gravitational acceleration is a
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8 A. Martinelli

priori known. This extra information is obtained by adding to our linear sys-
tem the following quadratic equation: |G| = g. By introducing the following
3× (Nni + 6) matrix (or 3× (Nni + 9) in the biased case), Π ≡ [I3, 03 ... 03],
this quadratic constraint can be written in terms of X as follows:

|ΠX|2 = g2 (9)

The Vi-SfM problem can be solved by finding the vector X, which satisfies (8)
and (9).

4 Existence and number of distinct solutions

We are interested in understanding how the existence and the number of solu-
tions of the Vi-SfM problem depend on the motion, on the number of observed
point-features, on the point-features layout and on the number of camera im-
ages. The resolvability of the Vi-SfM problem can be investigated by computing
the null space of the matrix Ξ in (7). Let us denote with N (Ξ) this space. The
following theorem holds:

Theorem 1 (Number of Solutions) The Vi-SfM problem has a unique so-
lution if and only if N (Ξ) is empty. It has two solutions, if and only if N (Ξ)
has dimension 1 and, for any n ∈ N (Ξ), |Πn| 6= 0. It has infinite solutions in
all the other cases.

Proof: : The first part of this theorem is a trivial consequence of the theory
of linear systems. Indeed, the vector X can be uniquely obtained by inverting
the matrix Ξ. Let us consider the case when the dimension of N (Ξ) is 1.
The linear system in (8) has infinite solutions with the following structure:
X(γ) = Ξ∗S+ γn, where Ξ∗ is a pseudoinverse of Ξ, n is a vector belonging to
N (Ξ) and γ is an unknown scalar value [15]. We use (9) to obtain γ. We have:

|ΠX(γ)|2 = g2, which is a second order polynomial equation in γ if and only if
|Πn| 6= 0. Hence, we have two solutions for γ, γ1 and γ2, and two solutions for

X, X1 ≡ X(γ1) and X2 ≡ X(γ2). When |Πn| = 0 equation |ΠX(γ)|2 = g2 is
independent of γ. Hence, this equation is automatically satisfied, independently
of γ. This means that the Vi-SfM problem has infinite solutions. However, it
also means that the vector G can be uniquely determined. �
The previous theorem allows us to obtain all the properties of the Vi-SfM prob-
lem by investigating the null space of Ξ. The dimension of this null space does
not change by multiplying the columns of Ξ by any value different from zero.
Hence, we will refer to the following matrix:

Ξ′ ≡


M2 P1 P2 03N N ... 03N N

M3 P1 03N N P3 ... 03N N

... ... ... ... ... ...
Mni

P1 03N N ... 03N N Pni

 (10)

where 03N N denotes the 3N ×N zero matrix and:

INRIA
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Mj ≡


Tj Sj Γj
033 033 033
... ... ...
033 033 033

 , Pj ≡

P 1
j 03 03 ... 03

P 1
j P 2

j 03 ... 03
P 1
j 03 P 3

j ... 03
... ... ... ... ...

P 1
j 03 ... 03 PN

j


(note that the last three columns in the matrixMj disappear in absence of bias).
In the following, theorem 1 will be applied by using Ξ′ instead of Ξ. We remark
that the difference P i

j−P
i
1, i = 1, 2, ..., N, j = 2, ..., ni, is independent of i (see

equation (4)). Hence, we will set χj ≡ P
i
j − P

i
1. This quantity characterizes

the motion of the platform.
We will make the following assumption:

Assumption 1 For any i = 1, 2, ..., N, j = 2, ..., ni, P
i
j 6= 03 (or equivalently,

χj 6= −P
i
1).

This assumption means that during the platform motion, no point feature can
be on the origin of the camera frame. It ensures that no column of Ξ′ vanishes.

4.1 Unbiased case

Let us denote a vector belonging to N (Ξ′) as follows:

n ≡ [αT ,νT , n11, ..., n
N
1 , n

1
2, ..., n

N
2 , ..., n

1
ni
, ..., nNni

]T (11)

where α and ν are 3D column vectors. n must satisfy:

Ξ′n = 03(ni−1)N (12)

where 03(ni−1)N is the zero 3(ni − 1)N × 1 column vector. We can write this
system as follows (j = 2, ..., ni, i = 2, ..., N):

−
t2j
2
α− tjν + (n11 + n1j )P

1
1 + n1jχj = 03 (13)

(n11 + n1j )P
1
1 + (ni1 + nij)P

i
1 + (n1j + nij)χj = 03 (14)

We start our analysis by investigating two very special cases: the planar case
and the linear case.

4.1.1 Planar case

Let us suppose that all the vectors P i
j , i = 1, ..., N, j = 2, ..., ni, belong to a

plane2. This means that it exists a frame such that all these vectors have the
last component equal to zero. In this new frame the linear system in (12) can
be separated in two parts: the former corresponds to the first two lines of (13)
and the first two lines of (14) for j = 2, ..., ni; the latter corresponds to the
third line of (13) for j = 2, ..., ni, which only involves the third component of

2This is equivalent to say that the position of any feature and the position of the platform
at any time tj (j = 1, ..., ni), are coplanar.

RR n° 8076



10 A. Martinelli

α and ν. Let us denote with Ξplane1 and Ξplane2 the matrices which characterize
these two systems. Their size is 2(ni − 1)N × (Nni + 4) and (ni − 1) × 2,

respectively. When ni ≤ 2, the dimension of N (Ξplane1 ) is at least 4. Hence,
from theorem 1, we obtain that a necessary condition in order to have a finite
number of solutions (one or two) is that ni ≥ 3. The null space of Ξplane2 has

dimension 0 as ni ≥ 3. Let us consider the case when ni = 3. The size of Ξplane1

is 4N× (3N+4). Hence, in order to have the dimension of N (Ξplane1 ) not larger
than 1 it is necessary to have N ≥ 3. Let us consider the case when ni = 4.
The size of Ξplane1 is 6N × (4N + 4). Hence, in order to have the dimension of

N (Ξplane1 ) not larger than 1 it is necessary to have N ≥ 2. Finally, when ni ≥ 5
no necessary condition constrains N .

We summarize the results of this subsection with the following property:

Property 1 (Unbiased: Planar Layout) When all the observed features and
the platform positions are coplanar, a necessary condition to have a finite num-
ber of solutions is that ni ≥ 3. Specifically, if ni = 3, N ≥ 3, if ni = 4,
N ≥ 2.

4.1.2 Linear case

When all the vectors P i
j , i = 1, ..., N, j = 2, ..., ni, belong to a line it exists a

frame such that all these vectors have the last two components equal to zero.
In this new frame the linear system in (12) can be separated in two parts:
the former corresponds to the first line of (13) and the first line of (14) for
j = 2, ..., ni; the latter corresponds to the second and third line of (13) for
j = 2, ..., ni, which only involve the last two components of α and ν. Let us
denote with Ξline1 and Ξline2 the matrices which characterize these two systems.
Their size is (ni − 1)N × (Nni + 4) and 2(ni − 1) × 4, respectively. The null
space of Ξline1 has dimension at least N + 4. Hence, the Vi-SfM problem has
always infinite solutions. This result is obvious and could be derived in a simpler
manner. When the platform motion is on a straight line, any feature belonging
to this line provides the same bearing data independently of its distance from
the platform.

We summarize the results of this subsection with the following property:

Property 2 (Unbiased: Linear Layout) When all the observed features and
the platform positions are collinear, the Vi-SfM problem has always infinite so-
lutions. Additionally, when the platform motion is on a straight line, it is not
possible to determine the distance of all the features belonging to this line even
if there are other features outside the line.

Let us consider now the general 3D case and let us focus our attention on the
following subsystem:

−
t2j
2
α− tjν = −χj , j = 2, ..., ni (15)

This linear system can always be solved if ni = 3, independently of the platform
motion (i.e., for any set of vectors χj). In particular, the equations in (15) for
j = 2, 3 form a linear square system, which has a unique solution, (α0,ν0).

INRIA



Visual-Inertial Structure from Motion 11

Additionally, the system in (15) can be solved for any ni ≥ 4 if and only

if χj = ν0tj + α0
t2j
2 . This situation corresponds to a platform motion with

constant acceleration α0 and initial speed ν0.
From (13-15) we obtain that the vector in (11) with α = α0, ν = ν0,

n11 = n̄11 ≡ −1, n1j = n̄1j ≡ 1, ni1 = n̄i1 ≡ 1, nij = n̄ij ≡ −1 (j = 2, ..., ni,
i = 2, ..., N) belongs to N (Ξ′) when ni = 3 and/or when the platform moves
with constant acceleration. We will denote this vector with n0:

n0 ≡ [α0, ν0, n̄
1
1, ..n̄

i
1.., ..n̄

1
j .., ..n̄

i
j ..]

T (16)

We proved the following property:

Property 3 n0 ∈ N (Ξ′) in the following two cases:

• when ni = 3, for any motion;

• when the platform moves with constant acceleration.

In order to apply theorem 1, we need to understand if n0 is the only generator
of N (Ξ′), i.e., if N (Ξ′) has dimension equal or larger than 1.

4.1.3 ni = 2

The system in (15) has not a unique solution. Specifically, in this case the linear
system is characterized by a matrix whose rank is 3. Hence, its null space has
dimension 3 and the dimension of N (Ξ′) is at least 3.

4.1.4 ni = 3

From property 3 we know that the dimension of N (Ξ′) is at least 1, indepen-
dently of the number of features. When N = 1, Ξ′ is a 6× 9 matrix. Hence, the
dimension of N (Ξ′) is at least 3. Let us consider the case when N = 2. In this
case Ξ′ is a 12× 12 matrix. We have the following property:

Property 4 (Minimal case: ni = 3, N = 2) The dimension of N (Ξ′) is 1
if and only if the following two conditions are met:

(i) for a given j (e.g., for j = 2), the three vectors P 1
1, P 2

1 and χj span the
entire 3D−space;

(ii) for the other value of j (e.g., for j = 3) P i
j is not proportional to P k

j ,
∀i, k = 1, 2, ..., N .

Otherwise, the dimension of N (Ξ′) is larger than 1.

Proof: : If (i) is not true, all the vectors P i
j , i = 1, 2, j = 2, 3, belong to

a plane. Since N = 2, the dimension of N (Ξ′) is larger than 1 (see property
1). Let us suppose now that the condition (i) is met for j = 2. From (14) with
j = 2 we obtain: n11 = n22 = −n12 = −n21. From (13) with j = 2 we obtain
the same equation in (15) with n12χ2 instead of χ2. From (14) with j = 3 we
obtain: (−n12 + n13)P 1

3 = (n12 + n23)P 2
3. If the condition (ii) is met, we have:

n13 = −n23 = n12 and from (13) with j = 3 we obtain the same equation in (15)
with n12χ3 instead of χ3. In other words, when the condition (ii) is met we
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12 A. Martinelli

have the same equations as in (15) for j = 2, 3, with n12χj instead of χj . As
previously mentioned, this system has a unique solution and N (Ξ′) is generated
by n0. If the condition (ii) is not met, equation (−n12 + n13)P 1

3 = (n12 + n23)P 2
3

has further solutions and consequently n0 is not the only generator of N (Ξ′) �
From now on, we will say that a condition is satisfied in general when the
probability that it is not satisfied is zero. We remark that both conditions (i)
and (ii) are met in general.

Also for N > 2 there are still conditions, which occur with zero probability,
under which the dimension of N (Ξ′) is larger than 1. We summarize the results
of this subsection with the following property:

Property 5 (Unbiased with ni = 3, N ≥ 2) When ni = 3 and N ≥ 2 the
Vi-SfM problem has in general two distinct solutions. In some special cases it
has infinite solutions.

4.1.5 ni ≥ 4

When ni ≥ 4 the number of equations is larger than the number of unknowns,
except when ni = 4 and N = 1. In this case the matrix Ξ′ is 9 × 10 and the
dimension of its null space is at least 1. We have the following property:

Property 6 (Minimal case: ni = 4, N = 1) The dimension of N (Ξ′) is 1
if and only if the four vectors P 1

1, χ2, χ3 and χ4 span the entire 3D−space.

Proof: : If the vectors P 1
1 and χj , j = 2, 3, 4, are coplanar, since N = 1,

the dimension of N (Ξ′) is larger than 1 (see property 1). Let us suppose now
that the vectors P 1

1 and χj , j = 2, 3, 4 span the entire 3D−space. From the
first 6 equations in (12) (i.e., the equation (13) for j = 2, 3) we obtain α and ν
as linear functions of P 1

1, χ2 and χ3. By substituting the expressions of α and
ν in the last three equations (i.e., in (13) with j = 4) we obtain the following
equation: a1P

1
1 + a2χ2 + a3χ3 + a4χ4 = 03, where a1, a2, a3, a4 are linear

expressions of n11, n
1
2, n

1
3, n

1
4. Since the four vectors span the entire 3D−space,

the null space of the 3 × 4 matrix
[
P 1

1, χ2, χ3, χ4

]
has dimension 1. Let us

denote with [a∗1, a
∗
2, a
∗
3, a
∗
4]T a generator of this null space. We consider the

linear system ak(n11, n
1
2, n

1
3, n

1
4) = a∗k, k = 1, 2, 3, 4. We analytically compute

the determinant of the 4× 4 matrix, which characterizes this linear system. We
obtain:

(t4 − t2)(t4 − t3)t24(t4t2 − t2t3 − t24 + t3t4)

(t2 − t3)2t23t
2
2

This determinant is always different from 0 (note that 0 < t2 < t3 < t4).
Hence, the previous linear system provides a unique solution and the dimension
of N (Ξ′) is 1 �

We do not derive necessary and sufficient conditions for any value of ni and
N . We summarize the results with the following property:

Property 7 (Unbiased with ni ≥ 4) When ni = 4 and N = 1 the Vi-
SfM problem has in general two distinct solutions. If ni = 4, N ≥ 2 or if
ni ≥ 5, ∀N it has in general a unique solution.
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Visual-Inertial Structure from Motion 13

4.1.6 Constant acceleration

Let us consider the case when the platorm moves with constant acceleration,

i.e. when χj = ν0tj +α0
t2j
2 , j = 2, ..., ni, where ν0 and α0 are two 3D−vectors.

We already know from property 3 that the dimension of N (Ξ′) is at least 1.
Specifically, the vector n0 in (16) belongs to the null space of Ξ′. In order to
use theorem 1, we need to understand when N (Ξ′) has dimension equal or larger
than 1. The following property provides a sufficient condition which ensures the
Vi-SfM resolvability.

Property 8 (Unbiased with constant acceleration) Let us suppose that the

platform moves with constant acceleration, i.e., χj = ν0tj +α0
t2j
2 , j = 2, ..., ni.

When for a given feature k the vectors ν0, α0 and P k
1 span the entire 3D−space

the dimension of N (Ξ′) is 1.

Proof: : Without loss of generality, let us set k = 1. From the first 6
equations in (12) (i.e., the equation (13) for j = 2, 3) we obtain α and ν as
linear functions of P 1

1, α0 and ν0. By substituting the expressions of α and ν
in (13) with j = 4 we obtain the following equation: a1P

1
1 + a2α0 + a3ν0 = 03,

where a1, a2, a3 are linear expressions of n11, n
1
2, n

1
3, n

1
4. Since the three vectors

span the entire 3D−space, we must have ak(n11, n
1
2, n

1
3, n

1
4) = 0, k = 1, 2, 3.

This linear system is characterized by a 3 × 4 matrix. Hence, it has at least
one non trivial solution. By a direct computation, it is possible to see that
the dimension of the null space of this matrix is 1. The non trivial solution is
n11 = −1, n12 = n13 = n14 = 1. Now, let us consider the equation (14). We obtain
(i 6= 1):

(ni1 + nij)P
i
1 + (1 + nij)(ν0tj +α0

t2j
2

) = 03 (17)

On the other hand, a further consequence of the fact that ν0, α0 and P 1
1 span the

entire 3D-space, is that the two vectors ν0 and α0 cannot be collinear. Hence,

it exists a value of j = j∗, such that P i
1 is not proportional to ν0tj∗ + α0

t2j∗

2 .
From (17) we immediately obtain nij∗ = −1 and ni1 = 1. For the other j 6= j∗ we

obtain: (1+nij)(P
i
1+ν0tj+α0

t2j
2 ) = 03. If nij 6= −1 P i

1 = −ν0tj−α0
t2j
2 = −χj ,

which is not possible because of the assumption 1 �
A special case of constant acceleration occurs when the vector α0 vanishes,
i.e., when the platform moves with constant speed. Since |Πn0| = |α0| = 0,
according to theorem 1, the Vi-SfM has infinite solutions. However, as it has
been proven at the end of the proof of that theorem, in this case the local
gravity G can be uniquely determined. Hence, the orientation of the platform
with respect to the horizontal plane can be uniquely determined. We proved
the following property:

Property 9 (Unbiased with constant speed) Let us suppose that the plat-
form moves with constant speed. The Vi-SfM has infinite solutions. Addition-
ally, the orientation of the platform with respect to the horizontal plane can be
uniquely determined.
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4.2 Biased case

We investigate now the resolvability of the Vi-SfM problem when the accelerom-
eters are affected by a bias. Obviously, all the necessary conditions derived in
4.1 are still necessary in this harder case. On the other hand, there are cases
where conditions which ensure resolvability in the unbiased case, are no longer
sufficient in this case. By proceeding as in the unbiased case (see (11)), we will
denote a vector belonging to N (Ξ′) as follows:

n ≡ [αT ,νT , bT , n11, ..., n
N
1 , n

1
2, ..., n

N
2 , ..., n

1
ni
, ..., nNni

]T (18)

where b is a 3D−vectors (as α and ν). n must satisfy (12) where now Ξ′ also
includes the third set of columns. We can write this system as in (13-14). In
this case, the first equation must be replaced with:

−
t2j
2
α− tjν + Γjb+ (n11 + n1j )P

1
1 + n1jχj = 03 (19)

We start by remarking that, in the unbiased case, the platform rotations do not
affect the problem resolvability. Indeed, in the matrix Ξ′, only the third set of
columns are affected by the platform rotations. In the biased case we have the
following property:

Property 10 (Biased: impact of rotations) When the platform does not
rotate the dimension of N (Ξ′) is at least 3. When the platform rotates always
around the same axis the dimension of N (Ξ′) is at least 1.

Proof: : When the platform does not rotate Γj =
t2j
2 I3 (see the definition

of Γj in (2)). Hence, the third set of columns coincides with the first set up to
a sign. This means that the dimension of N (Ξ′) is at least 3. Let us consider
the case when the rotations only occur around the same axis. We can assume
without loss of generality that it is the z−axis (indeed, we can change the camera
frame in such a way that its new z−axis is aligned with the axis of rotation).
From the definition of Γ in (2) we remark that, in this case, the third column of
Γj coincides with the third column of Tj in (7) up to a sign. Hence, the vector
in (18) with all the entries zero with the exception of the third and the ninth
entry equal one each other, belongs to N (Ξ′) �
Regarding the planar and linear cases, properties 1 and 2 still hold since they
only provide necessary conditions. However, regarding the planar case, more
restrictive conditions can be derived, which even hold in the 3D−case3.

Let us consider the general 3D case. By proceeding as in the unbiased case,
i.e., by considering the system in (15), we obtain the same property 3 with:

n0 ≡ [αT0 , ν
T
0 , 0, 0, 0, n̄

1
1, ..n̄

i
1.., ..n̄

1
j .., ..n̄

i
j ..]

T (20)

Property 3 holds for any motion also in this case. Let us focus now our attention
on the following subsystem:

−
t2j
2
α− tjν + Γjb = −χj , j = 2, ..., ni (21)

3Note that it is not possible to proceed as in the unbiased case since it is not possible to
separate the linear system in (12) in two parts because of the bias.
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Let us assume that the platform accomplishes rotations in such a way that
this linear system can be uniquely solved by using j = 2, 3, 4 (according with
property 10, this means that the platform must rotate at least around two
independent axes). The solution will be denoted with (α0,ν0, b0). The system

in (21) can be solved for any ni if and only if χj = ν0tj +α0
t2j
2 −Γjb0 for j ≥ 5.

Hence, we also have the following vector:

nb0 ≡ [α0, ν0, b0, n̄
1
1, ..n̄

i
1.., ..n̄

1
j .., ..n̄

i
j ..]

T , (22)

which belongs to the null space of Ξ′ under the conditions stated in the following
property:

Property 11 The vector nb0 belongs to the null space of Ξ′ in the following
cases:

• when ni = 4 and the linear system in (21) can be uniquely solved (by using
j = 2, 3, 4);

• when the platform moves with the motion characterized by χj = ν0tj +

α0
t2j
2 − Γjb0.

On the other hand, when the linear system in (21) cannot be uniquely solved,
its matrix has a non trivial null space. In other words, it is possible to find at
least three vectors, nα,nν ,nb such that:

−
t2j
2
nα − tjnν + Γjnb = 03, j = 2, ..., ni

and the vector

ñb0 ≡ [nα,nν ,nb, 0, ..., 0]T (23)

belongs to N (Ξ′). We have the further property:

Property 12 When the linear system in (21) cannot be uniquely solved, the
dimension of N (Ξ′) is at least 1 and ñb0 ∈ N (Ξ′).

4.2.1 ni ≤ 3

The system in (21) cannot be uniquely solved. When ni = 2 the dimension of
the null space of the matrix which characterizes this system is 6 and when ni = 3
this dimension is 3. By using theorem 1 we obtain the following property:

Property 13 (Biased case, ni ≤ 3) The Vi-SfM problem has always infinite
solutions in the biased case when ni ≤ 3.

4.2.2 ni = 4

By using properties 11 and 12 either nb0 ∈ N (Ξ′) or ñb0 ∈ N (Ξ′). When N = 1
the number of unknowns in (8) is 13 and the number of equations is 9. When
N = 2 the number of unknowns is 17 and the equations are 18. Hence, we have
the following property:
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Cases Number of Solutions

Varying Acceleration Unique Solution
ni = 4, N ≥ 2 ; ni ≥ 5, ∀N

Varying Acceleration Two Solutions
ni = 3, N ≥ 2; ni = 4, N = 1

Constant and non null Acceleration Two Solutions
ni = 3, N ≥ 2; ni ≥ 4, ∀N

Null Acceleration Infinite Solutions
∀ni, ∀N

Any Motion Infinite Solutions
ni ≤ 2, ∀N ; ni = 3, N = 1

Table 1: Number of distinct solutions for the Vi-SfM problem in the unbiased
case

Property 14 (Biased case, ni = 4) In the biased case, when ni = 4 the Vi-
SfM problem has always infinite solutions if N = 1 and in general two distinct
solutions if N ≥ 2.

4.2.3 ni ≥ 5

When ni = 5 and N = 1 the number of unknowns in (8) is 14 and the number
of equations is 12. When ni = 5 and N = 2 the number of unknowns is 19 and
the equations are 24. When ni = 6 the number of unknowns is 6N + 9 and the
equations are 15N . Hence, we have the following property:

Property 15 (Biased case, ni ≥ 5) In the biased case, when ni = 5 the Vi-
SfM problem has always infinite solutions if N = 1 and in general a unique
solution if N ≥ 2. When ni ≥ 6 the Vi-SfM problem has in general a unique
solution for any N .

5 Discussion

Tables 1 and 2 summarize our results by providing the number of solutions case
by case, respectively in the case without bias (table 1) and with bias (table
2). Note that these tables do not account the features layout. Specifically, the
motion and the features are not supposed to be neither coplanar nor collinear.
Regarding these cases, necessary conditions are provided in properties 1 and 2.

Figures 1 and 2 illustrate two cases when the Vi-SfM problem has two dis-
tinct solutions. The platform configurations and the position of the point-
features in the global frame are shown. The two solutions are in blue and red.
The platform configuration at the initial time is the same for both the solutions
and it is in black. Both figures show unbiased cases. Fig 1 regards the case of
one feature seen in four images. Fig 2 displays the case of constant acceleration:
the case of three point-features in seven images has been considered and the
seven poses of the platform at the time when the images are taken are shown
in the figure together with the position of the features.
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Visual-Inertial Structure from Motion 17

Figure 2: Illustration of two distinct solutions for the unbiased case with ni =
4, N = 1 (star symbols indicate the position of the point-feature respectively
for the two solutions).

Figure 3: Illustration of two distinct solutions for the unbiased case with con-
stant acceleration (star symbols indicate the position of the point-features re-
spectively for the two solutions).

RR n° 8076



18 A. Martinelli

Cases Number of Solutions

Rotation around more than 2 axes
Varying Acceleration Unique Solution

ni = 5, N ≥ 2 ; ni ≥ 6, ∀N
Rotation around a single axis

Varying Acceleration Two Solutions
ni = 5, N ≥ 2 ; ni ≥ 6, ∀N
Rotation around 1 or 2 axes

Varying Acceleration Two Solutions
ni = 4, N ≥ 2

Rotation around more than 2 axes
Constant and non null Acceleration Two Solutions

ni = 4, 5, N ≥ 2; ni ≥ 6, ∀N
Rotation around a single axis Infinite Solutions

Constant and non null Acceleration
No rotation Infinite Solutions
∀ni, ∀N

Null Acceleration Infinite Solutions
∀ni, ∀N

Any Motion Infinite Solutions
ni ≤ 3, ∀N ; ni = 4, 5, N = 1

Table 2: Number of distinct solutions for the Vi-SfM problem in the biased case

6 Conclusion

In this paper we derived a simple and intuitive closed solution to the visual-
inertial structure from motion problem. We used this derivation to investigate
the intrinsic properties of the Vi-SfM problem and to identify the conditions
under which the problem can be solved in closed form. In particular, we showed
that the problem can have a unique solution or two distinct solutions or infinite
solutions depending on the trajectory, on the number of point-features and their
layout and on the number of monocular images where the same point-features
are seen. The investigation was also performed in the case when the inertial data
are biased, showing that, in this latter case, more images and more restrictive
conditions on the trajectory are required in order to have a finite number of solu-
tions. The most useful applications of the closed-form solution here derived will
be in all the applicative domains which need to solve the SfM problem with low-
cost sensors and which do not demand any infrastructure (e.g., in GPS denied
environment). In these contexts, there is often the need to perform the esti-
mation without any prior knowledge. Typical examples of applicative domains
are the emergent fields of humanoid robotics and unmanned aerial navigation
in urban-like environments [18], where the use of the GPS is often forbidden.
Additionally, our results could also play an important role in the framework of
neuroscience by providing a new insight on the process of vestibular and visual
integration for depth perception and self-motion perception. The influence of
extra retinal cues in depth perception has extensively been investigated in the
last decades. In particular, a very recent study investigates this problem by per-
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forming trials with passive head movements [5]. The conclusion of this study
is that the combination of retinal image with vestibular signals can provide
rudimentary ability to depth perception. Our findings could provide a new in-
sight to this integration mechanism for depth perception since, according to the
closed-solution here derived, by combining retinal image with vestibular signals
it is possible to determine the scale factor even without any knowledge about
the initial speed. Our findings also show that it is possible to easily distinguish
linear acceleration from gravity. Specifically, the closed form solution performs
this determination by a very simple matrix inversion. This problem has also
been investigated in neuroscience [14]. Our results could provide a new insight
to this mechanism since they clearly characterize the conditions (type of motion,
features layout) under which this determination can be performed.
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