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Abstract: In this paper, we present a comprehensive survey of Markov Random Fields (MRFs) in
computer vision, with respect to both the modeling and the inference. MRFs were introduced into
the computer vision field about two decades ago, while they started to become a ubiquitous tool for
solving visual perception problems at the turn of the millennium following the emergence of efficient
inference methods. During the past decade, different MRF models as well as inference methods
- in particular those based on discrete optimization - have been developed towards addressing
numerous vision problems of low, mid and high level. While most of the literature concerns
pairwise MRFs, during recent years, we have also witnessed significant progress on higher-order
MRFs, which substantially enhances the expressiveness of graph-based models and enlarges the
extent of solvable problems. We hope that this survey will provide a compact and informative
summary of the main literature in this research topic.
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Résumé : Dans cet article, nous présentons un panorama approfondi des champs de Markov
aléatoires (MRFs) dans le cadre de la vision par ordinateur, et ce autant du point de vue de la
modélisation que de l’inférence. Les MRFs ont été introduits dans le domaine de la vision par
ordinateur il y a environ deux décennies, alors qu’ils commençaient à devenir un outil omniprésent
pour résoudre les problèmes de perception visuelle à la suite de l’apparition de méthodes efficaces
d’inférence. Au cours de la dernière décennie, les différents modèles de MRFs ainsi que les
méthodes d’inférence - en particulier celles basées sur l’optimisation discrète, ont été mis en
oeuvre pour résoudre de nombreux problèmes de vision de bas, milieu et haut niveaux. Alors que
la plupart de la littérature concerne les MRFs d’ordre deux, nous avons également assisté au cours
des dernières années à des progrès significatifs sur les MRFs d’ordre supérieur, ce qui améliore
sensiblement l’expressivité des modèles à base de graphes et élargit le champs d’application de
ces méthodes. Nous espérons que cette étude bibliographique fournira un résumé compact et
informatif sur la littérature principale concernant ce sujet de recherche.

Mots-clés : Champs de Markov Aléatoires, Modèles graphiques, MRFs, Inférence MAP,
Optimisation discrète
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1 Introduction
The goal of computer vision is to enable the machine to understand the world - often called
visual perception - through processing of digital signals. Such an understanding for the machine
is done by extracting useful information from the signals and performing complex reasoning.
Mathematically, let I denote the observed data and x a latent parameter vector of interest that
corresponds to a mathematical answer to the visual perception problem. Visual perception can
be formulated mathematically as finding a mapping from I to x, which is essentially an inverse
problem [177]. Mathematical methods usually model such a mapping through an optimization
problem as follows:

xopt = arg min
x
E(x; I) (1)

where the energy (or cost, objective) function E(x; I) can be regarded as a quality measure of
a parameter configuration x in the solution space, given the observed images I. Hence, visual
perception involves two main tasks: modeling and inference/optimization. The former has to ac-
complish: (i) the choice of an appropriate representation of the solution using a tuple of variables
x; and (ii) the design of the energy function E(x; I) which can correctly measure the adequacy
between x and I. The latter has to search for the configuration of x producing the optimum
of the energy function where the solution of the original problem lies. The main difficulties in
the modeling are due to the fact that most of the vision problems are inverse and ill-posed and
require a large number of latent and/or observed variables to express the expected variations of
the perception answer. Furthermore, the observed signals are usually noisy, incomplete and often
only provide a partial view of the desired space. Hence, a successful model usually requires a
reasonable regularization, a robust data measure, and a compact structure between the variables
of interest to well characterize their relationship (which is usually unknown). In the Bayesian
paradigm, the model prior, the data likelihood and the dependence properties correspond respec-
tively to these terms, and the maximization of the posterior probability of the latent variables
corresponds to the minimization of the energy function in Eq. 1. In addition to these, another
issue that should be taken into account during the modeling is the tractability of the inference
task. Such a viewpoint impacts the quality of the obtained optima and introduce additional
constraints on the modeling step.

Probabilistic graphical models (usually referred to as graphical models) combine probability
theory and graph theory towards a natural and powerful formalism for modeling and solving
inference and estimation problems in various scientific and engineering fields. In particular, due
to the ability to model soft contextual constraints between variables and enormous development
of inference methods, one important type of graphical models - Markov Random Fields (MRFs)
- has become a ubiquitous methodology for solving visual perception problems, in terms of both
the expressive potential of the modeling process and the optimality properties of the correspond-
ing inference algorithms. Generally speaking, they have the following major useful properties
that one can benefit during the algorithm design. First, graphical models refer to a modular,
flexible and principled way to combine regularization (or prior), data likelihood terms and other
useful cues within a single graph-formulation, where continuous and discrete variables can be
simultaneously considered. Second, the graph theoretic side of graphical models provides a sim-
ple way to visualize the structure of a model and facilitates the choice and design of the model.
Third, the factorization of the joint probability over a graph could produce inference problems
that can be solved in a computational efficient manner. In particular, development of inference
methods based on discrete optimization enhance the potential of discrete MRFs and enlarge sig-
nificantly the set of visual perception problems on which they can be applied. Last but not least,
the probabilistic side of graphical models leads to potential advantages in terms of parameter
learning (e.g ., [152, 160]) and uncertainty analysis (e.g ., [96, 62]) over classic variational methods
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4 Wang & Paragios

[183, 40], due to the introduction of probability explanation to the solution [177]. The aforemen-
tioned strengths have resulted in the heavy adoption of MRFs towards solving many computer
vision, computer graphics and medical imaging problems. During the past decade, different MRF
models as well as efficient inference methods - in particular those based on discrete optimization
- have been developed towards addressing numerous vision problems of low, mid and high-level.
While most of the literature is on pairwise MRFs, we have also witnessed significant progress of
higher-order MRFs during the recent years, which substantially enhances the expressiveness of
graph-based models and enlarges the extent of solvable problems. We believe that a compact
and informative summary of the main literature in this research topic will be very helpful for
related researchers to get a global view and hence better understanding of such an important
tool. To this end, we present in this paper a compressive survey of MRFs in computer vision,
with respect to both the modeling and the inference.

The survey is structured from basic notions to most recent important works on them, aiming
to make it as self-complete as possible and beneficial to readers of different backgrounds. The
remainder of this paper is organized as follows. section 2) introduces basic knowledge on graphical
models. In what follows, the paper focuses on MRFs: in section 3, different important subclasses
of MRFs are discussed as well as their important applications in visual perception, and then
representative techniques for the MAP inference in discrete MRFs are presents in section 4.
Finally, we conclude the survey in section 5.

2 Preliminaries: Graphical Models

A graphical model consists of a graph where each node is associated with a random variable
and an edge between a pair of nodes encodes probabilistic interaction between the corresponding
variables. Each of such models provides a compact representation for a family of joint prob-
ability distributions which satisfy the conditional independence properties determined by the
topology/structure of the graph: the associated family of joint probability distributions can be
factorized into a product of local functions each of which involves a (usually small) subset of
variables. Such a factorization is the key idea of graphical models.

There are two common types of graphical models: Bayesian Networks (also known as Di-
rected Graphical Models or Belief Networks) and Markov Random Fields (also known as Undi-
rected Graphical Models or Markov Networks), corresponding to directed and undirected graphs,
respectively. They are used to model different families of distributions with different kinds of
conditional independences. It is usually convenient to covert both of them into a unified repre-
sentation that is called Factor Graph, in particular for better visualizing potential functions and
performing inference in higher-order models. We will proceed with a formal brief presentation of
each model in the reminder of this section. We suggest the reader being interested for a larger
and more in depth overview the following publications [123, 16, 79, 97].

2.1 Notations

Let us introduce the necessary notations that will be used throughout this survey. For a graphical
model, let G = (V, E) denote the corresponding graph which consists of a set V of nodes and a set
E of edges. Then, for each node i (i ∈ V) contained in the model, let Xi denote the associated
random variable, xi the realization of Xi, and Xi the state space of xi (i.e., xi ∈ Xi). Also, let
X = (Xi)i∈V denote the joint random variable and x = (xi)i∈V the realization (configuration)
of the graphical model taking values in its space X which is defined as the Cartesian product of
the spaces for all individual variables, i.e., X =

∏
i∈V Xi.

Inria
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For the purposes of simplification and concreteness, we use “probability distribution” to re-
fer to “probability mass function” (with respect to the counting measure) in discrete cases and
“probability density function” (with respect to the Lebesgue measure) in continuous cases. Fur-
thermore, we use p(x) to denote the probability distribution on a random variable X, and use
xc (c ⊆ V) as the shorthand for a tuple c of variables, i.e., xc = (xi)i∈c. Due to the one-to-one
mapping between a node and the associated random variable, for the purpose of convenience,
we often use “node” to refer to the corresponding random variable in cases where there is no
ambiguity.

2.2 Bayesian Networks (Directed Graphical Models)
A Bayesian Network (BN) has the structure of a directed acyclic graph (DAG) G where the
edges in E are directed and no directed cycle exists (e.g ., Fig. 1(a)), and holds the following local
independence assumptions (referred to as local Markov property) which impose that every node
is independent of its non-descendant nodes1 given all its parents:

∀ i ∈ V, Xi⊥XAi
|Xπi

(2)

where Ai and πi denotes the set of non-descendant nodes and the set of parents for a node i in
the graph G, respectively, and Xi⊥Xj |Xk denotes the statement that Xi and Xj are independent
given Xk. The associated family of joint probability distributions are those satisfying the local
independences in Eq. 2, and can be factorized into the following form according to G:

p(x) =
∏
i∈V

p(xi|xπi
) (3)

where p(xi|xπi) denotes local conditional probability distribution (CPD) of xi given the states
xπi of the parents. It should be noted that any distribution with the factorized form in Eq. 3
satisfies the local independences in Eq. 2.

All conditional independences (referred to as global Markov property) implied within the
structure of BNs, including the local independences of Eq. 2, can be identified by checking
d-separation properties of the corresponding graph G [139]. This can be performed using an
intuitive and handy method: Bayes ball algorithm [56, 163]. Let I(G) denote the set of such
conditional independences. Note that the global Markov property and the local Markov property
are equivalent in BNs. Hence, if a distribution can be factorized over G, it must satisfy all the
conditional independences in I(G). On the other hand, we should also note that an instance of
distribution that can be factorized over G may satisfy more independences than those in I(G).
Nevertheless, such instances are very “few” in the sense that they have measure zero in the space
of CPD parameterizations, e.g ., a slight perturbation of the local CPDs will almost certainly
eliminate these “extra” independences [97].

BNs are usually used to model causal relationships [140] between random variables and have
been applied in many fields such as artificial intelligence, computer vision, automatic control,
information engineering, etc. In computer vision, Hidden Markov Models (HMM) [146] and
Kalman Filters [81, 57], which are well-known subsets of BNs, provide a common way to model
temporal relations and has been employed to deal with object tracking [182, 203], denoising
[85, 149], motion analysis [71, 65], sign language recognition [170, 130], etc. Besides, neural
networks [15], another special type of BNs, provide an important machine learning method to
deal with vision problems [38]. Other vision applications include for example [134] and [210],

1For a node i ∈ V, its non-descendant nodes consist of the nodes j ∈ V − {i} such that there is no directed
path from i to j.
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X1 X2 X3

X8 X10

X5 X6X4 X7

X9

(a) Bayesian Network

X1 X2 X3

X8 X10

X5 X6X4 X7

X9

(b) Markov Random Filed

Figure 1: Examples of Bayesian Network and Markov Random Filed. Note that the directed
graph in (a) can be transformed into the undirected graph in (b) by moralization process [79].

where dynamic BNs have been used to perform gesture/speech recognition and facial expression
understanding, respectively.

2.3 Markov Random Fields (Undirected Graphical Models)
A Markov Random Field (MRF) has the structure of an undirected graph G where all edges of
E are undirected (e.g ., Fig. 1(b)). Furthermore, such a paradigm inherits the following local
independence assumptions (also referred to as local Markov property):

∀ i ∈ V, Xi⊥XV−{i}|XNi
(4)

which impose that a node is independent of any other node given all its neighbors. In such a
context, Ni = {j|{i, j} ∈ E} denotes the set of neighbors of node i in the graph G. An important
notion in MRFs is clique, which is defined as a full-connected subset of nodes in the graph. A
clique is maximal if it is not contained within any other larger clique. The associated family
of joint probability distributions are those satisfying the local Markov property (i.e., Eq. 4).
According to Hammersley-Clifford theorem [67, 12], they are Gibbs distributions which can be
factorized into the following form according to G:

p(x) =
1

Z

∏
c∈C

ψc(xc) (5)

where Z is the normalizing factor (also known as the partition function), ψc(xc) denotes the
potential function of a clique c which is a positive real-valued function on the possible configu-
ration xc of the clique c, and C denotes a set of cliques2 contained in the graph G. We can also
verify that any distribution with the factorized form in Eq. 5 satisfies the local Markov property
in Eq. 4.

The global Markov property consists of all the conditional independences implied within the
structure of MRFs, which are defined as: ∀V1, V2, V3 ⊆ V, if any path from a node in V1 to
a node in V2 includes at least one node in V3, then XV1⊥XV2 |XV3 . Let I(G) denote the set

2Note that any quantities defined on a non-maximal clique can always be redefined on the corresponding
maximal clique, and thus C can also consist of only the maximal cliques. However, using only maximal clique
potentials may obscure the structure of original cliques by fusing together the potentials defined on a number
of non-maximal cliques into a larger clique potential. Compared with such a maximal representation, a non-
maximal representation clarifies specific features of the factorization and usually leads to computational efficiency
in practice. Hence, without loss of generality, we do not assume that C consist of only maximal cliques in this
survey.

Inria
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of such conditional independences. The identification of these independences boils down to a
“reachability” problem in graph theory: considering a graph G′ which is obtained by removing
the nodes in V3 as well as the edges connected to these nodes from G, XV1⊥XV2 |XV3 is true if
and only if there is no path in G′ that connects any node in V1 − V3 and any node in V2 − V3.
This problem can be solved using standard search algorithms such as breadth-first search (BFS)
[34]. Note that the local Markov property and the global Markov property are equivalent for
any positive distribution. Hence, if a positive distribution can be factorized into the form in
Eq. 5 according to G, then it satisfies all the conditional independences in I(G). Similar to
Bayesian Network, an instance of distribution that can be factorized over G, may satisfies more
independences than those in I(G).

MRFs provide a principled probabilistic framework to model vision problems, thanks to their
ability to model soft contextual constraints between random variables [127]. The adoption of
such constraints is important in vision problems, since the image and/or scene modeling involves
interactions between a subset of pixels and/or scene components. Often, these constraints are
referred to as “prior” of the whole system. Through MRFs, one can use nodes to model variables
of interest and combine different available cues that can be encoded by clique potentials within a
unified probabilistic formulation. Then the inference can be performed via Maximum a posteriori
(MAP) estimation:

xopt = arg max
x∈X

p(x) (6)

Since the potential functions are restricted to positive here, let us define clique energy θc as
a real function on a clique c (c ∈ C):

θc(xc) = − logψc(xc) (7)

Due to the one-to-one mapping between θc and ψc, we also call θc potential function (or clique
potential) on clique c in the remaining of this survey, which leads to a more convenient represen-
tation of the joint distribution p(x):

p(x) =
1

Z
exp{−E(x)} (8)

where E(x) denotes the energy of the MRF and is defined as a sum of potential functions on the
cliques:

E(x) =
∑
c∈C

θc(xc) (9)

Since the “-log” transformation between the distribution p(x) and the energy E(x) is a monotonic
function, the MAP inference in MRFs (i.e., the maximization of p(x) in Eq. 6) is equivalent to
the minimization of E(x) as follows:

xopt = arg min
x∈X

E(x) (10)

In cases of discrete MRFs where the random variables are discrete3 (i.e., ∀ i ∈ V, Xi consists
of a discrete set), the above optimization becomes a discrete optimization problem. Numerous
works have been done to develop efficient MRF optimization/inference algorithms using discrete
optimization theories and techniques (e.g ., [28, 73, 102, 193, 95, 98, 110, 136, 103]), which have
been successfully employed to efficiently solve many vision problems using MRF-based methods
(e.g ., [101, 61, 92, 178, 23]). Due to the advantages regarding both the modeling and the inference

3We should note that continuous MRFs have also been used in the literature (e.g., [72, 167, 172]). An
important subset of continuous MRFs that has been well studied is Gaussian MRF [159].
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(a)
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f{4} f{7}
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Figure 2: Examples of Factor Graphs. Note that both of the Bayesian Network in Fig. 1(a)
and the Markov Random Filed in Fig. 1(b) can be represented by the two factor graphs above.
Nevertherless, the factor graph in (b) contains factors corresponding to non-maximal cliques.

as discussed above, discrete MRFs have been widely employed to solve vision problems. We will
provide a detailed survey on an important number of representative MRF-based vision models
in section 3 and their MAP inference methods in section 4.

2.4 Factor Graphs

Factor graph [52, 114] is a unified representation for both BNs and MRFs, which uses additional
nodes, named factor nodes4, to explicitly describe the factorization of the joint distribution in
the graph. More specifically, a set F of factor nodes are introduced into the graph, corresponding
each to an objective function term defined on a subset of usual nodes. Each factor encodes a
local conditional probability distribution defined on a usual node and its parents in cases of BNs
(see Eq. 3), while it encodes a potential function defined on a clique in cases of MRFs (see Eq. 5
or Eq. 9). The associated joint probability is a product of factors:

p(x) =
1

Z

∏
f∈F

φf (xf ) (11)

where the normalizing factor Z is equal to 1 for BNs. Similar to MRFs, we can define the energy
of the factor graph as:

E(x) =
∑
f∈F

θf (xf ) (12)

where θf (xf ) = − log φf (xf ). Note that there can be more than one factor graphs corresponding
to a BN or MRF. Fig. 2 shows two examples of factor graphs which provide two different possible
representations for both the BN in Fig. 1(a) and the MRF in Fig. 1(b).

Factor graphs are bipartite, since there are two types of nodes and no edge exists between
two nodes of same types. Such a representation conceptualizes in a clear manner the underlying
factorization of the distribution in the graphical model. In particular for MRFs, factor graphs
provide a feasible representation to describe explicitly the cliques and the corresponding potential
functions when non-maximal cliques are also considered (e.g ., Fig. 2(b)). The same objective
can be hardly met using the usual graphical representation of MRFs. Computational inference

4We call the nodes in original graphs usual nodes when an explicit distinction between the two types of nodes
is required to avoid ambiguities.

Inria
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is another strength of factor graphs representations. The sum-product and min-sum (or: max-
product5) algorithms in the factor graph [114, 16] generalize the classic counterparts [139, 206] in
the sense that the order of factors can be greater than two, which will be presented in section 4.2.
Furthermore, since an MRF with loops may has no loop in its corresponding factor graph (e.g ., see
the MRF in Fig. 1(b) and the factor graphs in Fig. 2 (a-b)), in such cases the min-sum algorithm
in the factor graph can perform the MAP inference exactly with polynomial complexity. Such
factor graphs without loop (e.g ., Fig. 2 (a-b)) are referred to as Factor trees.

3 MRF-based Vision Models

According to the order of interactions between variables, MRF models can be classified into
pairwise models and higher-order models. Another important subset is Conditional Random
Fields (CRFs). Below, we present these three typical subsets of MRFs that are commonly used
in vision community.

3.1 Pairwise MRF Models

The most common type of MRFs that is widely used in computer vision is the pairwise MRF, in
which the associated energy is factorized into a sum of potential functions defined on cliques of
order strictly less than three. More specifically, a pairwise MRF consists of a graph G with a set
(θi(·))i∈V of singleton potentials (also known as unary potentials) defined on single variables and
a set (θij(·)){i,j}∈E of pairwise potentials defined on pairs of variables. The MRF energy has the
following form:

E(x) =
∑
i∈V

θi(xi) +
∑
{i,j}∈E

θij(xij) (13)

Pairwise MRFs have attracted the attention of a lot of researchers and numerous works have
been done in past decades, mainly due to the facts that pairwise MRFs inherit simplicity and
computational efficiency. On top of that, their use was spread also due to the fact that the
interaction between pairs of variables is the most common and fundamental type of interac-
tions required to model many vision problems. In computer vision, such works include both
the modeling of vision problems using pairwise MRFs (e.g ., [58, 155, 42, 23]) and the efficient
inference in pairwise MRFs (e.g ., [28, 193, 98, 95, 106]). Two most typical graph structures used
in computer vision are grid-like structures (e.g ., Fig. 3) and part-based structures (e.g ., Fig. 4).
Grid-like structures provide a natural and reasonable representation for images, while part-based
structures are often associated with deformable and/or articulated objects.

3.1.1 Grid-like Models

Pairwise MRFs of grid-like structures (Fig. 3) have been widely used in computer vision to
deal with a large number of important problems, such as image denoising/restoration (e.g .,
[58, 64, 30]), super-resolution (e.g ., [51, 50, 147]), stereo vision/multi-view reconstruction (e.g .,
[157, 101, 191]), optical flow and motion analysis (e.g ., [70, 158, 62, 128]), image registration
and matching (e.g ., [175, 61, 164]), segmentation (e.g ., [25, 155, 23, 168]) and over-segmentation
(e.g ., [131, 188, 211]).

5The max-product algorithm is to maximize the probability p(x) which is a product of local functions (Eq. 11),
while the min-sum algorithm is to minimize the corresponding energy which is a sum of local energy functions
(Eq. 12). They are essentially the same algorithm.
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(a) 4-neighborhood system (b) 8-neighborhood system

Figure 3: Examples of MRFs with Grid-like Structures

In this context, the nodes of an MRF correspond to the lattice of pixels6 and the edges
corresponding to pairs of neighbor nodes are considered to encode contextual constraints between
nodes. The random variable xi associated with each node i represents a physical quantity specific
to problems7 (e.g ., an index denoting the segment that the corresponding pixel belongs to for
image segmentation problem, an integral value between 0 and 255 denoting the intensity of the
corresponding pixel for gray image denoising problem, etc.). The data likelihood is encoded by
the sum of the singleton potentials θi(·), whose definition is specific to the considered applications
(e.g ., for image denoising, such singleton terms are often defined as a penalty function based on
the deviation of the observed value from the underlying value.). The contextual constraints
compose a prior model on the configuration of the MRF, which is usually encoded by the sum of
all the pairwise potentials θij(·, ·). The most typical and commonly used contextual constraint
is the smoothness, which imposes that physical quantities corresponding to the states of nodes
varies “smoothly” in the spatial domain as defined by the connectivity of the graph. To this end,
the pairwise potential θij(·, ·) between a pair {i, j} of neighbor nodes is defined as a cost term
that penalizes the variation of the states between the two nodes:

θij(xij) = ρ(xi − xj) (14)

where ρ(·) is usually an even and non-decreasing function. In computer vision, common choices
(Eq. 15) for ρ(·) are (generalized) Potts model8 [144, 26], truncated absolute distance and truncated
quadratic, which are typical discontinuity preserving penalties:

ρ(xi − xj) =

 wij · (1− δ(xi − xj)) (Potts models)
min(Kij , |xi − xj |) (truncated absolute distance)
min(Kij , (xi − xj)2) (truncated quadratic)

(15)

where wij ≥ 0 is a weight coefficient9 for the penalities, Kronecker delta δ(x) is equal to 1 when
x = 0 and 0 otherwise, and Kij is a coefficient representing the maximum penalty allowed in
the truncated models. More discontinuity preserving regularization functions can be found in
for example [181, 124]. Such discontinuity preserving terms reduce the risk of over-smoothing,
which is an advantage compared with Total Variation (TV) regularizations [31] that are often
used in variational methods [183, 40]. Last, it should also be mentioned that pairwise potentials
in such grid-like MRFs can also be used to encode other contextual constraints, such as the star
shape prior in [187] and the layer constraint in [131].

6Other homogeneously distributed units such as 3D voxels and control points [61] can also be considered in
such MRFs.

7An MRF is called binary MRF if each node has only two possible values, 0 or 1.
8Note that Ising model [77, 58] is a particular case of Potts model where each node has two possible states.
9wij is a constant for all pairs {i, j} of nodes in the original Potts model in [144].

Inria
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(a) Pictorial Structure (b) MRF model corresponding to (a)

Figure 4: Example of MRFs with Pictorial Structures (The original image used in (a) is from
HumanEva-I database: http://vision.cs.brown.edu/humaneva/.)

The grid-like MRF presented above can be naturally extended from pixels to other units.
For example, there exist works that use superpixel primitives instead of pixel primitives when
dealing with images (e.g ., [54, 7, 126]), mainly aiming to gain computational efficiency and/or
use superpixels as regions of support to compute features for other mid-level and high-level vision
applications. Another important case is the segmentation, registration and tracking of 3D surface
meshes (e.g ., [82, 6, 209]), where we aim to infer the configuration of each vertex or facet on the
surface. In these cases, the node of MRF models can be used to model the superpixel, vertex or
face, nevertheless, the topology could be a less regular grid.

3.1.2 Part-based Models

MRFs of pictorial structures (Fig. 4) provide a natural part-based modeling tool for representing
deformable objects and in particular articulated objects. Their nodes correspond to components
of such objects. The corresponding latent variables represent the spatial pose of the components.
An edge between a pair of nodes encode the interactions such as kinematic constraints between
the corresponding pair of components. In [42], Pictorial model [46] was introduced into com-
puter vision to deal with pose recognition of human body and face. In this work, a tree-like MRF
(see Fig. 4) was employed to model the spring-like prior between pairs of components through
pairwise potentials, while the data likelihood is encoded in the singleton potentials each of which
is computed from the appearance model of the corresponding component. The pose parameters
of all the components are estimated though the MAP inference, which can be done very effi-
ciently in such a tree-structured MRF using dynamic programming [10, 34] (i.e., min-sum belief
propagation [139, 206, 16]). This work has gained a lot of attention in computer vision and
the proposed part-based models have been adopted and/or extended to deal with the pose es-
timation, detection and tracking of deformable object such as human body [167, 166, 39, 5],
hand [174, 173] and other objects [138, 41]. In [138], part-based model of [42] was extended
regarding the topology of the MRF as well as the image likelihood in order to deal with the pose
estimation of animals such as cows and horses. Continuous MRFs of pictorial structures were
proposed in [167] and [174] to deal with body and/or hand tracking, where nonparametric belief
propagation algorithms [72, 172] were employed to perform inference. In the subsequent papers
[166, 173], occlusion reasoning was introduced into their graphical models in order to deal with
occlusions between different components. Indeed, the wide existence of such occlusions in the
cases of articulated objects is an important limitation of the part-based modeling. More recently,
a rigorous visibility modeling in graphical models was proposed in [195], where image segmenta-
tion, multi-object tracking and depth ordering are simultaneously performed via a single pairwise
MRF model.

The notion of “part” can also refer to a feature point or landmark distributed on the boundary
of the shape. In such a case, MRFs provide a powerful tool for modeling prior knowledge (e.g .,
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generality and intra-class variations) on a class of shapes, which is referred to as statistical
shape modeling [69]. The characterization of shape prior using local interactions (e.g ., statistics
on the Euclidean distance) between points can lead to useful properties such as translation and
rotation invariances with respect to the global pose of the object in the observed image. Together
with efficient inference methods, such MRF-based prior models has been employed to efficiently
solving problems related to the inference of the shape model such as knowledge-based object
segmentation (e.g ., [162, 14]). Follow this line of research, recently [204] proposed to employ
divergence theorem to exactly factorize regional data likelihood in their pairwise MRF model for
object segmentation.

Remark

The computer vision community has primarily focused on pairwise MRF models where inter-
actions between parameters were often at the level of pair of variables. This was a convenient
approach driven mostly from the optimization viewpoint since pairwise MRFs inherit the lowest
rank of interactions between variables and numerous efficient algorithms exist for solving them.
Such interactions to certain extent can cope with numerous vision problems (segmentation, es-
timation, motion analysis and object tracking, disparity estimation from calibrated views, etc.).
However, their limitations manifest when a better performance is desired for those problems or
when graph-based solutions are resorted to for solving more complex vision problems, where
higher-order interactions between variables are needed to be modeled. One the other hand, the
rapid development of computer hardwares in terms of memory capacity and CPU speed provides
the practical base and motivates the consideration of higher-order interactions in vision models.
In such a context, higher-order MRF models has attracted more and more attentions and diverse
vision models and inference methods have been proposed.

3.2 Higher-order MRF Models

Higher-order MRFs (also referred to as high-order MRFs) involve potential functions that are
defined on cliques containing more than two nodes and cannot be further decomposed. Such
higher-order potentials, compared to pairwise ones, allow a better characterization of statistics
between random variables and increase largely the ability of graph-based modeling. We summary
below three main explorations of such advatages in solving vision problems.

First, for many vision problems that already were addressed by pairwise models, higher-order
MRFs are often adopted to model more complex and/or natural statistics between random vari-
ables and richer interactions between them, in order to improve the performance of the method.
One can cite for example the higher-order MRF model proposed in [151, 153] to better character-
ize image priors, by using the Product-of-Experts framework to define the higher-order potentials.
Such a higher-order model was successfully applied in image denoising and inpainting problems
[151, 153]. Pn Potts model was proposed in [90, 91], which consists of a strict generalization
of the generalized Potts model [26] (see Eq. 15). It considers a similar interaction between n
nodes (instead of between two nodes) and its performance was demonstrated in image segmen-
tation being a natural application domain of such a model. In [87, 88], Pn Potts model was
further enriched towards a robust Pn model, which produced better segmentation performance.
Higher-order smoothness priors were used in [202] to solve stereo reconstruction problems. Other
types of higher-order pattern potentials were also considered in [105] to deal with image/signal
denoising and image segmentation problems. All these works demonstrated that the inclusion of
higher-order interactions is able to significantly improve the performance compared to pairwise
models in the considered vision problems.
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Higher-order models become even more important in the cases where measures that intrinsi-
cally involve more than two variables are present. A simple example is the modeling of second-
order derivative (or even higher-order derivatives), which is often used to measure bending force
in shape prior modeling such as active contour models (i.e., “Snake”) [84]. In [4], dynamic
programming was adopted to solve “Snake” model in a discrete setting, which is essentially a
higher-order MRF model. A third-order spatial priors based on second derivatives was also in-
troduced to deal with image registration in [116]. In the optical flow formulation proposed in
[60], higher-order potentials were used to encode angle deviation prior, non-affine motion prior
as well as the data likelihood. Another important motivation for employing higher-order models
is to characterize statistics that are invariant with respect to global transformation when dealing
with deformable shape inference [196, 197]. Such approaches avoid explicit estimation of the
global transformation such as 3D pose (translation, rotation and scaling) and camera viewpoint,
which is substantially beneficial to both the learning and the inference of the shape model.

Meanwhile, global models, which include potentials involving all the nodes, have been de-
veloped, together with the inference algorithms for them. One can cite for example [189] and
[132] where global connectivity priors (e.g ., foreground segment must be connected) were used
to enforce the connectedness of the resulting labels for binary image segmentation, [37] where
‘label costs” [212] was introduced into graph-based segmentation formulation to deal with unsu-
pervised image segmentation, and [118, 119] which proposed to incorporate “object co-occurrence
statistics” in Conditional Random Field (CRF) models to object class image segmentation.

3.3 Conditional Random Fields
A Conditional Random Field (CRF) [121, 176] encodes, with the same concept as the MRF earlier
described, a conditional distribution p(X|D) where X denotes a tuple of latent variables and D
a tuple of observed variables (data). It can be viewed as an MRF which is globally conditioned
on the observed data D. Accordingly, the Markov properties for the CRF are defined on the
conditional distribution p(X|D). The local Markov properties in such a context become:

∀ i ∈ V, Xi⊥XV−{i}|{XNi
,D} (16)

while the global Markov property can also be defined accordingly. The conditional distribution
p(X|D) over the latent variablesX is also a Gibbs distribution and can be written as the following
form:

p(x|D) =
1

Z(D)
exp{−E(x;D)} (17)

where the energy E(x;D) of the CRF is defined as:

E(x;D) =
∑
c∈C

θc(xc;D) (18)

We can observe that there is no modeling on the probabilistic distribution over the variable in
D, which relaxes the concern on the dependencies between these observed variables, whereas
such dependencies can be rather complex. Hence, CRFs reduce significantly difficulty in mod-
eling the joint distribution of the latent and observed variables, and observed variables can be
incorporated into the CRF framework in a more flexible way. Such a flexibility is one of the
most important advantages of CRFs compared with generative MRFs10 when used to model a
system. For example, the fact that clique potentials can be data dependent in CRFs could lead
to more informative interactions than data independent clique potentials. Such an concept was

10Like [135], we use the term generative MRFs to distinguish the usual MRFs from CRFs.
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adopted for example in binary image segmentation [24]. Nevertheless, despite the difference in
the probabilistic explanation, the MAP inferences in generative MRFs and CRFs boil down to
the same problem.

CRFs have been applied to various fields such as computer vision, bioinformatics and text
processing among others. In computer vision, for example, grid-like CRFs was introduced in
[115] to model spatial dependencies in the image, an approach that outperformed the classic
MRF model [58] in the image restoration experiments. A multi-scale CRF model was proposed
in [68] for object class image segmentation, and a more sophisticated model named “associative
hierarchical CRFs” were proposed in [117] to solve the same problem. Following that, in [120],
object detectors and CRFs were combined within a CRF model which can be solved efficiently, so
as to jointly estimate the class category, location, and segmentation of objects/regions from 2D
images. CRFs has been also applied for object recognition. For example, a discriminative part-
based approach was proposed in [145] to recognize objects based on a tree-structured CRF. Very
recently, [113] proposed a very efficient approximate inference algorithm for fully connected grid-
like CRFs where pairwise potentials corresponds to a linear combination of Gaussian kernels,
and demonstrated that such a dense connectivity at the pixel level significantly improves the
accuracy in class segmentation compared to 4-neighborhood system (Fig. 3) [165] and robust Pn
model [88].

4 MAP Inference Methods for Discrete MRFs

An essential problem regarding the application of MRF models is how to infer the configuration
for each of the nodes contained in an MRF. The MAP inference (i.e., Eq. 6) in discrete MRFs,
which boils down to an energy minimization problem as shown in Eq. 10. Such a combinatorial
problem is known to be NP-hard in general [28, 102], except for some particular cases such as
MRFs of bounded tree-width [36, 1, 79] (e.g ., tree-structured MRFs [139]) and pairwise MRFs
with submodular energy [102, 161].

The most well-known early (before the 1990s) algorithms for optimizing the MRF energy
were iterated conditional modes (ICM) [13], simulated annealing methods (e.g ., [58, 17, 185])
and highest confidence first (HCF) [33, 32]. While being computational efficient methods, ICM
and HCF suffer from their ability to recover a good optimum. On the other hand, for simulated
annealing methods, even if in theory they provide certain guarantees on the quality of the ob-
tained solution, in practice from computational viewpoint such methods are impractical. In the
1990s, more advanced methods, such as loopy belief propagation (LBP) (e.g ., [51, 198, 43]) and
graph cuts techniques (e.g ., [64, 157, 26, 76, 28]), provided powerful alternatives to the aforemen-
tioned methods from both computational and theoretical viewpoint and have been used to solve
numerous visual perception problems (e.g ., [51, 175, 64, 76, 101, 25, 155]). Since then, the MRF
optimization is experiencing a renaissance, and more and more researchers have been working on
it. For the most recent MRF optimization techniques, one can cite for example QPBO techniques
(e.g ., [19, 99, 20, 156]), LP primal-dual algorithms (e.g ., [108, 109, 110]) as well as dual methods
(e.g ., [193, 98, 109, 199]).

There exist three main classes of MAP inference methods for pairwise MRFs and they also
have been extended to deal with higher-order MRFs. In order to provide an overview of them,
in this section we will first review graph cuts and their extensions for minimizing the energy of
pairwise MRFs in section 4.1. Then in section 4.2, we will describe the min-sum belief propa-
gation algorithm in factor tree and also show its extensions towards dealing with an arbitrary
pairwise MRF. Following that, we review in section 4.3 recent developed dual methods for pair-
wise MRFs, in particular the tree-reweighted message passing methods (e.g ., [193, 98]) and the
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Figure 5: Examples of s-t Graph Construction for Binary Graph Cuts [102]. (a) Graphs for the
singleton potential defined on a node i. The left one is for the cases where θi(0) < θi(1) and the
right one is for the cases where θi(0) ≥ θi(1); (b) Graph for the pairwise potential defined on
an edge {i, j} where θij(1, 0) > θij(0, 0) and θij(1, 0) > θij(1, 1). Note that θij(1, 0) + θij(0, 1)−
θij(0, 0)− θij(1, 1) > 0 holds when the energy is submodular.

dual-decomposition approaches (e.g ., [109, 107]). Last but not least, a survey on MRF inference
methods for higher-order MRFs will be provided in section 4.4.

4.1 Graph Cuts and Extensions
Graph cuts consist of a family of discrete algorithms that use min-cut/max-flow techniques to
efficiently minimize the energy of discrete MRFs and have been used to solve various vision
problems (e.g ., [64, 76, 155, 101, 23, 92]).

The basic idea of graph cuts is to construct a directed graph Gst = (Vst, Est) (called s-t
graph11, see examples in Fig. 5) with two special terminal nodes (i.e., the source s and the sink
t) and non-negative capacity setting c(i, j) on each directed edge (i, j) ∈ Est, such that the cost
C(S, T ) (Eq. 19)) of the s-t cut that partitions the nodes into two disjoint sets (S and T such
that s ∈ S and t ∈ T ) is equal to or differ by a constant difference from the energy of the MRF
with the corresponding configuration12 x.

C(S, T ) =
∑

i∈S,j∈T,(i,j)∈Est
c(i, j) (19)

An MRF that has such an s-t graph is called graph-representable13 and can be solved in
polynomial time using graph cuts [102]. The minimization of the energy of such an MRF is
equivalent to the minimization of the cost of the s-t-cut problem (i.e., min-cut problem). The
Ford and Fulkerson theorem [48] states that the solution of the min-cut problem corresponds to
the maximum flow from the source s to the sink t (i.e., max-flow problem). Such a problem can
be efficiently solved in polynomial time using many existing algorithms such as Ford-Fulkerson
style augmenting paths algorithms [48] and Goldberg-Tarjan style push-relabel algorithms [63].
Note that the min-cut problem and the max-flow problem are actually dual LP problems of
each other [186]. Unfortunately, not all the MRFs are graph-representable. Previous works have
been done to explore the class of graph-representable MRFs (e.g ., [21, 73, 102, 161]). They
demonstrated that a pairwise discrete MRF is graph-representable so that the global minimum
of the energy can be achieved in polynomial time via graph cuts, if the energy function of the

11Note that generations such as multi-way cut problem [35] which involves more than two terminal nodes are
NP-hard.

12The following rule can be used to associate an s-t cut to an MRF labeling: for a node i ∈ Vst − {s, t}, i) if
i ∈ S, the label xi of the corresponding node in the MRF is equal to 0; ii) if i ∈ T , the label xi of the corresponding
node in the MRF is equal to 1.

13Note that, in general, such an s-t graph is not unique for a graph-representable MRF.
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MRF is submodular. However, in numerous vision problems, more challenging energy functions
are often required that do not satisfy the submodular condition (Eq. 23). The minimization of
such non-submodular energy functions are NP-hard in general [28, 102] and an approximation
algorithm would be required to approach the global optimum.

In vision community, more than two decades ago, a pioneer work [64] proposed to use min-
cut/max-flow techniques to exactly optimize the energy of a binary MRF (i.e., Ising model) for
image restoration in polynomial time. However, such techniques did not draw much attention
in the following decade since then, probably due to the fact that the model considered in [64]
is quite simple. Such a situation has changed in late 1990s when a number of techniques based
on graph cuts were proposed to solve more complicated MRFs. One can cite for example the
works described in [157, 26, 76], which proposed to use min-cut/max-flow techniques to minimize
multi-label MRFs. Since then, numerous works have been done for exploring larger subsets of
MRFs that can be exactly or approximately optimized by graph cuts and for developing more
efficient graph-cuts-based algorithms.

Towards Multi-label MRFs

There exist two main methodologies for solving multi-label MRFs based on graph cuts. The
first methodology (referred to as label-reduction) is based on the observation that some solvable
types of multi-label MRFs can be exactly solved in polynomial time using graph cuts by first
introducing auxiliary binary variables each corresponding to a possible label of a node and then
deriving a min-cut problem that is equivalent to the energy minimization of the original MRF.
We can cite for example an efficient graph construction method proposed in [73] to deal with
arbitrary convex pairwise MRFs, which was further extended to submodular pairwise MRFs in
[161]. The main idea of the second methodology (referred to as move-making) is to iteratively
optimize the MRF energy by defining a set of proposals (i.e., possible “moves”) based on the
initial MRF configuration and choosing the best move as the initial configuration for the next
iteration. Such a methodology provides an efficient approximate MRF optimization algorithm
and the performance mainly depends on the size (denoted byM) of the set of proposals at each
iteration. ICM [13] can be regarded as the simplest move-making approach, where M is equal
to the number of labels of the node that is considered to make move at an iteration. Based on
graph cuts, M can be largely increased by considering the combination of two possible values
for all the nodes (M = 2|V|). A representative work on such a methodology is [27, 28], where
α-expansion and αβ-swap were introduced to generalize binary graph cuts to handle pairwise
MRFs with metric and/or semi-metric energy with optimum quality guarantee (i.e., the ratio
between the obtain energy and the global optimal energy is bounded by a factor).

Towards Non-submodular Functions

Graph cuts techniques has also been extended to deal with non-submodular binary energy func-
tions. Roof duality was proposed in [66], which provides an LP relaxation (binary case of Eq. 22)
approach to achieve a partial optimal labeling for quadratic pseudo-boolean functions (the solu-
tion will be a complete labeling that corresponds to global optimum if the energy is submodular).
Such a method was efficiently implemented in [19], which is referred to as Quadratic Pseudo-
Boolean Optimization (QPBO) algorithm and can be regarded as a graph-cuts-based algorithm
with a special graph construction where two nodes in s-t graph are used to represent two com-
plementary states of a node in the original MRF [99]. By solving min-cut/max-flow in such an
s-t graph, QPBO outputs a solution assigning 0, 1 or 1

2 to each node in the original MRF, where
the label 1

2 means the corresponding node is unlabeled. The persistency property of roof duality
indicates that the configurations of all the labeled nodes are exactly those corresponding to the
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global optimum. Hence, QPBO at least provides us with a partial labeling of the MRF and
the number of unlabeled nodes depends on the number of nonsubmodular terms included in the
MRF. Later, two different techniques were introduced in order to extend QPBO towards achiev-
ing a complete solution. One is probing (called QPBO-P) [20, 156], which aims to gradually
reduce the number of unlabeled nodes (either by finding the optimal label for certain unlabeled
nodes or by regrouping a set of unlabeled nodes) until convergence by iteratively fixing the label
of a unlabeled node and performing QPBO. The other one is improving (called QPBO-I ) [156],
which starts from a complete labeling y and gradually improves such a labeling by iteratively
fixing the labels of a subset of nodes as those specified y and using QPBO to get a partial labeling
to update y.

The QPBO techniques have been further combined with the label-reduction and move-making
techniques presented previously to deal with multi-label MRFs. In [93], a multi-label MRF is
converted into an equivalent binary MRF [73] and then QPBO techniques are employed to
solve the linear relaxation of the obtained binary MRF. An elegant combination of QPBO and
move-making techniques was proposed in [125], which is referred to as fusion moves. Different
from previous move-making techniques such as α-expansion and αβ-swap, fusion moves fuses
two arbitrary proposals of the full labeling by using QPBO and achieves a new labeling that is
guaranteed to have an energy less or equal than the energies of both proposals.

Towards Improving Efficiency

We should also note that several methods have been proposed to increase the efficiency of graph-
cuts-based MRF optimization. For example, a dynamic max-flow algorithm was proposed in
[94, 95] to accelerate graph cuts when dealing with dynamics MRFs (i.e., the potential functions
vary over time, whereas the change between two successive instants is usually quite small), where
the key idea is to reuse the flow obtained by solving the previous MRF so as to significantly re-
duce the computational time of min-cut. Another dynamic algorithm was also proposed in [80]
to improve the convergence of optimization for dynamic MRFs, by using the min-cut solution
of the previous MRF to generate an initialization for solving the current MRF. In [109, 110],
a primal-dual scheme based on linear programming relaxation was proposed for optimizing the
MRF energy. This method can be viewed as a generalization of α-expansion and achieves a
substantial speedup with respect to previous methods such as [28] and [108]. Two similar but
simpler techniques with respect to that of [109, 110] were proposed in [2] to achieve a similar
computational efficiency. Besides, an efficient algorithm based on max-flow and elimination tech-
niques was introduced in [29] for the optimization of 4-neighborhood grid-like MRFs. Based on
the primal-dual interpretation of the expansion algorithm introduced by [109, 110], [9] proposed
an approach to optimize the choice of the move space (i.e., the value of α for the expansion)
for each iteration by exploiting the primal-dual gap, which was demonstrated experimentally to
increase further the optimization efficiency.

4.2 Belief Propagation Algorithms

Belief propagation algorithms use local message passing to perform inference on graphical models.
These methods provide an exact inference algorithm for tree-structured discrete graphical models,
while an approximate solution can be achieved when a loopy graph is considered. For those loopy
graphs with low tree-widths (Eq. 20) such as cycles, extended belief propagation methods such
as junction tree algorithm [36, 1, 79] provide an efficient algorithm to perform exact inference.
All these belief propagation algorithms have been adopted to perform MAP inference in MRF
models for a variety of vision problems (e.g ., [42, 51, 175, 133, 8]).
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4.2.1 Belief Propagation in Tree

Belief propagation (BP) [139, 206, 16] was proposed originally for exactly solving MAP inference
(min-sum algorithm) and/or maximum-marginal inference (sum-product algorithm) in a tree-
structured graphical model in polynomial time. These methods can be viewed as a special case
of dynamic programming in graphical models [10, 34, 45].

The min-sum algorithm14 is described in Algorithm 1 (B), where the factor graph repre-
sentation [114, 16] is used, since as we mentioned in section 2.4, the factor graph makes the
BP algorithm applicable to more cases compared to the classic min-sum algorithm applied on a
usual pairwise MRF [51]. A representative vision model that can be efficiently solved by such
a method is the pictorial model [46, 42] (see section 3.1.2). Note that reparameterization (also
known as equivalent transformation) of the MRF energy (e.g ., [192, 98]) provides an alternative
interpretation of belief propagation and leads to a memory-efficient implementation [98].

4.2.2 Loopy Belief Propagation

The tree-structured constraint limits the use of the standard belief propagation algorithm pre-
sented above and loopy MRFs are often required to model vision problems. Hence, researchers
have investigated to extend the message passing concept for minimization of arbitrary graphs.

Loopy belief propagation (LBP), a natural step towards this direction, performs message
passing iteratively in the graph (e.g ., [53, 51, 198, 43]) despite of the existence of loops. We
refer the reader to [51, 198] for the details and discussion on the LBP algorithm. Regarding the
message passing scheme in loopy graphs, there are two possible choices: parallel or sequential.
In the parallel scheme, messages are computed for all the edges at the same time and then
the messages are propagated for the next round of message passing. Whereas in the sequential
scheme, a node propagates the message to one of its neighbor node at each round and such
a message will be used to compute the messages sent by that neighbor node. [179] showed
empirically that the sequential scheme was significantly faster than the parallel one, while the
performance of both methods was almost the same.

Substantial investment was made towards improving the efficiency of message passing by
exploiting different types of structure regarding the graph and/or the potential functions. For
example, an efficient method was proposed in [137] to reduce computational and memory cost
for robust truncated models where a pairwise potential is equal to a constant for most of the state
combination of the two nodes. [43] introduced a strategy for speeding up belief propagation for
cases where the pairwise potential function only depends on the difference of the variables such
as those defined in Eq. 15, an approach to accelerating the message passing in bipartite graphs
(including grid-like MRFs in Fig. 3), and a multi-scale belief propagation scheme to perform
inference in grid-like MRFs. Two speed-up techniques specifically for grid-like MRF models were
also proposed in [141].

Despite the fact that LBP performed well for a number of vision applications such as [51, 175],
they cannot guarantee to converge to a fixed point, while their theoretical properties are not
well understood. Last but not least, their solution is generally worse than more sophisticated
generalizations of message passing algorithms (e.g ., [193, 98, 106]) that will be presented in
section 4.3 [178].

14Note that all the BP-based algorithms presented in section 4.2 include both min-sum and sum-product
versions. We focus here on the min-sum version. Nevertheless, the sum-product version can be easily obtained
by replacing the message computation with the sum of the product of function terms. We refer the reader to
[114, 16, 79] for more details.
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4.2.3 Junction Tree Algorithm

Junction tree algorithm (JTA) is an exact inference method in arbitrary graphical models [36, 1,
79]. The key idea is to make systematic use of the Markov properties implied in graphical models
to decompose a computation of the joint probability or energy into a set of local computations.
Such an approach bears strong similarities with message passing in the standard belief propa-
gation or dynamic programming. In this sense, we regard JTA as an extension of the standard
belief propagation.

A junction tree corresponding to an MRF can be obtained by first triangulating the original
graph and then find a maximal spanning tree for the maximal cliques contained in the triangu-
lated graph. A short presentation of JTA is provided in C, from which we can easily notice that
the complexity of the inference (i.e., belief propagation) in a junction tree for a discrete MRF is
exponential with respect to its width W . The width is defined as the maximum cardinal of the
corresponding cliques over all nodes minus 1, i.e.:

W = max
i∈VJ

|ci| − 1 (20)

Hence, the complexity is dominated by the largest maximal cliques in the triangulated graph.
However, the triangulation process may produce large maximal cliques, while finding of an op-
timal junction tree with the smallest width for an arbitrary undirected graph is an NP-hard
problem. Furthermore, MRFs with dense initial connections could lead to maximal cliques of
very high cardinal even if an optimal junction tree could be found [79]. Due to the computa-
tional complexity, the junction tree algorithm becomes impractical when the tree width is high,
although it provides an exact inference approach. Thus it has been only used in some specific
scenarios or some special kinds of graphs that have low tree widths (e.g ., cycles and outer-planar
graphs whose widths are equal to 2). For example, JTA was employed in [133] to deal with
simultaneous localization and mapping (SLAM) problem, and was also adopted in [8] to perform
exactly inference in outer-planar graphs within the whole dual-decomposition framework. In
order to reduce the complexity, nested junction tree technique was proposed in [86] to further
factorize large cliques. Nevertheless, the gain of such a process depends directly on the initial
graph structure and is still insufficient to make JTA widely applicable in practice.

4.3 Dual Methods
The MAP inference in pairwise MRFs (Eq. 10, 13), can be reformulated as the integer linear
programming (ILP) [194] as follows:

min
τ

E(θ, τ ) = 〈θ, τ 〉 =
∑
i∈V

∑
a∈Xi

θi;aτi;a +
∑

(i,j)∈E

∑
(a,b)∈Xi×Xj

θij;abτij;ab

s.t. τ ∈ τG =


τ

∣∣∣∣∣∣∣∣∣∣∣∣

∑
a∈Xi

τi;a = 1 ∀ i ∈ V∑
a∈Xi

τij;ab = τj;b ∀ {i, j} ∈ E , b ∈ Xj

τi;a ∈ {0, 1} ∀ i ∈ V, a ∈ Xi
τij;ab ∈ {0, 1} ∀ {i, j} ∈ E , (a, b) ∈ Xi ×Xj


.

(21)

where θi;a = θi(a), θij;ab = θij(a, b), binary variables15 τi;a = [xu = a] and τij;ab = [xi =
a, xj = b], τ denotes the concatenation of all these binary variables which can be defined as
((τi;a)i∈V,a∈Xi , (τij;ab){i,j}∈E,(a,b)∈Xi×Xj

), and τG denotes the domain of τ .

15[·] is equal to one if the argument is true and zero otherwise.
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Unfortunately the above ILP problem is NP-hard in general. Numerous approximation algo-
rithms of MRF optimization have been developed based on Linear Programming (LP) relaxation
of such a problem in Eq. 21, aiming to minimize E(θ, τ ) in a relaxed domain τ̂G (called lo-
cal marginal polytope) which is obtained by replacing the integer constraints in Eq. 21 by the
non-negative constraints, i.e.:

min
τ

E(θ, τ ) = 〈θ, τ 〉 =
∑
i∈V

∑
a∈Xi

θi;aτi;a +
∑

(i,j)∈E

∑
(a,b)∈Xi×Xj

θij;abτij;ab

s.t. τ ∈ τ̂G =


τ

∣∣∣∣∣∣∣∣∣∣∣∣

∑
a∈Xi

τi;a = 1 ∀ i ∈ V∑
a∈Xi

τij;ab = τj;b ∀ {i, j} ∈ E , b ∈ Xj

τi;a ≥ 0 ∀ i ∈ V, a ∈ Xi
τij;ab ≥ 0 ∀ {i, j} ∈ E , (a, b) ∈ Xi ×Xj


.

(22)

For purposes of clarity, from now on, the term MRF-MAP will be used for the original MAP
inference problem (Eq. 21) and MRF-LP for the relaxed one (Eq. 22).

It is generally infeasible to directly apply generic LP algorithms such as interior point methods
[22] to solve MRF-LP problems corresponding to MRF models in computer vision [205], due to
the fact that the number of variables involved in τ is usually huge. Instead, many methods in
the literature have been designed based on solving some dual to the MRF-LP problem in Eq. 22,
i.e., maximizing the lower bound of E(θ, τ ) provided by the dual. One can cite for example the
min-sum diffusion [112] and augmenting DAG [111] algorithms that were reviewed in [199], the
message passing algorithm based on block coordinate descent proposed in [59], tree-reweighted
Message Passing (TRW) techniques [193, 98] and dual decomposition (MRF-DD) [109, 107]. The
tightening of the LP-relaxation has also been investigated towards achieving a better optimum
of the MRF-MAP problem (e.g ., [169, 104, 136, 201]). Here, we review briefly the TRW and
MRF-DD techniques as representatives.

4.3.1 Tree-reweighted Message Passing

Tree-reweighted max-product message passing (TRW) algorithms [193, 98] are well-explored MRF
optimization methods. The key idea of TRW algorithms is to solve the MRF-LP problem via a
dual problem based on convex combination of trees. Actually, the optimal values of such a dual
problem and of the MRF-LP problem coincide, since strong duality holds [193]. Furthermore, in
TRW algorithms, the LP relaxation (Eq. 22) is tight if a fix point of TRW algorithms satisfies a
condition referred to as (strong) tree agreement (TA) [193], where a global optimal solution to
the original MRF problem is achieved.

In [193], such an methodology was introduced to solve the MRF-MAP problem by using
two different (edge-based and tree-based) message passing schemes, called TRW-E and TRW-T,
respectively. These variants can be viewed as combinations of reparameterization and averaging
operations on the MRF energy. However, both of the schemes do not guarantee the convergence
of the algorithms and the value of the lower bound may fall into a loop. A sequential message
passing scheme was proposed in [98], which is known as TRW-S. Different from TRW-E and
TRW-T, the TRW-S algorithm updates messages in a sequential order instead of a parallel
order. Such a difference introduce to the algorithm better convergence properties, i.e., the lower
bound will not decrease. TRW-S will attain a point that satisfies a condition referred to as
weak tree agreement (WTA) [100] and the lower bound will not change any more since then16.

16[98] observed in the experiments that TRW-S would finally converge to a fixed point but such a convergence
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Although the global optimum of the dual problem satisfies WTA condition, the converse is not
necessarily true and therefore TRW-S cannot guarantee the global maximum of the lower bound
in general. Nevertheless, as demonstrated in [100], a WTA fixed point for the cases of binary
pairwise MRFs always corresponds to the global maximum of the dual problem, and thus also
corresponds to the global optimum of the MRF-LP problem. Furthermore, if a binary pairwise
MRF is submodular, a WTA fixed point always achieves the global optimum of the MRF-MAP
problem.

4.3.2 Dual Decomposition

In [106, 107], dual-decomposition [11] principle was introduced into the MRF optimization prob-
lem. The outcome was a general and powerful framework to minimize the MRF energy, which
will be called MRF-DD in the remaining part of the survey. The key idea of MRF-DD is: instead
of minimizing directly the energy of the original problem (referred to as master problem) that
is too complex to solve directly, we decompose the master problem into a set of subproblems
(referred to as slave problems). The main characteristic of these subproblems is that each of
them is easier to solve both in terms of cardinality as well as in terms of convexity. Once such
decomposition is achieved, the solution of the master problem is obtained by combining the solu-
tions of the slaves problems. Such an idea can be summarized mathematically as following: based
on a Lagrangian dual of the MRF-MAP problem in Eq. 21, the sum of the minima of the slave
problems that are obtained by the decomposition of the master problem provides a lower bound
on the energy of the original MRF. This sum is maximized using projected subgradient method
so that a solution to the master problem can be extracted from the Lagrangian solutions17.

Such a MRF optimization framework possesses a great flexibility, generality and convergence
property:

1. The Lagrangian dual problem can be globally optimized due to the convexity of the dual
function. The solution obtained by the MRF-DD algorithm satisfies weak tree agreement
(WTA) condition18, while a solution satisfying WTA condition is not necessarily the opti-
mum to the Lagrangian dual. The properties of tree agreement and weak tree agreement
fix points [100] are also applicable within the MRF-DD method.

2. Different decompositions of the master problem can be considered to deal with MRF-MAP
problem. Each of such decompositions leads to a certain relaxation of the MRF-MAP
problem. Interestingly, when the master problem is decomposed into a set of trees, the
Lagrangian relaxation employed by MRF-DD is equivalent to the LP relaxation in Eq. 22,
which is exactly the problem TRW algorithms aim to solve19. However, within MRF-DD
framework, one can consider more sophisticated decompositions to tighten the relaxation
(e.g ., decompositions based on outer-planar graphs [8] and K-fan graphs [83]). To this end,
a very useful theoretical conclusion has been drawn in [107] which provides an approach to
comparing the tightness between two different decompositions.

3. Only MAP inference in slave problems are required and there is no constraints on how
such an inference is done. As a result, one can apply specific optimization algorithms to

required a lot of time after attaining WTA. Nevertheless, such a convergence may not be necessary in practice,
since the lower bound will not change any more after attaining WTA.

17[107] provides a detailed discussion on different approaches to obtaining a feasible solution of the master
problem from the solution of the slave problems after solving the Lagrangian dual.

18WTA condition can be easily extended to the cases where one or more slave problems are not tree-structured.
19The main difference between MRF-DD and TRW algorithms consists in the mechanism of the update of

dual variables. The former relies on the optimal solution of slave problems while the latter is based on the
min-marginals of the trees corresponding to slave problems.
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solve slave problems and even different optimization algorithms for different slave problems.
The natural outcome of such a property is high flexibility for designing new graph-based
optimization algorithms based on such a dual decomposition framework. A number of
elegant applications have been proposed in the literature, which include the graph matching
method proposed in [184], the higher-order MRF inference method developed in [105],
and the algorithm for joint segmentation and appearance histogram models optimization
introduced in [190].

However, computational cost is the main drawback of the MRF-DD algorithm. Reducing the
running time for the convergence is an open problem and there are various techniques that have
been proposed in the literature. For example, two approaches were proposed in [103] to speed-up
LP-based algorithms. One is to use a multi-resolution hierarchy of dual relaxations, and the
other consists of a decimation strategy that gradually fixes the labels for a growing subset of
nodes as well as their dual variables during the process. [78] proposed to construct a smooth
approximation of the energy function of the master problem by smoothing the energies of the
slave problems so as to achieve a significant acceleration of the MRF-DD algorithm. A distributed
implementation of graph cuts was introduced in [171] to solve the slave problems in parallel.

4.4 Inference in Higher-order MRFs
Recent development of higher-order MRF models for vision problems has been shown in sec-
tion 3.2. In such a context, numerous works have been devoted in the past decade to search
for efficient inference algorithms in higher-order models, towards expanding their use in vision
problems that usually involve a large number of variables. One can cite for example [151, 153],
where a simple inference scheme based on a conjugate gradient method was developed to solve
their higher-order model for image restoration. Since then, besides a number of methods for
solving specific types of higher-order models (e.g ., [90, 148, 132, 37, 118]), various techniques
also have been proposed to deal with more general MRF models (e.g ., [122, 143, 105, 74, 47]).
These inference methods are highly inspired from the ones for pairwise MRFs. Thus, similar to
pairwise MRFs, there are also three main types of approaches for solving higher-order MRFs, i.e.,
algorithms based on order reduction and graph cuts, higher-order extensions of belief propagation,
and dual methods.

4.4.1 Order Reduction and Graph Cuts

Most of existing methods tackle inference in higher-order MRFs using a two-stage approach:
first to reduce a higher-order model to a pairwise one with the same minimum, and then to
apply standard methods such as graph cuts to solve the obtained pairwise model. The idea
of order reduction exists for long time. More than thirty years ago, a method (referred to as
variable substitution) was proposed in [150] to perform order reduction for models of any order,
by introducing auxiliary variables to substitute products of variables20. However, this approach
leads to a large number of non-submodular components in the resulting pairwise model. This is
due to the hard constraints involved in the substitution, which causes large difficulty in solving
the obtained pairwise model. This may explain why its impact is rather limited in the literature
[21, 3], since our final interest is solving higher-order models. In [3], QPBO was employed
to solve the resulting pairwise model, nevertheless, only third-order potentials were tested in
the experiments. A better reduction method that generally produces fewer non-submodular
components was proposed in [102], in order to construct s-t graph for a third-order binary MRF.

20Here, we consider binary higher-order MRFs and their energy functions can be represented in form of pseudo-
Boolean functions [21].
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This reduction method was studied from an algebraic viewpoint in [49] and led to some interesting
conclusions towards extending this method to models of an arbitrary order. Based on these
works, [74, 75] proposed a generalized technique that can reduce any higher-order binary MRF
into a pairwise one, which can then be solved by QBPO. Furthermore, [74, 75] also extended
such a technique to deal with multi-label MRFs by using fusion moves [125]. Very recently,
aiming to obtain a pairwise model that is as easy as possible to solve (i.e., has as few as possible
non-submodular terms), [55] proposed to approach order reduction as a optimization problem,
where different factors are allowed to choose different reduction methods towards optimizing an
objective function defined using a special graph (referred to as order reduction inference graph).
In the same line of research, [47] proposed to perform order reduction on a group of higher-
order terms at the same time instead of on each terms independently [74, 75], which has been
demonstrated both theoretically and experimentally to lead to better performance compared to
[74, 75].

Graph-cuts techniques have also been considered to cope either with specific vision problems
or certain classes of higher-order models. For example, [90, 91] characterized a class of higher-
order potentials (i.e., Pn Potts model) for which the optimal expansion and swap moves can
be computed efficiently in polynomial time, and proposed an efficient graph-cuts-based method
for solving such models. Such a technique was further extended in [87, 88] to a wider class of
higher-order models (i.e., robust Pn model). Graph-cuts-based approaches were also proposed
[118, 119] and in [118, 119] to perform inference in their higher-order MRFs with global potentials
that encode “co-occurrence statistics” and/or “label costs”. Despite the fact that such methods
were designed for a limited range of problems, they better capture the characteristics of the
problems and are able to solve the problems relatively efficiently (e.g ., they often cannot be
solved by a general inference methods).

4.4.2 Belief-propagation-based Methods

As we mentioned in section 4.2, the factor graph representation of MRFs enables the extension
of classic min-sum belief propagation algorithm to higher-order cases. Hence, loopy belief prop-
agation in factor graphs provides a straightforward way to deal with inference in higher-order
MRFs. Such an approach was employed in [122] to solve their higher-order Fields-of-Experts
model.

A practical problem for propagating messages in higher-order MRFs is that the complexity
increases exponentially with respect to the highest order among all cliques. Various techniques
have been proposed to accelerate the belief propagation in special families of higher-order po-
tentials. For example, the use of distance transform techniques [18, 43] significantly improves
the efficiency of the message passing process in [122]. [142, 143] and [180] proposed efficient
message passing algorithms for some families of potentials such as linear constraint potentials
and cardinality-based potentials. Recently, the max-product message passing was accelerated in
[129] by exploiting the fact that a clique potential often consists of a sum of potentials each of
which involves only a sub-clique of variables. The expected time of the message passing was
further reduced in [44].

4.4.3 Dual Methods

The LP relaxation formulation in Eq. 22 can be generalized to the cases of higher-order MRFs.
Such a generalization was studied in [200, 201], where min-sum diffusion [112] was adopted to
achieve a method for optimizing the energy of higher-order MRFs, which is referred to as n-ary

RR n° 7945



24 Wang & Paragios

min-sum diffusion21. Recently, such techniques were adopted in [208] to efficiently solve in a
parallel/distributed fashion higher-order MRF models of triangulated planar structure.

The Dual-decomposition framework [11, 109], which has been presented in section 4.3.2, can
also be adopted to deal with higher-order MRFs. This was first demonstrated in [105], where
inference algorithms were introduced for solving a wide class of higher-order potential referred to
as pattern-based potentials22. Also based on the dual-decomposition framework, [196] proposed
to solved their higher-order MRF model by decomposing the original problem into a series of
subproblems each of which corresponds to a factor tree. In [207], such a framework was combined
with order-reduction [74, 75] and QPBO techniques [99] to solve higher-order graph-matching
problems.

Exploitation of the Sparsity of Potentials

Lastly, we note that the exploitation of the sparsity of potentials is explicitly or implicitly em-
ployed in many of the above higher-order inference methods. In this direction, [154] proposed
a compact representation for “sparse” higher-order potentials (except a very small subset, the
labelings are almost impossible so as to have the same high energy) to convert a higher-order
model into a pairwise one so that pairwise MRF inference methods such as graph cuts can be
employed to solve the problem. Due to the “sparseness”, only a small number of auxiliary vari-
ables are required for the order reduction process. In the same line of research, [89] studied
and characterized some families of higher-order potentials (e.g ., Pn Potts model [91]) that can
be represented compactly as upper or lower envelopes of linear functions. Furthermore, it was
demonstrated that these higher-order models can be converted into pairwise models with the
addition of a small number of auxiliary variables.

5 Conclusion
In order to conclude this survey, let us first recall to the reader that developing MRF-based
methods for vision problems and efficient inference algorithms has been a dominant research
direction in computer vision during the past decade. The main stream referred to pairwise
formulations, whereas more and more focus has been recently transferred to higher-order MRFs
in order to achieve superior solutions for wider vision problems of low, mid and high-level. On the
other side, machine learning techniques have been combined more and more with MRFs towards
image/scene understanding as well as parameter learning and structure learning of MRF models.
All these suggests that MRFs will keep being a major research topic and offer more promise than
ever before.

A Submodularity of MRFs
There are various definitions of submodular energy functions of pairwise discrete MRFs in the
literature that are equivalent. We consider here the one presented in [161]. Let us assume the
configuration space Xi for a node i ∈ V to be a completely ordered set, the energy function of a
pairwise discrete MRF is submodular if each pairwise potential term θij (∀ {i, j} ∈ E) satisfies:
∀x1i , x2i ∈ Xi s.t . x1i ≤ x2i , and ∀x1j , x2j ∈ Xj s.t . x1j ≤ x2j ,

θij(x
1
i , x

1
j ) + θij(x

2
i , x

2
j ) ≤ θij(x1i , x2j ) + θij(x

2
i , x

1
j ), (23)

21The method was originally called n-ary max-sum diffusion in [200, 201] due to the fact that a maximization
of objective function was considered.

22For example, Pn Potts model [91] is a sub-class of pattern-based potentials
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For binary cases where the Xi = {0, 1} (∀ i ∈ V), the condition is reduced to that each pairwise
potential θij (∀ {i, j} ∈ E) satisfy:

θij(0, 0) + θij(1, 1) ≤ θij(0, 1) + θij(1, 0) (24)

One can refer to [102] for generalizing the submodularity to higher-order MRFs.

B Min-sum Belief Propagation in Factor Tree

Algorithm 1 Min-sum Belief Propagation in Factor Tree
Require: Factor tree T = (V ∪ F , E) with usual node set V, factor node set F and edge set E
Require: Factor potentials (θf (·))f∈F
Ensure: The optimal configuration xopt = arg minx

∑
f∈F θf (xf )

Choose a node r̂ ∈ V as the root of the tree
Construct Π s.t . Π(i) denotes the parent of node i ∈ V ∪ F
Construct C s.t . C(i) denotes the set of children of node i ∈ V ∪ F
Psend ← NodeOrdering(T , r̂) {see Algorithm 2}
for k = 1→ length(Psend)− 1 do
i← Psend(k)
parent node p← Π(i)
child node set C ← C(i)
if i ∈ V then
if |C| > 0 then
mi→p(xi)←

∑
j∈Cmj→i(xi)

else
mi→p(xi)← 0

end if
else
if |C| > 0 then
mi→p(xp)← minxC (φ(xi) +

∑
j∈Cmj→i(xj))

si(xp)← arg minxC
(φ(xi) +

∑
j∈Cmj→i(xj))

else
mi→p(xp)← φ(xp) {p is the unique variable contained in factor i in this case.}

end if
end if

end for
xopt
r̂ ← arg minxr̂

∑
j∈C(r̂)mj→r̂(xr̂)

for k = length(Psend)− 1→ 1 do
i← Psend(k)
if i ∈ F then
parent node p← Π(i)
child node set C ← C(i)
xopt
C ← si(xp)

end if
end for
return xopt
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Figure 6: Example of Junction Tree. (a) Original undirected graphical model; (b) Triangulation
of the graph in (a); (c) A junction tree for the graphs in (a) and (b); (d) A clique tree which is
not junction tree.

Algorithm 2 Ordering of the Nodes for Sending Messages In a Tree
Require: Tree T = (V, E) with node set V and edge set E
Require: Root node r̂ ∈ V
Ensure: Psend = NodeOrdering(T , r̂), where Psend is a list denoting the ordering of the nodes
in tree T for sending messages
Psend ← (r̂)
if |V| > 1 then
Get the set C of child nodes: C ← {i|i ∈ V, {i, r̂} ∈ E}
for all c ∈ C do
Get child tree Tc with root c
Psend ← (NodeOrdering(T , r̂),Psend) {Psend is ordered from left to right}

end for
end if
return Psend

C Junction Tree Algorithm

Let us introduce some necessary notions and properties about junction trees and then discuss
briefly the corresponding inference algorithm. For a clique set C, the corresponding clique tree
is defined as a tree-structured graph GJ with node set VJ and edge set EJ where each node i
(i ∈ VJ) represents a clique ci ∈ C. A junction tree is a clique tree which processes the junction
tree property: for every pair of cliques ci and cj in GJ , ci ∩ cj is contained in all the cliques on
the (unique) path between ci and cj . The junction tree property ensures that local consistency
implies global consistency so that local message passing process can produce exact inference. The
example in Fig. 6 provides two clique trees (Fig. 6(c) and (d)) corresponding to the undirected
graph in Fig. 6(b), where we use square boxes to explicitly represent the separators each of which
is associated to an edge and denotes the intersection of the two cliques connected by the edge.
We can easily verify that the clique tree in Fig. 6(c) is a junction tree, while the other one in
Fig. 6(d) is not.

There are two important properties about junction trees [79], which are useful for the con-
struction of a junction tree given an undirected graphical model:

1. An undirected graph has a junction tree if and only if it is triangulated (i.e., there is no
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chordless23 cycle in the graph.

2. A clique tree is a junction tree if and only if it is a maximal spanning tree which is a clique
tree that has the maximal weight (i.e.,

∑
i,j∈EJ |ci ∩ cj |) over all possible trees connecting

the considered cliques.

Hence, for a given undirected graph (e.g ., Fig. 6(a)), we can first triangulate24 it (e.g ., Fig. 6(b)),
and then find a maximal spanning tree to form a junction tree for the maximal cliques contained
in this triangulated graph. This operation will produce a junction tree for the undirected graph
(e.g ., Fig. 6(c)). For each clique c in the original graph, the associated clique potential θc is
accumulated to the potential θ̂i of one and only one node i in the junction tree such that c is
included in the clique ci corresponding to node i (i.e., c ⊆ ci).

Without considering optimality of the generated junction tree25, the triangulation can be done
easily using undirected graph elimination algorithm [79]. This method successively eliminates the
nodes in a graph by connecting the remaining neighbors of the node and removing the node as
well as the edge connected to it from the graph. The second step, i.e., the finding of a maximal
spanning tree, can be easily performed using greedy algorithms such as Kruskal’s algorithm [34].

The energy26 of a junction tree is defined as a sum of the potentials of the cliques correspond-
ing to the nodes:

E(x) =
∑
i∈VJ

θ̂i(xci) (25)

where ci denotes the clique corresponding to node i of the junction tree. Due to the junction
tree property, we can perform local message passing in the junction tree to do the inference,
which is similar to standard belief propagation in factor trees. Interestingly, nodes in junction
trees can be regarded as factor nodes in factor trees, while separators in junction trees can be
regarded as usual nodes (may corresponding to a set of variables) in factor trees. Then the
belief propagation scheme in the junction tree can be obtained easily from the one for the factor
tree (see Algorithm 1). Hence, we do not present the message passing process here to avoid
redundancy and refer the reader to [1, 79] for details.
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