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Une procédure parcimonieuse de sélection de

variables pour la classification par mélanges

gaussiens

Résumé : Au vu de l’augmentation du nombre de jeux de données de grande
dimension, la sélection de variables pour la classification non supervisée est un
enjeu important. Dans le cadre de la classification par mélanges gaussiens, nous
reformulons le problème de sélection de variables en un problème général de
sélection de modèle. Dans un premier temps, notre procédure consiste à con-
struire une sous-collection de modèles grâce à une méthode de régularisation
ℓ1. Puis, l’estimateur du maximum de vraisemblance est déterminé via un al-
gorithme EM pour chaque modèle. Enfin un critère pénalisé non asymptotique
est proposé pour sélectionner à la fois le nombre de composants du mélange
et l’ensemble des variables informatives pour la classification. D’un point de
vue théorique, un théorème général de sélection de modèles dans le cadre de
l’estimation par maximum de vraisemblance avec une collection aléatoire de
modèles est établi. Il permet en particulier de justifier la forme de la pénalité
de notre critère, forme qui dépend de la complexité de la collection de modèles.
En pratique, ce critère est calibré grâce à la méthode dite de l’heuristique de
pente. Cette procédure est illustrée sur deux jeux de données simulées. Finale-
ment, une extension, associée à une modélisation plus générale des variables non
informatives pour la classification, est proposée.

Mots-clés : Sélection de variables, Classification par mélanges gaussiens,
Critère pénalisé non asymptotique, Méthode de régularisation ℓ1, Estimateur
du maximum de vraisemblance.
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1 Introduction

The goal of clustering methods is to discover clusters among n individuals de-
scribed by p variables. Many clustering methods exist and roughly fall into
two categories. The first one is distance-based clustering methods, including
hierarchical clusterings and K-means type algorithms. The second category is
model-based clustering methods: each cluster is represented by a parametric dis-
tribution, the entire dataset is modeled by a mixture of these distributions, and
a criterion is used to optimize the fit between the data and the model. An ad-
vantage of model-based clustering is to provide a rigorous statistical framework
to assess the number of clusters and the role of each variable in the clustering
process. In this paper, we focus on clustering with Gaussian mixtures.

Variable selection for clustering is an important challenge, motivated by
the increasing study of high-dimensional datasets. Since the structure of inter-
est may often be contained into a subset of the available variables and many
attributes may be useless or even harmful to detect a reasonable clustering
structure, it is important to select the relevant clustering variables. In addition,
removing the irrelevant variables enables to get simpler modeling and can largely
enhance interpretability. Usually, two types of variable selection approaches are
envisaged. On the one hand, the "filter" approaches select the variables before
the cluster analysis (see for instance Dash et al., 2002; Jouve and Nicoloyannis,
2005). Their main weakness is the independence between the variable selection
step and the clustering procedure. In contrast, the "wrapper" approaches com-
bine variable selection and clustering. For distance-based clustering, one can
cite the works of Fowlkes et al. (1988), Devaney and Ram (1997) and Brusco
and Cradit (2001) for instance. Wrapper methods are also developed in the
model-based clustering framework. For instance, Maugis et al. (2009b), which
is an extension of Raftery and Dean (2006) and Maugis et al. (2009a), propose
a general variable role modeling (relevant, redundant and irrelevant variables
for clustering) and a backward stepwise algorithm is developed. In the same
low dimensional context, Maugis and Michel (2011b,a) recast also the variable
selection problem for clustering into a general model selection problem. For
each model, the maximum likelihood estimator is considered and a data-driven
penalized criterion is built for the model selection. Nevertheless, their proce-
dure, called MM-MLE procedure in this paper, requires to consider the complete
variable subset collection (or to preliminary order the variables). In the high
dimensional context, some Bayesian methods have been developed as Tadesse
et al. (2005) and Kim et al. (2006). Rather than considering a Bayesian ap-
proach, Pan and Shen (2007) propose to take advantage of the sparsity property
of ℓ1-penalization to perform automatic variable selection for high-dimensional
data clustering. Their procedure, called PS-Lasso procedure in this paper, con-
sists of using a Lasso method to select relevant clustering variables and estimate
mixture parameters in the same exercise. Nevertheless, ℓ1-penalization induces
shrinkage of the coefficients and thus biased estimators with high estimation
risk. Moreover, they use a BIC-type criterion for the model selection which can
be unsuitable for high-dimensional data.

In this paper, a global model selection procedure, called Lasso-MLE pro-
cedure, is proposed to simultaneously choose the number of clusters and the
relevant clustering variables. This procedure is aiming to take advantage of
MM-MLE and PS-Lasso procedures in low- and high-dimensional cases. Fol-
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4 Meynet and Maugis-Rabusseau

lowing Pan and Shen (2007), an ℓ1-penalized likelihood approach is considered
to determine potential sets of relevant variables. This allows one to efficiently
construct a data-driven model subcollection with reasonable complexity, even
for high-dimensional situations. Contrary to Pan and Shen’s approach, the eval-
uation of the maximum likelihood estimator (MLE) rather than the ℓ1-penalized
maximum likelihood estimator for each model is considered to avoid estimation
problems due to ℓ1-penalization shrinkage. Next, a non asymptotic penalized
criterion is proposed to solve the model selection problem. Considering MLE
and a random model collection require to extend the general model selection
theorem of Massart (2007, Theorem 7.11) to our context. This extension allows
one to justify the penalty shape of our criterion. In practice, the penalty de-
pending on unknown constant(s) is calibrated using the so-called slope heuristics
(Birgé and Massart, 2006; Baudry et al., 2011). To our knowledge, the proposed
Lasso-MLE estimators have never been studied in model-based clustering. Yet,
this idea has emerged in other frameworks. In regression, Connault (2011) pro-
posed such a procedure, which seems to have better performances than for the
classical Lasso method. Such an estimator is also mentioned as LARS-OLS hy-
brid in Efron et al. (2004, p. 421). In the density estimation framework, Bertin
et al. (2011) consider such an idea to estimate densities decomposed on some
dictionary. Note that in this paper, only finite Gaussian mixtures with common
spherical covariance matrix are considered in order to simplify the reading. This
assumption allows one to reduce the relevance of variables for the clustering on
the mean component vectors. The extension of the Lasso-MLE procedure to
general Gaussian mixtures is discussed in Section 7.

The paper is organized as follows. Clustering with Gaussian mixtures is
recalled in Section 2.1 and the model collection is described in Section 2.2. Sec-
tion 3 is devoted to the description of MM-MLE, PS-Lasso and Lasso-MLE
procedures. A theoretical result for the Lasso-MLE estimator is stated in Sec-
tion 4.1 and the penalty calibration for the data-driven penalized criterion is
explained in Section 4.2. The three procedures are compared on two simulated
examples in Section 5. Section 6 is devoted to the extension of the Lasso-MLE
procedure in a curve clustering context. The paper is concluded with a brief
discussion in Section 7. Technical aspects are given in Appendix.

2 Gaussian mixture models

2.1 Clustering with Gaussian mixtures

Consider a dataset Y = (Y1, . . . ,Yn) with Yi ∈ R
p. These data come from a

probability distribution with unknown density s. This target s is estimated by
a finite mixture model in a clustering purpose although s is not assumed to be
a Gaussian mixture density itself. Model-based clustering consists of assuming
that the data come from several subpopulations and that the overall population
is a mixture of these subpopulations. In this paper, each mixture component is
modeled by a Gaussian density. Thus the distribution s is modeled by a finite
Gaussian mixture with K components:

y ∈ R
p 7→

K∑

k=1

πk Φ(y | µk,Σk).

Inria



A sparse variable selection procedure in model-based clustering 5

The mixing proportions (π1, . . . , πK) belong to

ΠK =

{
(a1, . . . , aK) ∈ (0, 1)K ;

K∑

k=1

ak = 1

}
.

The density Φ(· | µk,Σk) is the p-dimensional Gaussian density with mean µk

and covariance matrix Σk. After estimating the parameter vector, the data
clustering can be obtained using the Maximum A Posteriori (MAP) principle: i

is assigned to Cluster k if π̂k Φ
(
Yi | µ̂k, Σ̂k

)
> π̂ℓ Φ

(
Yi | µ̂ℓ, Σ̂ℓ

)
for all ℓ 6= k.

2.2 The model collection

Currently, statistics deals with problems where data are described by many
variables. In principle, the more information one has about each individual,
the better a clustering method is expected to perform. Nevertheless, some
variables can be useless or even harmful to obtain a good data clustering. Thus,
it is important to determine the relevant variables for the Gaussian mixture
clustering process.

In this paper, spherical Gaussian mixtures are considered where covariances
fulfill Σk = σ2Ip for all k = 1, . . . ,K with σ2 > 0. Then the clusters are
characterized by the mean parameters and a variable j is irrelevant for the
clustering if µkj is independent of k. Without loss of generality, the data are
assumed to have a null expectation: E[Yij ] = 0. In practice, empirical centering
of the data is performed to ensure this assumption. Since the expectation E[Yij ]

is estimated by
∑K
k=1 πkµkj , a variable j is called irrelevant for the clustering if

µkj = 0 for all k = 1, . . . ,K, otherwise it is called relevant for the clustering. In
the sequel, Jr denotes the subset of relevant variables and Jc

r := {1, . . . , p} \Jr

is the irrelevant variable subset. Moreover, for all y ∈ R
p, y[Jr ] denotes the

restriction of y on Jr.
Consequently, the following model collection indexed by the number of clus-

ters K ∈ N
∗ and a relevant variable subset Jr, is considered to estimate the

density s:

S(K,Jr) =





y ∈ R
p 7→ sθ(y) = Φ(y[Jc

r
] | 0, σ2I)

K∑
k=1

πk Φ(y[Jr ] | µk, σ
2I)

θ = (π1, . . . , πK ,µ1
, . . . ,µK , σ) ∈ ΠK ×

(
R

|Jr|
)K × R

∗
+




.

(1)
The dimension of a model S(K,Jr) corresponds to the total number of free pa-
rameters estimated in the model: D(K,Jr) = K(1 + |Jr|).

3 Three competitive procedures for variable se-

lection in clustering

In this paper, a variable selection procedure is proposed to select relevant vari-
ables for improving data clustering. This procedure is a compromise between
MM-MLE and PS-Lasso procedures proposed by Maugis and Michel (2011a,b)
and Pan and Shen (2007) respectively. These three variable selection procedures
are presented in this section and summarized in Table 1.

RR n° ????



6 Meynet and Maugis-Rabusseau

3.1 MM-MLE procedure

In their procedure, Maugis and Michel (2011a,b) consider a model collection
{S(K,Jr)}(K,Jr)∈M where S(K,Jr) is defined by (1) and the model collection is
indexed by M = N

∗ × J , where J denotes the collection of the non empty
subsets of {1, . . . , p}. For each (K,Jr) ∈ M, the maximum likelihood estimator

ŝ(K,Jr) = argmin
t∈S(K,Jr)

γn(t) with γn(t) = − 1

n

n∑

i=1

ln[t(Yi)]

is computed using an EM algorithm (Dempster et al., 1977). In practice, Mix-

mod software (Biernacki et al., 2006) or mclust (Fraley and Raftery, 2003) can
be used for instance.

Next, they propose to solve the model selection problem with a data-driven
penalized criterion. The theoretical construction of this criterion is the topic of
Maugis and Michel (2011b). The resulting penalty is proportional to D/n, up
to an unknown multiplicative constant κ. In practice, this penalty is calibrated
using the slope heuristics (Birgé and Massart, 2006), recalled in Section 4.2.
First, models are grouped according to their dimension D in order to obtain a
model collection {SD}D∈D. For each dimension D ∈ D, let ŝD be the maximum
likelihood estimator in SD and (KD,JD) such that ŝD = ŝ(KD,JD). Second,
the slope κ̂ is estimated to calibrate the penalty, based on the linear behavior
of the function D/n 7→ −γn(ŝD) for large dimensions (see Baudry et al., 2011,
for more details). Third, the minimizer D̂ of the penalized criterion

D̂ = argmin
D∈D

{
γn(ŝD) + 2κ̂

D

n

}
(2)

is determined and (K̂, Ĵr) := (KD̂,J D̂) is selected. Finally, a data clustering is
derived from ŝ(K̂,Ĵr)

by applying the MAP principle.
The MM-MLE procedure is only appropriate for low dimensional problem

(p ≤ n). And, since the model collection is indexed by the complete collection
of subsets J , the procedure is time consuming. When p is very large, the
variables may be ordered but this preliminary step is limiting in practice. Thus,
alternative variable selection procedures have to be considered for clustering
high-dimensional data.

3.2 PS-Lasso procedure

Unlike Maugis and Michel (2011a), Pan and Shen (2007) do not consider a
deterministic model collection. In light of the success of variable selection via
ℓ1-penalization in regression, they rather construct a random model collection
derived from a collection of potentially relevant variable subsets determined by a
sparse procedure. The relevant variable selection and the parameter estimation
are performed in the same process.

For all K ∈ N
∗, let SK = S(K,{1,...,p}) = {sθ;θ ∈ ΘK} according to (1) with

ΘK := ΠK×(Rp)K× R
∗
+. To detect the relevant variables, Pan and Shen (2007)

penalize the empirical contrast γn (sθ) by a ℓ1-penalty on the mean parameters
proportional to |θ|1 :=

∑p
j=1

∑K
k=1 |µkj |. For all λ ∈ GK , which is a chosen

grid of regularization parameters, the Lasso estimator is defined by

θ̂
L

(K,λ) = argmin
θ∈ΘK

{γn(sθ) + λ|θ|1} . (3)

Inria



A sparse variable selection procedure in model-based clustering 7

To compute θ̂
L

(K,λ), Pan and Shen (2007) construct an EM algorithm for ℓ1-
penalized model-based clustering. Then the relevant variable subset selected by

the Lasso estimator θ̂
L

(K,λ) is

J (K,λ) = {j ∈ {1, . . . , p}; ∃ k ∈ {1, . . . ,K} such that µ̂kj 6= 0}

and the density s is estimated by the Lasso solution ŝL(K,J(K,λ))
:= s

θ̂
L

(K,λ)
.

By varying λ ∈ GK andK ∈ N
∗, they get a model collection {S(K,Jr)}(K,Jr)∈ML

where ML = {(K,Jr); K ∈ N
∗,Jr ∈ JK}, JK =

⋃
λ∈GK

J (K,λ) and S(K,Jr) is

defined by (1).
Next, the BIC criterion is used to solve the model selection problem. First,

models are grouped according to their dimension D in order to obtain a model
collection {SD}D∈D. For each dimension D ∈ D, let ŝLD be the maximum
likelihood estimator in SD and (KD,JD) such that ŝLD = ŝL(KD,JD). Second, the

minimizer D̂ of the BIC criterion

D̂ = argmin
D∈D

{
γn(ŝ

L
D) +

1

2

D

n
lnn

}
(4)

is determined and (K̂, Ĵr) = (KD̂,J D̂) is selected. Finally, a data clustering

is derived from the estimated Lasso parameter vector θ̂
L

(K̂,Ĵr) by applying the
MAP principle.

3.3 Our Lasso-MLE procedure

3.3.1 Motivation

From our point of view, taking advantage of the sparsity property of ℓ1-penalization
to perform automatic variable selection in clustering for high-dimensional data
is an interesting idea which is worth exploring. Nevertheless, although the
model-based clustering is linked to the density estimation problem, the PS-
Lasso procedure does not take the density estimation purpose into account. Let
us explain the main weakness of the PS-Lasso procedure as regards estimation.

Let S be the set of all densities with respect to Lebesgue measure on R
p. In

a maximum likelihood approach, the loss function considered is the Kullback-
Leibler information defined for all t ∈ S by

KL(s, t) =
∫

Rp

ln

[
s(y)

t(y)

]
s(y) dy

if s dy is absolutely continuous with respect to t dy and +∞ otherwise. The
density s is the unique minimizer of the Kullback-Leibler information on S.
Ideally, we want to estimate s by the so-called oracle ŝ(K⋆,Jr

⋆) where

(K⋆,Jr
⋆) = argmin

(K,Jr)∈M

KL(s, ŝ(K,Jr)). (5)

In practice, (K⋆,Jr
⋆) depending on the unknown density s, ŝ(K⋆,Jr

⋆) is unattain-
able. But it is a benchmark to evaluate the quality of any estimator of s. In par-
ticular, it is the benchmark for MM-MLE procedure. Yet for high-dimensional

RR n° ????



8 Meynet and Maugis-Rabusseau

data, the collection M is so rich that performing the selection of the exhaustive
best subset over M is unfeasible. In this case, a natural idea is to consider
a subset M′ ⊂ M so that performing best subset selection over M′ becomes
practicable by aiming at

argmin
(K,Jr)∈M′

KL(s, ŝ(K,Jr)).

Pan and Shen (2007) construct a subset M′ = ML of M. But, rather than
considering the family of MLE estimator {ŝ(K,Jr)}(K,Jr)∈ML by aiming at

argmin
(K,Jr)∈ML

KL
(
s, ŝ(K,Jr)

)
, (6)

they consider the family of Lasso estimators
{
ŝL(K,Jr)

}
(K,Jr)∈ML

and aim at

argmin
(K,Jr)∈ML

KL
(
s, ŝL(K,Jr)

)
. (7)

Thus the aim of the proposed procedure is to mimic the model defined by
Equation (6), which is expected to be closer to the oracle (5) than the model
defined by (7).

3.3.2 Description of our procedure

We propose the so-called Lasso-MLE procedure which is a compromise between
the two previous procedures (see Sections 3.1 and 3.2). This procedure is de-
composed into three main steps. The first step consists of constructing a sub-
collection of models. As Pan and Shen (2007), an ℓ1-approach is considered to
obtain {S(K,Jr)}(K,Jr)∈ML . For a fix number of mixture components K and
a regularization parameter λ, an EM algorithm is used to compute the Lasso
solution. It differs from the usual EM algorithm (for computing the ML es-
timator) by the update of mean parameters. In the ℓ1 procedures, the choice
of the regularization parameter grid is often a difficulty. Contrary to Pan and
Shen (2007), which opt for a deterministic grid difficult to choose, we propose to
construct a data-driven grid of regularization parameters by using the updating
formulas of the mixture parameters in the EM algorithm computing the Lasso
solutions. This construction is detailed in Appendix C. The second step consists
of computing the MLE ŝ(K,Jr) using the standard EM algorithm for each model
(K,Jr) ∈ ML. The third step is devoted to model selection. As in Maugis
and Michel (2011a,b), a non asymptotic penalized criterion is proposed to solve
the model selection problem. Its construction requires to extend the theoretical
result to determine the penalty shape in the high-dimensional context and with
a random model subcollection. Next, the penalty depending on unknown mul-
tiplicative constant(s) is calibrated using the slope heuristics. The construction
of this penalized criterion is the topic of Section 4.

4 Model selection

4.1 An oracle inequality for the Lasso-MLE estimator

In the third step of the Lasso-MLE procedure, a model selection criterion is
required to select the number of clusters K and the relevant variables subset

Inria



A sparse variable selection procedure in model-based clustering 9

Procedure model collection
parameter
estimation

model selection

PS-Lasso
procedure

ℓ1-penalization on the mean parameters
to detect the irrelevant variables

Lasso BIC⇒ data-driven collection of relevant
variable subsets
⇒ model collection {S(K,Jr)}(K,Jr)∈ML

MM-MLE
procedure

deterministic collection of relevant vari-
ables

MLE

non asymptotic
data-driven
penalized
criterion

subsets corresponding to an exhaustive
variable selection
⇒ model collection {S(K,Jr)}(K,Jr)∈M

Lasso-MLE

ℓ1-penalization on the mean parameters
to detect the irrelevant variables

MLE

non asymptotic
data-driven
penalized
criterion

⇒ data-driven collection of relevant
variable subsets
⇒ model collection {S(K,Jr)}(K,Jr)∈ML

Table 1: Summary of the three procedures: PS-Lasso , MM-MLE and Lasso-
MLE. K (resp. Jr) denotes the number of clusters (resp. a relevant variable
subset).

Jr simultaneously. We follow the approach developed by Birgé and Massart
(1997) and Barron et al. (1999) which consists of defining a non asymptotic
penalized criterion leading to an oracle inequality. In the context of density
estimation, Barron et al. (1999) and Massart (2007, Theorem 7.11) propose a
general model selection theorem for maximum likelihood estimation. Since this
theorem is stated for a deterministic model collection, an extension is proposed
for a random model subcollection (see Theorem 2 in Appendix A). Then, by
applying Theorem 2 to the considered random model collection of the finite
Gaussian mixtures, the following oracle inequality for the Lasso-MLE estimator
is derived.

Theorem 1. Let {S(K,Jr)}(K,Jr)∈M be the model collection defined by (1). Let
ML be a random subcollection of index sets (selected by the Lasso) included in
the whole collection M. Let Aµ, aσ and Aσ be absolute positive constants and
consider the collection of bounded models {SB

(K,Jr)
}(K,Jr)ML defined by

SB
(K,Jr)

=

{
sθ ∈ S(K,Jr); θ ∈ ΠK ×

(
[−Aµ, Aµ]|Jr|

)K
× [aσ, Aσ]

}
. (8)

Consider the maximum likelihood estimator

ŝ(K,Jr) = argmin
sθ∈SB

(K,Jr)

γn(sθ).

Denote by D(K,Jr) = K(1 + |Jr|) the dimension of the model SB
(K,Jr)

.
Define

B(Aµ, Aσ, aσ, p) := 1 +

√
ln

[
Aσ
aσ

(
1 +

Aµ
aσ

)]
+
√
ln p.

RR n° ????



10 Meynet and Maugis-Rabusseau

Let s(K,Jr) ∈ SB
(K,Jr)

such that KL(s, s(K,Jr)) ≤ 2 inf
sθ∈SB

(K,Jr)

KL(s, sθ) and let

τ > 0 such that
s(K,Jr) ≥ e−τs. (9)

Let pen : M 7→ R+. Suppose that there exists an absolute constant κ > 0 such
that, for all (K,Jr) ∈ M,

pen (K,Jr) ≥ κ
D(K,Jr)

n

[
B2(Aµ, Aσ, aσ, p) + ln

(
1

1 ∧B2(Aµ, Aσ, aσ, p)
D(K,Jr)

n

)

+(1 ∨ τ) ln
(

p

D(K,Jr) ∧ p

)]
. (10)

Then, the estimator ŝ(K̂,Ĵr)
with

(K̂, Ĵr) = argmin
(K,Jr)∈ML

{
γn(ŝ(K,Jr)) + pen(K,Jr)

}

satisfies

E

[
d2H

(
s, ŝ(K̂,Ĵr)

)]

≤ C

(
E

[
inf

(K,Jr)∈ML

{
inf

sθ∈SB
(K,Jr)

KL(s, sθ) + pen(K,Jr)

}]
+

1 ∨ τ
n

)
(11)

for some absolute positive constant C.

The proof of Theorem 1 is given in Appendix B.
Note that Condition (9) is required to control the second moment of log-

likelihood ratios in order to apply Bernstein’s inequality to bound the empirical
process of ln(s/s(K,Jr)) (see Lemma 1 in Appendix A.). The larger the parame-
ter τ , the larger the minimal penalty (10) and the less accurate Inequality (11).
Since s(K,Jr) is positive, there always exists some τ > 0 fulfilling Condition
(17) in Theorem 2. It seems difficult to have an idea of the minimal convenient
value of τ since it depends on the unknown true density s. Nonetheless, we may
think that Condition (9) is satisfied for reasonable values of τ because s(K,Jr)

is expected to be close to s. Note that the constant 2 in the Kullback-Leibler
constraint for s(K,Jr) can be replaced by 1 + ε with ε > 0.

As in Maugis and Michel (2011b), the mixture parameters are bounded (see
the model collection (8)) in order to construct brackets over S(K,Jr) and thus
to upper bound the entropy number. The bracket construction is adapted from
the one of Maugis and Michel (2011b) for our specific Gaussian mixtures (see
Appendix B). We also obtain an Inequality (11) which is not exactly an oracle
inequality since the Hellinger risk is upper bounded by the Kullback-Leibler
bias. But contrary to MM-MLE procedure, our Lasso-MLE procedure runs on
a small random subcollection of models and it remains feasible even for large
p. Thus our estimator ŝ(K,Jr) is attainable in practice. Moreover, contrary to
classical asymptotic criteria for which p is fixed and n tends to infinity, our
result is non asymptotic and allows to study cases for which p increases with
n. Since the ratio ln(p)/n appears in the right hand-side of Inequality (11)
through the term pen(K,Jr), Theorem 1 ensures that our estimator achieves
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good performance compared with the oracle as long as p < en, which allows to
consider many situations with p≫ n.

As expected, the penalty (10) is proportional to the model dimension and
thus penalizes models with high complexities. It also involves two additional
logarithm terms. On the one hand, the first logarithm term is due to a lack of ac-
curacy in the proof of Theorem 1. Specifically, only a global entropy bracketing
control is obtained while a local version is only required for applying Theorem
2. It is sufficient since the local entropy is upper bounded by the global entropy
but it is not optimal and yields extra logarithm terms. On the other hand, the
second logarithm term quantifies the complexity of the model collection by tak-
ing into account the possible large number of models with identical dimension.
In regression, Birgé and Massart (2006) prove that, for complete variable selec-
tion, a penalty proportional to the dimension selects too complex models with
high probability and that a logarithm term is necessary to select smaller models.
This has been practically checked in many situations: for multiple change points
detection in a regression framework (Lebarbier, 2005) or for histogram selection
in a density estimation framework Castellan (1999) for instance. Nevertheless
this logarithm term becomes unnecessary if the number of models with the same
dimension is small enough. For instance, for finite Gaussian mixture models in
a low-dimensional setting, Maugis and Michel (2011a) observe that a penalty
proportional to the dimension,with no logarithm term, is sufficient to select a
model close to the oracle. But in our high-dimensional context, the number of
models having the same dimension is expected to grow. Nonetheless, thanks
to the random preselection of relevant variables subsets, a complete variable
selection is not performed here. However, it is difficult to know how rich is
the random model collection. Thus, according to (10), we may retain that the
penalty is pen(K,Jr) = κ1 penshape

(K,Jr) with

pen
shape

(K,Jr) =
D(K,Jr)

n

[
1 + κ2 ln

(
p

D(K,Jr)

)]
(12)

where κ1 and κ2 are two unknown constants. But if our random model subcol-
lection is much poorer than the whole model collection and contains few models
with the same dimension, the penalty (12) may be too pessimistic. In this case,
a penalty proportional to the dimension

pen
shape

(K,Jr) =
D(K,Jr)

n
(13)

might be sufficient to select a model with proper dimension.

4.2 Practical penalty calibration

According to (12) and (13), the penalty is known up to multiplicative constant(s)
and in practice, we have to choose between these two penalty shapes. To fill in
the gap between theory on penalization and practical calibration penalty, Birgé
and Massart (2006) proposed the so-called slope heuristics. In the context of
Gaussian homoscedastic least squares regression with fixed design, they show
that there exists a minimal penalty, namely such that the dimension and the
risk of the models selected with smaller penalties become large. Moreover, they
propose the rule of thumb of the slope heuristics: a penalty equal to twice
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12 Meynet and Maugis-Rabusseau

the minimal penalty allows us to select a model close to the oracle model.
This rule of thumb is theoretical proved in few specific frameworks (Birgé and
Massart, 2006; Arlot and Massart, 2009; Arlot and Bach, 2010; Lerasle, 2011,
2012) and largely valid in practice (see for instance Lebarbier, 2005; Maugis and
Michel, 2011a; Caillerie and Michel, 2011; Verzelen, 2010). For determining the
minimal penalty, the data-driven slope estimation (DDSE) procedure proposed
by Baudry et al. (2011) is used. This method is based on the existence of a
linear behavior between the penalty shape and the contrast value for the most
complex models (the empirical bias gets stable for the most complex models and
the minimal penalty, corresponding to an empirical "estimation error" term, is
given by the behavior of −γn(ŝ(K,Jr))). In our context, the DDSE procedure
first provides a graphical way to preliminary choose the penalty shape between
(12) and (13), and second allows us to calibrate the penalty by estimating the
linear slope. The reader is referred to Baudry et al. (2011) for more details
about the DDSE procedure. Note that if the penalty shape (12) is required,
the DDSE procedure is adapted with a double regression for calibrating the two
constants κ1 and κ2 (instead of one constant usually).

5 Applications

In this section, the Lasso-MLE procedure is studied on two simulated examples
and is compared with PS-Lasso and MM-MLE procedures. The Adjusted Rand
Index (ARI) is used to measure the similarity between data clusterings and
the variables declared relevant for the clustering by the three procedures are
compared. We also compare the data-driven model selection criterion with two
widely-used criteria: the Akaike Information Criterion (AIC) of Akaike (1973)
and defined by γn(ŝD)+D

n ; the Bayesian Information Criterion (BIC) of Schwarz
(1978) defined by γn(ŝD) + lnn

2
D
n . Moreover, since the density s is known for

simulated datasets, the model selected by one criterion can be compared with
the associated oracle model to judge the quality of this criterion. The oracle
model is defined by

Doracle = argmin
D∈D

KL (s, ŝD) = argmin
D∈D

{
−
∫

x∈Rp

ln [ŝD(x)] s(x) dx

}
.

In practice, the oracle model is obtained by approximating the integral by a
Monte Carlo procedure.

5.1 First simulated example

This first simulated dataset is in the spirit of an example in Maugis and Michel
(2011a). The dataset consists of n = 200 observations described by p vari-
ables. The data are simulated according to a mixture of four spherical Gaussian
distributions Φ(· | µk, I) where

µ1 = −µ3 = (3, 2, 1, 0.7, 0.3, 0.2, 0.1, 0.07, 0.05, 0.025,0p−10),

µ2 = 0p,

µ4 = (3,−2, 1,−0.7, 0.3,−0.2, 0.1,−0.07,−0.05,−0.025,0p−10).
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A sparse variable selection procedure in model-based clustering 13

The vector 0l denotes the null vector of length l. The mixing proportions are
(π1, π2, π3, π4) = (0.3, 0.2, 0.2, 0.3). The relevant clustering variables are the
first ten variables (Jr

⋆ = {1, . . . , 10}). Note that the four subpopulations are
progressively gathered together into a unique Gaussian distribution, thus the
discriminant power of the relevant variables decreases with respect to the vari-
able index (see Figure 1). In this simulation study 20 datasets are simulated for
each value of p ∈ {30, 200, 1000}, and mixtures with K ∈ {2, . . . , 6} components
are considered.

G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4

-4

-2

0

2

4

6

VAR1 VAR2 VAR11VAR10VAR9VAR8VAR7VAR6VAR5VAR4VAR3

Figure 1: Boxplots of the first eleven variables (VAR1,...,VAR11) on the four
mixture components (G1,G2,G3,G4).

The Lasso-MLE procedure is compared with PS-Lasso and MM-MLE pro-
cedures in the low-dimensional case (p = 30) and only with PS-Lasso procedure
in the high-dimensional cases (p = 200, 1000). Note that for the MM-MLE pro-
cedure, the variables are preliminary ordered (the collection of relevant variable
subsets is {(1, 2, . . . , d), 1 ≤ d ≤ p}) as in Maugis and Michel (2011a) because
the model collection is too rich to perform complete variable selection. Fig-
ure 2 checks that the function D/n ∈ [0, 1] 7→ −γn(ŝD) has a linear behavior
for most complex models, which justifies the use of penalty shape (13). Note
that the values of the estimated slopes by DDSE for Lasso-MLE and MM-MLE
procedures are very similar here. The results are summarized in Table 2.

Low-dimensional case (p = 30 ≪ n)
With the Lasso-MLE procedure, the data-driven criterion (DDSE), BIC and

the oracle globally select the true number of cluster K⋆ = 4. With the variable
selection, the DDSE criterion allows us to select a relevant variable subset closer
to the oracle than BIC. Moreover, note that the model collections considered
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Figure 2: For one simulation with p = 1000, graphical validation of the penalty
shape (pen(D) = 0.91D/n).

by both procedures are different. With the MM-MLE procedure, the ordered
variable subsets is considered, containing the true relevant variable subset Jr

⋆.
This explains in particular why the selected models never contains false relevant
variables. On the contrary, the Lasso-MLE procedure considers data-driven
relevant variable subsets for each simulation. In particular, Jr

⋆ may not belong
to this data-driven collection. Moreover, the relevant variable subsets collection
obtained by varying the regularization parameter in the Lasso procedure may
remove the least relevant variables (j ∈ {7, . . . , 10}, see Figure 1) before some
noisy variables. With both procedures, the oracle model does not coincide with
the true model. Furthermore, AIC often selects too many components and more
relevant variables than the other criteria.

With the PS-Lasso procedure, the oracle model sometimes overestimates
the number of mixture components. It contains most (yet not all) true relevant
variables but also many false relevant variables. This tendency to select too
many variables has already been widely noted in the regression framework (Zhao
and Yu, 2007; Zou, 2006; Yuan and Lin, 2007; Bach, 2008; Connault, 2011). For
this procedure, the errors of variable selection are reduced by using BIC.

High-dimensional case (p = 200, 1000)
For the two high-dimensional scenarios where p = 200 and p = 1000, the

Lasso-MLE procedure and PS-Lasso procedure are compared. First, results in
Table 2 show that the variable selection problem for the PS-Lasso procedure
(oracle and BIC) gets worse when p grows: the selected variable subset contains
more and more false relevant variables at the expense of true relevant variables.
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p procedure estimator TR FR
K̂

ARI
2 3 4 5 6

30

PS-Lasso
oracle 9.1 (0.8) 14.2 (1.3) 0 0 14 6 0 0.90 (0.05)
BIC 6.2 (0.8) 2.3 (1.7) 0 0 14 6 0 0.87 (0.06)

MM-MLE

oracle 6.2 (1.6) 0.0 (0.0) 0 0 20 0 0 0.88 (0.05)
AIC 7.3 (1.3) 0.0 (0.0) 0 0 8 6 6 0.88 (0.04)
BIC 4.9 (0.8) 0.0 (0.0) 0 0 20 0 0 0.89 (0.05)

DDSE 6.0 (1.3) 0.0 (0.0) 0 0 18 2 0 0.89 (0.05)

Lasso-MLE

oracle 6.1 (1.4) 0.4 (0.7) 0 0 20 0 0 0.89 (0.06)
AIC 8.2 (1.4) 2.4 (1.3) 0 0 8 8 4 0.89 (0.06)
BIC 5.1 (1.2) 0.0 (0.0) 0 0 20 0 0 0.89 (0.06)

DDSE 6.3 (1.4) 1.3 (1.5) 0 0 18 2 0 0.90 (0.05)

200

PS-Lasso
oracle 8.3 (1.4) 61.8 (8.7) 0 0 14 4 2 0.84 (0.04)
BIC 5.8 (1.4) 4.1 (3.6) 0 0 14 4 2 0.79 (0.08)

Lasso-MLE

oracle 5.9 (1.2) 0.4 (0.6) 0 0 20 0 0 0.85 (0.05)
AIC 7.3 (1.4) 10.7 (5.7) 0 0 10 8 2 0.82 (0.04)
BIC 5.2 (1.1) 1.1 (0.7) 0 0 20 0 0 0.84 (0.05)

DDSE 6.2 (1.5) 1.6 (1.3) 0 0 20 0 0 0.84 (0.05)

1000

PS-Lasso
oracle 6.2 (1.4) 99.7 (18.8) 0 0 8 8 4 0.83 (0.04)
BIC 5.3 (0.8) 12.1 (2.7) 0 0 10 6 4 0.77 (0.07)

Lasso-MLE

oracle 5.4 (0.9) 1.2 (0.5) 0 0 19 1 0 0.84 (0.04)
AIC 6.3 (1.2) 13.4 (8.0) 0 0 10 6 4 0.81 (0.09)
BIC 5.6 (1.3) 5.2 (3.6) 0 0 19 1 0 0.83 (0.05)

DDSE 5.6 (1.4) 2.3 (1.6) 0 0 19 1 0 0.84 (0.06)

Table 2: Averaged number of true relevant (TR) and false relevant (FR) vari-
ables (± standard deviation); number of times a clustering with K̂ = 2, 3, 4, 5
or 6 components is selected; Averaged ARI (± standard deviation) over the 20
simulations.
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Moreover, the selection of the component number is deteriorated. With the
Lasso-MLE procedure, the models selected by AIC and, to a lesser extend by
BIC, contain more (true relevant and false relevant) variables when p grows. On
the opposite, the oracle model and the model selected by the data-driven pe-
nalized criterion remain stable. Moreover, the average multiplicative factor 2κ̂
in the data-driven penalty pen(D) = 2κ̂Dn is equal to 1.47(±0.10), 2.27(±0.19)
and 3.68(±0.57) when p = 30, 200 and 1000 respectively. This factor globally
increases with respect to p and thus the associated penalty becomes stronger as
p increases, whereas the fixed BIC penalty (0.5 ln(n) = 2.65) tends to underpe-
nalize as p grows.

Globally the data clustering slightly deteriorates as p grows. The biggest
deterioration is for PS-Lasso procedure. The ARI for each model in PS-Lasso
and Lasso-MLE procedures is represented in Figure 3. For PS-Lasso procedure,
the models achieving the best clustering have moderate or high dimension while
BIC selects a less complex model. On the opposite, for Lasso-MLE procedure,
small models achieve good clustering. In particular, the DDSE, which selects
such a small model, leads to a satisfactory data clustering. Figure 3 also confirms
that variable selection is useful to get a better data clustering: introducing the
relevant variables into the models improves the clustering but adding after the
irrelevant variables deteriorates the clustering.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0.7

0.72

0.74

0.76

0.78

0.8

0.82

0.84

0.86

0.88

 

 

Lasso 

Lasso + BIC

Lasso oracle

Lasso-MLE 

Lasso-MLE + DDSE or + oracle

Figure 3: For one simulation with p = 200, ARI values for each model with
K = 4 clusters obtained with the PS-Lasso and Lasso-MLE procedures are
represented according to D/n. D/n is equal to 0.1 (resp. 0.59) for the model
selected by PS-Lasso procedure with BIC (resp. by the Lasso oracle) and equal
0.14 for the Lasso-MLE procedure with DDSE and the oracle.
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5.2 Second simulated example

This second simulated example is proposed in Pan and Shen (2007). The
dataset consists of n = 200 observations described by p = 1000 variables.
The data are simulated according to a mixture of two Gaussian distributions
π1 Φ(·|0p, I) + (1− π1)Φ(·|µ2, I) where µ2 = (1.5, . . . , 1.5,0950) and π1 = 0.85.
The relevant variables are the first fifty variables (Jr

⋆ = {1, . . . , 50}). We per-
form 20 simulations of the dataset. For each simulation, models with K ∈
{1, 2, 3} clusters are considered. In this high-dimensional context, the Lasso-
MLE procedure is compared with the PS-Lasso procedure. The results are
summarized in Table 3.

Table 3 shows that the Lasso oracle model, and to a lesser extend the model
selected by BIC, contain many false relevant variables and may overestimate the
number of mixture components. This confirms that the PS-Lasso procedure is
not suited to recover the true model and the true relevant variables. Moreover,
BIC data clustering is disappointing. In contrast, the Lasso-MLE oracle model
always coincides with the true model and leads to a very good data clustering.
The DDSE achieves better performance than BIC and AIC.

procedure estimator TR FR
K

ARI
1 2 3

PS-LASSO
oracle 50.3 (0.2) 214.6 (79.0) 0 16 4 0.90 (0.03)
BIC 49.7 (0.8) 14.3 (3.4) 0 18 2 0.86 (0.02)

Lasso-MLE

oracle 50.0 (0.0) 0.2 (0.2) 0 20 0 0.95 (0.02)
AIC 50.0 (0.0) 17.1 (4.2) 0 14 6 0.90 (0.04)
BIC 49.8 (0.4) 4.4 (2.2) 0 20 0 0.92 (0.02)

DDSE 50.0 (0.0) 2.4 (1.7) 0 20 0 0.94 (0.02)

Table 3: Averaged number of true relevant (TR) and false relevant (FR) vari-
ables (± standard deviation); number of times a clustering with K̂ = 1, 2 and
3 components is selected; Averaged ARI (± standard deviation) over the 20
simulations.

6 Extension for curve clustering

For some clustering problems, one may be interested in providing a sparse pa-
rameter estimation for each cluster besides clustering the data. This is typically
the case for curve clustering problems involving a smooth representative curve
per cluster (see for instance Misiti et al., 2007a; Auder and Fischer, 2011). This
sparse curve reconstruction allows to improve the curve clustering interpretabil-
ity and may be used for prediction. For instance, this problem is encountered in
the study of electricity consumption where representative curves are desirable
to forecasting.

For such problems, curves are preliminary decomposed into some appropri-
ate basis such as a wavelet basis. Then, the data are the coefficients associated
to the curve decomposition into the basis. If the Lasso-MLE procedure is used
on the empirically centered coefficient matrix to obtain a curve partition, repre-
sentative curves per cluster are not directly available. One solution to estimate
a representative profile for a given cluster would be to take the mean of the ob-
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served curves assigned to this cluster. Nonetheless, this process produces noised
profiles and it is not able to provide smooth profiles. To overcome this problem,
an alternative to the Lasso-MLE procedure which avoids empirical centering
of the data and which is suited to clustering involving smooth representative
curves is proposed. This alternative is based on a more general variable role
modeling, implying a richer model collection than (1). The theoretical model
selection criterion is adapted and we highlight that a logarithm factor in the
penalty is now observed, due to the model collection richness.

6.1 Description of the alternative procedure

In this section, data are not assumed to fulfill the assumption E[Yij ] = 0. A
variable j is now irrelevant for the clustering if µ1j = . . . = µKj := νj , νj being
not necessary equal to zero. With the previous modeling, given a number K of
clusters and relevant variables subset Jr, K|Jr| + |Jc

r | ≥ p mean parameters
have to be estimated, even when p≫ n.

Therefore, selecting the relevant clustering variables Jr is not sufficient to
get sparse models and an additional dimensional reduction step is needed be-
fore the estimation step. Here, the irrelevant variables Jc

r are assumed to be
decomposed into the zero irrelevant variables J0 (j ∈ J0 if νj = 0) and non zero
irrelevant variables Jc

0
(j ∈ Jc

0
if νj 6= 0). Moreover, we assume that the irrel-

evant variables are predominantly zero irrelevant (|J0| ≫ |Jc
0
|). In particular,

this assumption is fulfilled for curve clustering using sparse representations of
signals in some appropriate basis such as a wavelet basis. This new variable role
modeling leads to the new model collection {S(K,Jr,J0)}(K,Jr,J0)∈MLL where
S(K,Jr,J0) is defined by





y ∈ R
p 7→ sθ(y);

sθ(y) = Φ(y[J0]|0, σ2I) Φ(y[Jc

0
]|ν, σ2I)

K∑
k=1

πk Φ(y[Jr ]|µk, σ
2I)

θ = (π1, . . . , πK ,ν,µ1
, . . . ,µK , σ) ∈ ΠK × R

|Jc

0
| ×
(
R

|Jr|
)K × R

∗
+





(14)

The dimension of the model S(K,Jr,J0) is D(K,Jr,J0) = K(1 + |Jr|) + |Jc
0
|.

In practice, the random model collection S(K,Jr,J0) is determined using the
following alternative procedure. First, a model collection {S(K,Jr)}(K,Jr)∈ML

is constructed using the Lasso-MLE procedure on the centered data. Second,
for each Jc

r , the empirical contrast restricted to the Yi[Jc

r
]’s is penalized by an

ℓ1-penalty proportional to ‖ν‖1 with various regularization parameter values,
in order to detect the zero irrelevant variables. Next, Theorem 1 can be easily
adapted for the model collection {S(K,Jr,J0)}(K,Jr,J0)∈MLL in order to construct
a data-driven non asymptotic penalized criterion to solve the model selection
problem. As in Section 4, the same sufficient penalty shape (10) is established
with model dimensions D(K,Jr,J0). But this alternative procedure depending on
two embedding Lasso algorithms, the model collection is richer than the model
collection {S(K,Jr)}(K,Jr)∈ML obtained with the Lasso-MLE procedure. As a
consequence, the logarithm term, which takes into account the richness of the
model collection and the number of models having the same dimension, is now
observed in the penalty shape (see Figure 5). As explained in Section 4.2, the
penalty is calibrated using the DDSE method.
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6.2 Functional data clustering example

The functional dataset consists of n = 200 noisy curves simulated as follows: the
wavelet coefficients {Yij , i = 1, . . . , n, j = 1, . . . , p} with p = 1086 are simulated
according to the Gaussian mixture 0.85Φ(· | µ1, I) + 0.15Φ(· | µ2, I) with
mean vectors µ1 = (025,1.525,0p−50) and µ2 = (1.550,0p−50) (al denotes
the vector of length l whose coordinates equal a). Each wavelet coefficients
vector Yi corresponds to the decomposition of a curve gi in the symmlet-4 basis
at level 10 (Misiti et al., 2007b). In particular, µ1 and µ2 are the decomposition
of f1 and f2 which are the discretization of two functions on a fine time grid
{t1, . . . , tT } containing T = 1024 points, represented at Figure 4 (top left).
Thus, the first 25 variables are relevant for the clustering while the variables 26
to 50 are non zero irrelevant.
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Figure 4: Top left : true curves for the two clusters. Top right : curve estima-
tions obtained by the Lasso-MLE procedure with a penalty without logarithm
term. Bottom : curve estimations obtained by the alternative procedure with a
penalty without (left) and with (right) a logarithm term.

In order to obtain a clustering of this 200 curves, our alternative method
is used on the wavelet coefficients. Next, an inverse wavelet transform of the
estimated mean vectors is performed to obtain a denoised representative curve
for each cluster. Models with K ∈ {1, 2, 3} mixture components are consid-
ered. The alternative procedure is compared with the Lasso-MLE procedure.
Both procedures select a model with two classes. The two estimated repre-
sentative curves obtained by the Lasso-MLE procedure with model collection
{S(K,Jr)}(K,Jr)∈ML described in Section 3.3.2 and by the alternative proce-
dure with model collection {S(K,Jr,J0)}(K,Jr,J0)∈MLL described in Section 6.1
are displayed in Figure 4. As expected, the curve estimations obtained by the
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Figure 5: For one simulation, slope graphs obtained by considering the model
collection {S(K,Jr,J0)}(K,Jr,J0)∈MLL with a penalty without (top) and with (
bottom) a logarithm term. The resulting calibrated penalties are pen(D) =
2×1.75D/n and pen(D) = 2(4.42D/n+3.07(D/n) ln(K(1+p)/D)) respectively.

Inria



A sparse variable selection procedure in model-based clustering 21

Lasso-MLE procedure is very noisy because no thresholding of the smallest
mean coefficients is performed. Note that the PS-Lasso procedure suffers from
the same drawback and moreover, it gives shrunk curve profile estimations since
the non zero mean wavelet coefficients are shrunk due to ℓ1-penalization. On the
contrary, the alternative procedure leads to smoother estimated representative
curves. This is all the more true for the estimations obtained by the penalty
shape with the logarithm term rather than without the logarithm term. This
highlights that the model collection {S(K,Jr,J0)}(K,Jr,J0)∈MLL is rich enough
to require a penalty with a logarithm factor and that a penalty proportional to
the dimension underpenalizes, resulting in a less smooth curve estimation with
some extra peaks. The slope graphs obtained for one simulation of this dataset
are represented in Figure 5.

7 Discussion

In this paper, the Lasso-MLE procedure is proposed to cluster data, detect-
ing the relevant clustering variables. This procedure is especially suited to
study high-dimensional datasets. It is based on a compromise between a ℓ1-
regularization procedure and a MLE procedure. The variable selection and the
data clustering problems are recast into a general model selection problem. A
ℓ1-approach is used to perform automatic variable selection and thus to deduce
a reasonable random model collection. A data-driven penalized criterion is then
built to solve the model selection problem and a data clustering is deduced to
the associated ML estimator using the MAP principle.

Only spherical Gaussian mixtures are considered in this paper to focus on
the mean vectors of mixtures. Nevertheless the Lasso-MLE procedure may be
extended for Gaussian mixtures with more general variance matrices. First a
more general Lasso procedure can be adapted to the ℓ1-procedure of Zhou et al.
(2009). Second, Theorem 1 may be extended for a random collection of general
Gaussian mixture models by using the control of the bracketing entropy for the
general Gaussian mixture families established in Maugis and Michel (2011b).
The main difficulty lies in the definition of a relevant clustering variable, which
depends on the behavior of the mean vectors but also the definition of variance
matrices for the studied mixtures. This could have consequences on the penalty
shape in particular. This extension will be the topic of a future work.

This use of a ℓ1-approach to only produce a reasonable collection of relevant
variable subsets is an interesting idea which may be beneficial for other variable
selection procedures. For instance, Maugis et al. (2009b) propose a procedure
based on a general variable role modeling but the associated algorithm Selvar-

ClustIndep is too slow when the number of variables increases. A ℓ1 variable
selection procedure may be used to initialize the forward version of this algo-
rithm to improve its stability and/or give a way of variable subsets to follow in
order to dramatically speed up the algorithm.
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A A model selection theorem for MLEs in ran-

dom models

The Hellinger distance between two nonnegative integrable functions t and u
is the norm ‖

√
t − √

u‖, denoted dH(t, u). Consider S the set of all densities
on R

p. An ε-bracketing for a subset S of S with respect to dH is a set of
integrable function pairs (l1, u1), . . . , (lN , uN ) such that for each t ∈ S, there
exists j ∈ {1, . . . , N} such that lj ≤ t ≤ uj and dH(lj , uj) ≤ ε. The bracketing
number N[.](ε, S, dH) is the smallest number of ε-brackets necessary to cover S
and the bracketing entropy is defined by H[.](ε, S, dH) = ln[N[.](ε, S, dH)].

Let {Sm}m∈M be some at most countable model collection such that Sm ⊂ S
for all m ∈ M. We shall say that {Sm}m∈M fulfills Property (P) if, for all
m ∈ M,

√
H[.](ε, Sm, dH) is integrable at 0 and if there exists a function Ψm on

R+ such that Ψm is nondecreasing, ξ → Ψm(ξ)/ξ is nonincreasing on ]0,+∞[,
and for ξ ∈ R+ and u ∈ Sm, denoting Sm(u, ξ) = {t ∈ Sm; dH(t, u) ≤ ξ},

∫ ξ

0

√
H[.](ε, Sm(u, ξ), dH) dε ≤ Ψm(ξ). (15)

Theorem 2. Let s ∈ S be an unknown density to be estimated from a n-sample
(Y1, . . . , Yn). Consider {Sm}m∈M some at most countable deterministic model
collection fulfilling Property (P). Let {xm}m∈M be some family of nonnegative
numbers such that ∑

m∈M

e−xm = Σ <∞. (16)

For every m ∈ M, consider Ψm defined by (P) and ξm such that Ψm (ξm) =√
nξ2m.

Let sm ∈ Sm such that KL(s, sm) ≤ 2 inft∈Sm
KL (s, t) and let τ > 0 such that

sm ≥ e−τs. (17)

Introduce {Sm}
m∈M̂

some random subcollection of {Sm}m∈M. Let ρ ≥ 0 and
consider the collection of ρ-MLEs {ŝm}

m∈M̂
:

γn (ŝm) ≤ inf
t∈Sm

γn (t) + ρ.

Let pen : M 7→ R+. Suppose that there exists an absolute constant κ > 0 such
that, for all m ∈ M,

pen (m) ≥ κ
(
ξ2m + (1 ∨ τ)xm

n

)
. (18)

Let ρ′ ≥ 0. Then, any penalized likelihood estimator ŝm̂ with m̂ ∈ M̂ such that

γn (ŝm̂) + pen (m̂) ≤ inf
m∈M̂

{γn (ŝm) + pen (m)}+ ρ′ (19)

satisfies

E
[
d2H (s, ŝm̂)

]
≤ C

(
E

[
inf
m∈M̂

{
inf
t∈Sm

KL(s, t) + pen(m)

}]
+ (1 ∨ τ)Σ

2

n
+ ρ+ ρ′

)

(20)
for some absolute positive constant C.
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To prove Theorem 2, we provide an inequality for the moments of order 2 of
loglikelihood ratios. This inequality is based on the following Claim 3.

Claim 3. Let τ > 0. For all x > 0, consider f(x) = x(lnx)2,, h(x) = x lnx −
x+ 1 and φ(x) = ex − x− 1. Then, for all 0 < x ≤ eτ ,

f(x) ≤ τ2

φ(−τ) h(x). (21)

Proof. First note that f(1) = h(1) = 0, thus we just need to prove (21) for
x 6= 1. Define

ψ : R 7→ R, y 7→
{
φ(y)/y2 if y 6= 0,
1/2 if y = 0

and

ϕ : R 7→ R, y 7→
{
φ(y)/y if y 6= 0,
0 if y = 0.

Let us first check that ψ is nondecreasing on R. Since ey = 1 + y + y2/2 +
oy→0(y

2), the functions ψ and ϕ are continuous on R and, for y 6= 0, ψ(y) =
(ϕ(y) − ϕ(0))/(y − 0) is the difference quotient at 0 for ϕ. Thus, we just need
to prove that ϕ is a convex function to derive that ψ is nondecreasing. By
differentiating twice ϕ, we get that ϕ′′(y) = 2eyg(y)/y3 with g(y) = 1 − y +
y2/2− e−y. The function g is nondecreasing because g′(y) = −1+ y+ e−y ≥ 0.
But g(0) = 0. So, g(y) ≤ 0 for all y ≤ 0 and g(y) ≥ 0 for all y ≥ 0. It implies
that ϕ′′(y) ≥ 0 for all y ∈ R and ϕ is convex.
Now, let 0 < x ≤ eτ , x 6= 1. Put y = − lnx. Then, y ≥ −τ and, since ψ is
nondecreasing, ψ(y) ≥ ψ(−τ). Moreover, x 6= 1, so y 6= 0 and ψ(y) = φ(y)/y2.
Thus,

φ(y)

y2
≥ φ(−τ)

τ2
. (22)

Taking the definition of φ and y = − lnx into account, (22) leads to

lnx− 1 +
1

x
≥ φ(−τ)

τ2
(lnx)2.

We get (21) by multiplying the last inequality by x > 0.

Lemma 1. Let P and Q be two probability measures with P ≪ Q. Assume that
there exists τ > 0 such that ln (‖dP/dQ‖∞) ≤ τ . Then,

∫ (
ln
dP

dQ

)2

dP ≤ τ2

e−τ + τ − 1
KL(P,Q). (23)

Proof. Since ln (dP/dQ) ≤ τ , we can apply Claim 3 to x = dP/dQ:

f

(
dP

dQ

)
≤ τ2

φ(−τ) h
(
dP

dQ

)
.

Integrating with respect to Q and taking the definition of f , φ and h into
account, we get

∫
dP

dQ

(
ln
dP

dQ

)2

dQ ≤ τ2

e−τ + τ − 1

[∫
ln

(
dP

dQ

)
dP −

∫
dP +

∫
dQ

]
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thus ∫ (
ln
dP

dQ

)2

dP ≤ τ2

e−τ + τ − 1
KL(P,Q).

Proof of Theorem 2. For the sake of simplicity, we assume that ρ = ρ′ = 0.
For any measurable function g, denote by νn the recentred process defined by

νn(g) =
1

n

n∑

i=1

{g(Yi)− E[g(Yi)]} . (24)

For all m ∈ M, consider sm such that KL(s, sm) ≤ 2 inf
t∈Sm

KL(s, t). Define the

functions

gm = −1

2
ln
(sm
s

)
, ĝm = −1

2
ln

(
ŝm
s

)
, f̂m = − ln

(
s+ ŝm
2s

)
. (25)

Fix m ∈ M. Introduce

M(m) = {m′ ∈ M, γn (ŝm′) + pen (m′) ≤ γn (ŝm) + pen (m)}

and let m′ ∈ M(m). By definition of ŝm,

γn (ŝm′) + pen (m′) ≤ γn (ŝm) + pen (m) ≤ γn (sm) + pen (m) ,

and according to the definition of gm and ĝm′ ,

2

n

n∑

i=1

ĝm′(Yi) + pen (m′) ≤ 2

n

n∑

i=1

gm(Yi) + pen (m) . (26)

Then, by concavity of the logarithm, we have f̂m′ ≤ ĝm′ , and (26) gives

2

n

n∑

i=1

f̂m′(Yi) ≤
2

n

n∑

i=1

gm(Yi) + pen (m)− pen (m′) . (27)

By taking (24) and (25) into account, Inequality (27) implies

2KL
(
s,
s+ ŝm′

2

)
≤ KL (s, sm)+pen (m)−pen (m′)+2

[
νn (gm)− νn

(
f̂m′

)]
.

(28)
Our purpose is now to control both νn (gm) and −νn(f̂m′).
To bound −νn(f̂m′), we refer to the proof of Theorem 7.11 in Massart (2007).

It is proved that there exists κ′′ > 0 such that for all u > 0, for all m′ ∈ M(m),
for all y > ξm′ , the following inequality holds except on a set with probability
less than 2e−u :

−νn(f̂m′)

y2 + ‖√s−
√
ŝm′‖2 ≤ κ′′

(
ξm′ +

√
u/n

y
+

u

ny2

)
. (29)

Let us now focus on controlling νn (gm). From (24) and (25), we have

νn(gm) =

n∑

i=1

Xi − E[Xi], Xi :=
1

2n
ln

(
s(Yi)

sm(Yi)

)
. (30)
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To get an upper bound of νn(gm), we apply Bernstein’s Inequality (Massart,
2007). This inequality requires to control the moments of order k for all k ≥ 2
of Xi defined by (30). Such a control is provided by Lemma 1 on condition that
ln(‖s/sm‖∞) ≤ τ .
Assume that (17) is fulfilled. Then, ln(‖s/sm‖∞) ≤ τ and we deduce from
Lemma 1 that

∫

Rp

(
ln

(
s(y)

sm(y)

))2

s(y) dy ≤ τ2

e−τ + τ − 1
KL(s, sm).

On the one hand, τ2/(e−τ + τ − 1) ∼τ→∞ τ , so there exists A > 0 such that
τ2/(e−τ + τ − 1) ≤ 2τ for all τ ≥ A. On the other hand, τ 7→ τ2/(e−τ + τ − 1)
is continuous on ]0, A] and τ2/(e−τ + τ −1) ∼τ→0 2, so there exists B > 0 such
that τ2/(e−τ+τ−1) ≤ B for all τ ∈]0, A]. Thus, for all τ > 0, τ2/(e−τ+τ−1) ≤
δ(1 ∨ τ) with δ = 2 ∨B, and

∫

Rp

(
ln

(
s(y)

sm(y)

))2

s(y) dy ≤ δ(1 ∨ τ)KL(s, sm). (31)

From (30), (31) and the assumption ln(‖s/sm‖∞) ≤ τ , we derive that

n∑

i=1

E
[
X2
i

]
≤ n

(2n)2

∫

Rp

(
ln

(
s(y)

sm(y)

))2

s(y) dy ≤ δ(1 ∨ τ)KL(s, sm)

4n
(32)

and that for all integers ≥ 3,

n∑

i=1

E
[
(Xi)

k
+

]
≤ n

(2n)k

∫

Rp

(
ln

(
s(y)

sm(y)

))k

+

s(y) dy

≤ n

(2n)k

∫

Rp

(
ln

(
s(y)

sm(y)

))k
1{s(y)≥sm(y)} s(y) dy

≤ n

(2n)k

∫

Rp

(
ln

(
s(y)

sm(y)

))k−2(
ln

(
s(y)

sm(y)

))2

1{s(y)≥sm(y)} s(y) dy

≤ n

(2n)k
τk−2

∫

Rp

(
ln

(
s(y)

sm(y)

))2

1{s(y)≥sm(y)} s(y) dy

≤ n

(2n)k
τk−2 δ(1 ∨ τ)KL(s, sm)

≤ 1

2

( τ
2n

)k−2 δ(1 ∨ τ)KL(s, sm)

2n
. (33)

From (32) and (33), we can apply Bernstein’s Inequality with

v :=
δ(1 ∨ τ)KL(s, sm)

2n
, c :=

τ

2n
. (34)

It gives that, for every positive u, except on a set with probability less than
e−u,

νn(gm) ≤
√
2vu+ cu. (35)

Let z > 0 to be chosen later. Using that z2 + KL(s, sm) ≥ 2z
√

KL(s, sm) and
z2+KL(s, sm) ≥ z2, we get from (35) that except on a set with probability less
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than e−u,

νn(gm)

z2 + KL(s, sm)
≤

√
2vu+ cu

z2 + KL(s, sm)
≤

√
vu

z
√
2KL(s, sm)

+
cu

z2
. (36)

Let us gather (29) and (36): There exists κ′′ > 0 such that, for every positive
u, for all m′ ∈ M(m), for all z > 0 and for all y ≥ ξm′ , except on a set with
probability less than 3e−u,

−νn
(
f̂m′

)

y2 + ‖√s−
√
ŝm′‖2 ≤ κ′′

(
ξm′

y
+

√
u/n

y
+

u

ny2

)
(37)

and
νn(gm)

z2 + KL(s, sm)
≤

√
vu

z
√

2KL(s, sm)
+
cu

z2
. (38)

Now, let x > 0. Let xm and xm′ be defined by (16). We apply (37) and (38)
to u = x + xm + xm′ and we choose adequately y and z by defining for some
constants γ and β to be specified later,

ym,m′ := γ−1

√
ξ2m′ +

x+ xm + xm′

n
. (39)

and

zm,m′ := β−1

√(
v

2KL(s, sm)
+ c

)
(x+ xm + xm′). (40)

Using that a2 + b2 ≥ a2, we get that except on a set with probability less than
3e−(x+xm+xm′ ),

−νn(f̂m′) ≤ κ′′(2γ + γ2)

(
y2m,m′ +

∥∥∥
√
s−

√
ŝm′

∥∥∥
2
)

(41)

and
νn(gm) ≤ (β + β2)(z2m,m′ + KL(s, sm)). (42)

We can now come back to Inequality (28). Injecting (41) and (42) into (28)
yields

2KL
(
s,
s+ ŝm′

2

)
≤ KL (s, sm) + pen (m)− pen (m′)

+2(β + β2)[z2m,m′ + KL(s, sm)]

+2κ′′(2γ + γ2)

(
y2m,m′ +

∥∥∥
√
s−

√
ŝm′

∥∥∥
2
)
.

Putting κ(β) := (1 + 2(β + β2)), using the inequality KL(s, (s + ŝm′)/2) ≥
(2 ln 2 − 1)‖√s −

√
ŝm′‖2 (Massart, 2007, Lemma 7.23) and choosing γ such

that 2κ′′(2γ + γ2) = 2 ln 2− 1 := α, we get

α
∥∥∥
√
s−

√
ŝm′

∥∥∥
2

≤ κ(β)KL (s, sm) + pen (m)− pen (m′) + 2(β + β2)z2m,m′ + αy2m,m′ .
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From (40), (39) and (34), we deduce that

α
∥∥∥
√
s−

√
ŝm′

∥∥∥
2

≤ κ(β)KL(s, sm) + pen(m)− pen(m′)

+ (β + β2)β−2

(
δ(1 ∨ τ)

2
+ τ

)
x+ xm + xm′

n

+ αγ−2

(
ξ2m′ +

x+ xm + xm′

n

)
.

Since τ ≤ 1 ∨ τ , if we choose β such that (β + β2)(δ/2 + 1) = αγ−2, we get

α
∥∥∥
√
s−

√
ŝm′

∥∥∥
2

≤ κ(β)KL(s, sm) + pen(m)− pen(m′)

+ αγ−2ξ2m′ + αγ−2
[
β−2(1 ∨ τ) + 1

] x+ xm + xm′

n
.

Put κ = αγ−2(β−2 + 1). Then, since 1 ≤ 1 ∨ τ ,

α
∥∥∥
√
s−

√
ŝm′

∥∥∥
2

≤ κ(β)KL(s, sm) + pen(m)− pen(m′)

+ αγ−2ξ2m′ + κ (1 ∨ τ)x+ xm + xm′

n

≤ κ(β)KL(s, sm) +
[
pen(m) + κ (1 ∨ τ)xm

n

]

+
[
αγ−2ξ2m′ + κ(1 ∨ τ)xm′

n
− pen(m′)

]
+ κ(1 ∨ τ)x

n

≤ κ(β)KL(s, sm) +
[
pen(m) + κ (1 ∨ τ)xm

n

]

+
[
κ
(
ξ2m′ + (1 ∨ τ)xm′

n

)
− pen(m′)

]
+ κ(1 ∨ τ)x

n
.

Now, assume that Condition (18) on the penalty function is fulfilled for this
value of κ. Then, for all x > 0, for every m ∈ M and m′ ∈ M(m), except on a
set with probability less than 3e−(x+xm+xm′ ),

α
∥∥∥
√
s−

√
ŝm′

∥∥∥
2

≤ κ(β)KL(s, sm) + 2 pen(m) + κ(1 ∨ τ)x
n
. (43)

It only remains to sum up the tail bounds (43) over all the possible values of
m ∈ M and m′ ∈ M(m) by taking the union of the different sets of probability
less than 3e−(x+xm+xm′ ). For all x > 0, except on a set with probability less
than

3
∑

m∈M,m′∈M(m)

e−(x+xm+xm′ ) ≤ 3e−x
∑

(m,m′)∈M×M

e−(xm+xm′ )

= 3e−x

( ∑

m∈M

e−xm

)2

= 3Σ2e−x,

we have simultaneously for all m ∈ M and m′ ∈ M(m),

α
∥∥∥
√
s−

√
ŝm′

∥∥∥
2

≤ κ(β)KL(s, sm) + 2 pen(m) + κ(1 ∨ τ)x
n
. (44)
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Inequality (44) is in particular satisfied for all m ∈ M̂ and m′ ∈ M̂(m) and,
since m̂ defined by (19) belongs to M̂(m) for all m ∈ M̂, we deduce from (44)
that for all x > 0, except on a set with probability less than 3Σ2e−x,

α
∥∥∥
√
s−

√
ŝm̂

∥∥∥
2

≤ inf
m∈M̂

{κ(β)KL(s, sm) + 2 pen(m)}+ κ(1 ∨ τ)x
n

≤ inf
m∈M̂

{
2κ(β) inf

t∈Sm

KL(s, t) + 2 pen(m)

}
+ κ(1 ∨ τ)x

n
.

(45)

By integrating (45) over x > 0, we finally get that there exists an absolute
constant C > 0 such that

E

[∥∥∥
√
s−

√
ŝm̂

∥∥∥
2
]
≤ C

(
E

[
inf
m∈M̂

{
inf
t∈Sm

KL(s, t) + pen(m)

}]
+ (1 ∨ τ)Σ

2

n

)
.

B Sketch of the proof of Theorem 1

To deduce Theorem 1 from Theorem 2, the control of the entropy bracketing of
SB
(K,Jr)

for the Hellinger distance is required. For that, the proof of Maugis and
Michel (2011b) is adapted for our specific mixtures. Next, a function ψ(K,J ) ful-
filling Property (P) is deduced. We just give a sketch of the proof of Theorem 1
and we refer to Maugis and Michel (2011b) for more details.

B.1 Control of the entropy bracketing H[.](ε,SB
(K,Jr)

, dH)

To apply Theorem 2, the first step is to control the bracketing entropy of the
Gaussian mixture families SB

(K,Jr)
. Note that Theorem 2 only requires to control

the local bracketing entropy H[.](ε,SB
(K,Jr)

(u, ξ), dH). Nevertheless, it is difficult

to characterize the subset SB
(K,Jr)

(u, ξ) in function of the parameters of its mix-

tures. Thus, we rather control the global entropy bracketing H[.](ε,SB
(K,Jr)

, dH),
which is sufficient since the local bracketing entropy is upper bounded by the
global bracketing entropy.

Proposition 1. Put D(K,Jr) = K(1 + |Jr|). For all ε ∈ (0, 1],

N[.]

(
ε,SB

(K,Jr)
, dH

)
≤ C(Aµ, Aσ, aσ,K,Jr, p)

(
1

ε

)D(K,Jr)

with

C(Aµ, Aσ, aσ,K,Jr, p) := 4 (2πe)
K
2 3K−1

(
Aσ
aσ

+
1

2

)(
2

5
4Aµ√
c′aσ

)K|Jr|

K(3
√
cp)D(K,Jr) ,

(46)
c = sh(1) + 49/128 and c′ = 5(1− 2−1/4)/8.
Hence,

H[.]

(
ε,SB

(K,Jr)
, dH

)
≤ ln [C(Aµ, Aσ, aσ,K,Jr, p)] +D(K,Jr) ln

(
1

ε

)
.
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Proof. The key idea is that the control of the bracketing entropy of SB
(K,Jr)

can
be recast into the control of the bracketing entropies of the associated mixture
component density families. Specifically, from (8), each mean vector µk of a
p-dimensional Gaussian mixture density in SB

(K,Jr)
can be decomposed into a

|Jc
r |-dimensional null mean vector and a |Jr|-dimensional free mean vector:

SB
(K,Jr)

=





∑K
k=1 πk Φ

(
· | µk, σ

2I
)
;

∀ k : µk[Jr ] ∈ [−Aµ, Aµ]|Jr|, µk[Jc

r
] = 0,

∀ k : πk > 0,
∑K
k=1 πk = 1, σ ∈ [aσ, Aσ]




. (47)

Consider the (K − 1)-dimensional simplex ΠK defined by

ΠK :=

{
(π1, . . . , πK) ∈ (0, 1)K ;

K∑

k=1

πk = 1

}

and the family of K-tuples of p-dimensional Gaussian densities

F(K,Jr) =





(
Φ
(
· | µ1, σ

2I
)
, . . . ,Φ

(
· | µK , σ

2I
))

;

∀ k : µk[Jr ] ∈ [−Aµ, Aµ]|Jr|, µk[Jc

r
] = 0,

σ ∈ [aσ, Aσ]




.

Following the arguments developed by Maugis (2008) (proof of Proposition 7.A.2),
it is easy to show that the study of the bracketing entropy of SB

(K,Jr)
can be

recast into the study of the bracketing entropy of ΠK and F(K,Jr):

Lemma 2. For all ε ∈ (0, 1],

N[.]

(
ε,SB

(K,Jr)
, dH

)
≤ N[.]

(ε
3
,ΠK , dH

)
N[.]

(ε
3
,F(K,Jr), dH

)

where

N[.] (ε,ΠK , dH) ≤ K(2πe)K/2
(
1

ε

)K−1

.

From Lemma 2, all the matter is to calculate an upper bound of the brack-
eting entropy of F(K,Jr).

Let f = (f1, . . . , fK) :=
(
Φ
(
· | µ1, σ

2I
)
, . . . ,Φ

(
· | µK , σ

2I
))

∈ F(K,Jr). We
want to find an ε-bracket for f . We shall consider shrunk and dilated Gaussian
densities.

Step 1. Construction of a net for the variance
Let δ ∈ (0, 1] to be chosen later. Let ⌈x⌉ denotes the smallest integer greater
than or equal to x. We construct a regular net for the variance σ2 ∈ [a2σ, A

2
σ].

For l ∈ {2, . . . , r}, we define σ2
l = (1 + δ)1−

l
2 A2

σ where

r =



4
ln
(
Aσ

aσ

√
1 + δ

)

ln(1 + δ)




(48)

is chosen so that σ2
r < a2σ < σ2

r−1 ≤ . . . ≤ σ2
2 = A2

σ.
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Step 2. Construction of a net for the mean vectors
Let l be the unique integer in {2, . . . , r} such that σ2

l+1 < σ2 ≤ σ2
l . For all

k ∈ {1, . . . ,K}, let νk ∈ R
p to be specified later. Consider the functions defined

on R
p by {

lk(y) = (1 + δ)−p Φ
(
y | νk, (1 + δ)−

1
4σ2

l+1I
)

uk(y) = (1 + δ)p Φ
(
y | νk, (1 + δ)σ2

l I
)
.

Put l = (l1, . . . , lK) and u = (u1, . . . , uK). We now determine δ and (ν1, . . . ,νK)
so that l and u form an ε-bracket for f . On the one hand, by using the
calculation of the Hellinger distance between two multivariate Gaussian den-
sities (Maugis and Michel, 2011b, Corollary 3) and by upper bounding some
usual functions, we get that, for all k ∈ {1, . . . ,K}, d2H(lk, uk) ≤ cp2δ2 where
c = sh(1) + 49/128. Thus, we take δ = ε/(

√
cp) so that dH(lk, uk) ≤ ε. On the

other hand, by using the ratio of two multivariate Gaussian densities (Maugis
and Michel, 2011b, Corollary 2), the definition of σl and σl+1, the inequality
ln(1 + δ) ≥ δ/2 for all δ ∈ (0, 1] and the concavity of δ 7→ 1 − (1 + δ)−1/4, we
get that a sufficient condition for lk ≤ fk ≤ uk for all k ∈ {1, . . . ,K} is

‖µk − νk‖22 ≤ c′pδ2(1 + δ)
2−l
2 A2

σ (49)

where c′ = 5(1− 2−1/4)/8. Put

Ul := Z ∩
[⌊

−Aµ√
c′δ(1 + δ)

2−l
4 Aσ

⌋
,

⌊
Aµ√

c′δ(1 + δ)
2−l
4 Aσ

⌋]
. (50)

For all k ∈ {1, . . . ,K}, for all j ∈ Jr, choose

u
(l)
kj = argminvkj∈Ul

|µkj −
√
c′δ(1 + δ)

2−l
4 Aσvkj |.

Define νk
(l) :=

(
ν
(l)
k1 , . . . , ν

(l)
kp

)
∈ [−Aµ, Aµ]p by

∀ j ∈ Jc
r , ν

(l)
kj = 0,

∀ j ∈ Jr, ν
(l)
kj =

√
c′δ(1 + δ)

2−l
4 Aσu

(l)
kj .

Then, νk
(l) fulfills (49) and we get a net for the mean vectors.

Step 3. Upper bound of the number of ε-brackets for F(K,Jr)

From Step 1 and Step 2, the family

Bε
(
F(K,Jr)

)
=





[l,u] := {[l1, u1], . . . , [lK , uK ]} ; ∀ k ∈ {1, . . . ,K} :

lk = (1 + δ)−p Φ
(
· |
(
ν
(l)
k1 , . . . , ν

(l)
kp

)
, (1 + δ)−

1
4σ2

l+1I
)

uk = (1 + δ)p Φ
(
· |
(
ν
(l)
k1 , . . . , ν

(l)
kp

)
, (1 + δ)σ2

l I
)

with





σ2
l = (1 + δ)1−

l
2 A2

σ, l ∈ {2, . . . , r},
∀ j ∈ Jr, ν

(l)
kj =

√
c′δ(1 + δ)

2−l
4 Aσu

(l)
kj , u

(l)
kj ∈ Ul

∀ j ∈ Jc
r , ν

(l)
kj = 0





is an ε-bracket covering for F(K,Jr). Therefore, an upper bound of the number
of ε-brackets necessary to cover F(K,Jr) is deduced from an upper bound of the
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cardinal of Bε(F(K,Jr)). From (48) and (50), we have

∣∣Bε
(
F(K,Jr)

)∣∣ ≤
r∑

l=2

∏

(k,j)∈{1,...,K}×Jr

(
Aµ√

c′δ(1 + δ)
2−l
4 Aσ

)

≤
(

2Aµ√
c′δAσ

)K|Jr| r∑

l=2

(1 + δ)
(l−2)K|Jr |

4

≤
(

2Aµ√
c′δAσ

)K|Jr|

(r − 1)(1 + δ)
(r−2)K|Jr |

4 .

From (48), (1+δ)(r−2)/4 ≤ (1+δ)1/4Aσ/aσ ≤ 21/4Aσ/aσ and r−1 ≤ 4(Aσ/aσ+
1/2)/δ, so

∣∣Bε
(
F(K,Jr)

)∣∣ ≤ 4

(
25/4Aµ√
c′aσ

)K|Jr|(
Aσ
aσ

+
1

2

)
δ−(1+K|Jr|)

≤ 4

(
25/4Aµ√
c′aσ

)K|Jr|(
Aσ
aσ

+
1

2

)(√
cp

ε

)1+K|Jr|

. (51)

Finally, Proposition 1 is derived from Lemma 2 and (51).

B.2 Determination of a function Ψ(K,Jr)

This section is devoted to the determination of a function Ψ(K,Jr) defined by
Property (P). From Proposition 1, for all ξ > 0,

∫ ξ

0

√
H[.](ε,SB

(K,Jr)
, dH) dε ≤ ξ

√
ln (C(Aµ, Aσ, aσ,K,Jr, p))

+
√
D(K,Jr)

∫ ξ∧1

0

√
ln

(
1

ε

)
dε .

In order to control the last term of the right-hand side of the last inequality, we
apply the following technical result taken from Maugis and Michel (2011b):

Lemma 3. (Maugis and Michel, 2011b) For all ξ ∈ ]0, 1],

∫ ξ

0

√
ln

(
1

ε

)
dε ≤ ξ

[
√
π +

√
ln

(
1

ξ

)]
.

We obtain
∫ ξ

0

√
H[.](ε,SB

(K,Jr)
, dH) dε

≤ ξ
√

ln (C(Aµ, Aσ, aσ,K,Jr, p)) +
√
D(K,Jr) (ξ ∧ 1)

[
√
π +

√
ln

(
1

ξ ∧ 1

)]

≤
√
D(K,Jr) ξ

[
√
π +

√
ln (C(Aµ, Aσ, aσ,K,Jr, p))

D(K,Jr)
+

√
ln

(
1

ξ ∧ 1

)]
.
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But from (46) and the fact that D(K,Jr) = K(1 + |Jr|), we have

ln (C(Aµ, Aσ, aσ,K,Jr, p))

≤ ln 4 +
K

2
ln(2πe) + (K − 1) ln 3 + ln

(
Aσ
aσ

+
1

2

)
+K|Jr| ln

(
25/4Aµ√
c′aσ

)
+ lnK

+D(K,Jr) ln(3
√
cp)

≤
[
ln 4 +

ln(2πe)
2

+ ln 3 + ln

(
Aσ
aσ

+
1

2

)
+ ln

(
25/4Aµ√
c′aσ

)
+ 1 + ln(3

√
cp)

]
D(K,Jr)

≤
[
ln

(
72

√
2πe 25/4e

√
c√

c′

)
+ ln

[
Aσ
aσ

(
1 +

Aµ
aσ

)]
+ ln p

]
D(K,Jr).

Thus,
∫ ξ

0

√
H[.](ε,SB

(K,Jr)
, dH) dε

≤
√
D(K,Jr) ξ


√π +

√√√√ln

(
72
√
2πe 25/4e

√
c√

c′

)
+ ln

[
Aσ
aσ

(
1 +

Aµ
aσ

)]
+ ln p+

√
ln

(
1

ξ ∧ 1

)


≤
√
D(K,Jr) ξ

[
6 +

√
ln

[
Aσ
aσ

(
1 +

Aµ
aσ

)]
+
√

ln p+

√
ln

(
1

ξ ∧ 1

)]
.

Consequently, by putting

B(Aµ, Aσ, aσ, p) := 6 +

√
ln

[
Aσ
aσ

(
1 +

Aµ
aσ

)]
+
√
ln p,

we get that the function Ψ(K,Jr) defined on R
⋆
+ by

Ψ(K,Jr)(ξ) =
√
D(K,Jr) ξ

[
B(Aµ, Aσ, aσ, p) +

√
ln

(
1

ξ ∧ 1

)]

satisfies (15). Besides, Ψ(K,Jr) is nondecreasing and ξ 7→ Ψ(K,Jr)(ξ)/ξ is non-
increasing, so Ψ(K,Jr) is convenient.

B.3 Lower bound of the penalty function

Finally, according to the lower bound (18) of the penalty function, we need to
find an upper bound of ξ∗ satisfying Ψ(K,Jr)(ξ∗) =

√
n ξ2∗ and to calculate the

weights x(K,Jr) to take into account the richness of the family SB
(K,Jr)

. This can
be done along the proofs of Maugis and Michel (2011b) by replacing the dimen-
sion of the models considered by Maugis and Michel (2011b) by the dimension
D(K,Jr) of our models SB

(K,Jr)
. This leads to the two following lemmas:

Lemma 4. Consider ξ∗ such that Ψ(K,Jr)(ξ∗) =
√
n ξ2∗. Then,

ξ2∗ ≤ D(K,Jr)

n

[
2B2(Aµ, Aσ, aσ, p) + ln

(
1

1 ∧B2(Aµ, Aσ, aσ, p)
D(K,Jr)

n

)]
.

(52)
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Lemma 5. Consider the weight family
{
x(K,Jr)

}
(K,Jr)∈M

defined by

x(K,Jr) = D(K,Jr) ln

(
8ep

D(K,Jr) ∧ p

)
. (53)

Then, we have
∑

(K,Jr)∈M

e−x(K,Jr) ≤ 1.

From (18), (52) and (53), we can apply Theorem 2 as soon as there exists κ > 0
such that pen (K,Jr) satisfies for all (K,Jr) ∈ M:

pen (K,Jr) ≥ κ
D(K,Jr)

n

[
2B2(Aµ, Aσ, aσ, p) + ln

(
1

1 ∧B2(Aµ, Aσ, aσ, p)
D(K,Jr)

n

)

+(1 ∨ τ) ln
(

8ep
D(K,Jr) ∧ p

)]
.

Applying Theorem 2 leads to Theorem 1. �

C Grid of regularization parameters

Pan and Shen (2007) propose to use a deterministic regular grid, similar for
each number K of mixture components. In order to find the maximum value of
regularization parameters, they conduct a few Lasso algorithms by increasing
the value of λ until obtaining a model whose mean parameters all equal zero
but this method can reveal quite time-consuming. Moreover, the choice of the
grid step is difficult. To construct a grid of regularization parameters, another
approach is here considered. The key idea is to construct a data-driven grid GK
(depending on K) of regularization parameters by using the updating formulas
of the mixture parameters estimation in the EM algorithm computing the Lasso
solutions. More precisely, first the EM algorithm is used with λ = 0 to determine
the ML estimator (π̂0

1, . . . , π̂
0

K , µ̂
0

1, . . . , µ̂
0

K , σ̂
0). Then for all λ > 0 the parameter

estimation at the r-th iteration of the EM algorithm is considered: for all k ∈
{1, . . . ,K}, for all j ∈ {1, . . . , p},

π
(r+1)
k =

1

n

n∑

i=1

τ
(r)
ik , (54)

µ
(r+1)
kj = sign

(
νkj

(r+1)
)

max

(∣∣∣νkj(r+1)
∣∣∣− λσ2(r)

π
(r+1)
k

, 0

)
(55)

where ν(r+1)
kj =

∑n
i=1 τ

(r)
ik Yij/

∑n
i=1 τ

(r)
ik and sign(.) is the sign function. From

(54) and (55), we remark that

µ
(r+1)
kj = 0 ⇐⇒ λ ≥ πk

(r+1)

σ2(r)

∣∣∣νkj(r+1)
∣∣∣ .

Moreover, we hope that for all k ∈ {1, . . . ,K} and for all j ∈ {1, . . . , p}, the val-
ues π(r+1)

k , σ(r) and ν(r+1)
kj are not too far from the estimates π̂0

k, σ̂
0 and µ̂0

kj re-
spectively. Thus we propose the gridGK = {0, λ11, . . . , λ1p, . . . , λK1, . . . , λKp, λextra}
where

λkj :=
π̂0

k

σ̂2 0

∣∣µ̂0

kj

∣∣ ,

RR n° ????



34 Meynet and Maugis-Rabusseau

and λextra = 2max
k,j

λkj in order to ensure a mixture with very sparse mean

component vectors (the factor 2 is quite arbitrary; in practice the algorithm
stops as soon as the null solution is reached, even is λ = 2 is not reached yet).
In practice, this method is time-efficient since it only requires to run one EM
algorithm for λ = 0.
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