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Tuning of Patient Specific Deformable Models using
an Adaptive Evolutionary Optimization Strategy

Franck P. Vidal, Pierre-Frédéric Villard, atielyne Lutton,Member, IEEE

Abstract—We present and analyze the behavior of an evolution- an ad-hoc evolutionary algorithm (EA) that is able to suc-
ary algorithm designed to estimate the parameters of a compk  cessfully explore a search space with 15 dimensions (15-D).
organ behavior model. The model is adaptable to account for \ye choose an evolutionary framework because i) EAs can
patient’s specificities. The aim is to finely tune the model tdoe b d when little is k bout the function t timi
accurately adapted to various real patient datasets. It carthen € used when |l -e 'S, n_own abou 3 € .unc |0n 0 opumize,
be embedded, for example, in high fidelity simulations of the €.9. When no derivative is known, ii) this function does not
human physiology. We present here an application focused on need to be very smooth, iii) EAs can work with any search
respiration modeling. space, and iv) EAs are less likely to stop at local optima than

The algorithm is automatic and adaptive. A compound fitness |assical deterministic optimisation methods. Our olijecis

function has been designed to take into account for various to propose a fully automatic and adaptive methodoloay that
quantities that have to be minimized. The algorithm efficiery is prop y P gy

experimentally analyzed on several real test-cases: i) the patient €@ds to significantly better tuning. Our approach is generi
datasets have been acquired with the “breath hold” protocoland and can be generalized to other models when gold truth is

ii) two datasets corresponds to 4D CT scans. Its performances  available and the discrepancies between the model outpdts a
compared with two traditional methods (downhill simplex and gold truth can be numerically assessed.

conjugate gradient descent), a random search and a basic rea . . .
valued genetic algorithm. The results show that our evolutinary Section |1 briefly presents related work. The analytic model

scheme provides more significantly stable and accurate rets. ~ Of respiration is described in Section Ill. Details aboug¢ th
evolutionary algorithm are provided in Section IV. In Sec-
tion V, the performance of the algorithm is analyzed and
compared with the performance of other methods. Section VI
presents a discussion about the limitations of our approach
. INTRODUCTION Some conclusions are finally presented in Section VII.

Index Terms—Evolutionary computation, inverse problems,
medical simulation, adaptive algorithm.

High fidelity simulations of the human physiology require
complex bio-mechanical models. Such models need also to
be adaptable to account for patient's specificities. Thay cA. Optimization Based on Artificial Evolution

be. used_in var_ious me_dic.al contexts, e.g. reducing mOtionArtificial Evolution is the generic name of a large set
artifacts in positron emission tomography (PET) and CONGt techniques that rely on the computer simulation of nat-
beam computed tomography (CBCT) to improve the imagg, eyolution mechanisms. Since the pioneering works of

quantification [1], [2], accurate dose calculation in rallés- 5 “rrager H -3, Bremermann, and after them, J. Holland and
apy treatment planning [3], and high fidelity computer-lnbsq. Rechenberg, Artificial Darwinism techniques have pregre

training simulators [4]. The cal_ll_)ratlon and paramet_nmat sively gained a major importance in the domain of stochastic
of the models are therefore critical to preserve realism a'agtimization and artificial intelligence [6]

numerical accuracy. For training simulators, parametees a Their basic idea is to copy.
however, often manually tuned using trial and error. Thikta rinciples of natural evolution, which let a population be

is time consuming and it is not possible to ascertain that t aapted to its environment. According to Darwin’s theory
results are optimal. Throughout the paper, we will ConSid%laptation is based on a small set of very simple mech;a-
patient specific respiration modeling with the deformatiin sq. random variations, and survival/reproduction o th
the diaph_ragm and liver as the application gxample [5]- Ffiest individuals. Compu£er scientists have transpodesl t
each patient, 15 parameters n_eed to_be finely tungd. T0%eme into optimization algorithms. Their major advaatag
parametrization of the model is considered as an inverse: ' make only a few assumptions on the function to be

problem. It corresponqls to fitting an a“"?"y_“c model W_'t%ptimized (there is no need to have a continuous or derivable
15 parameters to experimental data. An optimization @@l ¢, tion for instance). In short, Evolutionary Optimizati

is deployed to solve the problem. Our approach makes US€Bhsiders a population of potential solutions exactly as a
population of real individuals who lives, fights and reproési

II. RELATED WORK

in a very rough manner, the
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Street, Bangor LL57 1UT, UK (e-mail: f.vidal@bangor.ad.uk in a natural environment. The pressure of this environment
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to be solved. The reproduction consists in generating n@m many variants of it (cooperation, multi-objective, agen
solutions using a variation scheme (the genetic operatioat) based approaches). It is also possible in many cases tatontr
by analogy to nature, is called mutation if it involves on¢he trade-off between computational cost and precisiomef t
individual, or crossover if it involves several individsal results via a simple parameter tuning.
Evolutionary optimization techniques are particularlyliwve The work presented here is related to the first and last items
suited to complex problems, where classical methods faiff the trend list presented above. In the literature, motteidi
e.g. due to the irregularity of the function or to the complexusually relies on generic models, such as deformable image
ity of the search space. The versatility of the evolutionarpodels in 2D [11], [12], and their extensions in 3D [13], [14]
framework has produced a variety of different optimizatioBimilar work on 3D surface registration [15] is also dealing
techniques suited for various purposes (multi-objective, with generic models for segmentation purposes.
teractive, cooperative) aimed at exploring different skar Once again for a segmentation task, Heimahal. address
spaces (discrete, combinatorial, continuous, tree-hagagh- the problem of liver surface modeling [16]. They use sttt
based, grammar-based, constrained, limited or infinithle Tshape models combined with a freely deformable, energy-
major reason of this success is the tunable combination lzfsed snake model, and were able to obtain an average surface
oriented and random search mechanisms embedded indigiance of about 1.6 mm in comparison to manual reference
evolutionary algorithm: it allows injecting priori incomplete segmentations.
information in the genetic operators, while letting somieeot  Here, we are relying on an accurate respiration model (see
more unpredictable components be randomly searched. Section 1ll) that necessitates the simultaneous fittingvad t
Success stories in various application domains prove theérface models, for the diaphragm and the liver. In this pape
power of these techniques as long as they rely on tHRe evolutionary engine that has been developed is an attemp
“partial” randomness ability: the most successful appices 1O deal with these two objectives by linear combination,
are often based on hybridization of classical and evolatipn With weights that adjust dynamically to balance the retativ
techniques. In such cases evolution is used as an “orche#ftgortance of the two objectives (see Section IV-B). To our
conductor”, that combinea priori information, and classical best knowledge this problem has never been tackled using
“local” optimizers in the evolution loop. evolutionary computing.
Considering evolutionary optimization as a “black box”
is not a good strategy in general because one may lose @GnRespiration Models
opportunity to adapt to the problem. Adapting the evolu- Regpiratory models can be used in various contexts. The
tionary mechanisms to the specificities of the problem Ushethod depends on the application that is targeted. In tadio
ally improves the efficiency of the algorithms and reducggerapy, deformable models have to be accurate and focused
its computation time. In particularly difficult problems i&  p the targeted anatomical structures (e.g. tumor or organs
always helpful to compare evolutionary approaches t0 a pygx). Such models are generally based on continuous laws
random optimization to evaluate the improvement due to th¢ mechanics, and equations are resolved using the finite-
“intelligence” set in the genetic operators. This is what Wgiement technique [17]. In computer graphics animatios, th
do in Section _V. In our context, the random search algonthpga“ty is not the focus. It is rather the impression of rerali
generates a given number of sets of 15 random parameters {flerefore many details and organs should be modeled. I [18]
The set of parameters that provides the lowest fitness qgnnragm, ribs, intercostal muscles and the external atén
extracted and corresponds to the solution of the optintirati ,odeled and the deformation is achieved by using the mass-
problem. spring technique [19]. In medical simulation, the realiss a
well as the precision are needed to teach the users the real
conditions of an operation. However the key challenge isroft
the computing time, e.g. both the visual and haptic renderin
The use of evolutionary techniques in medicine is not r@quire a high refresh rate. In [20], the method is entirglyda
recent trend: J.T. Alander clearly shows the growth of edér on geometrical constraints and the viscera are only modeled
for this topic since 1990 in the EA community [8]. In recentising a single envelope that wraps all the organs. We propose
reviews, S.L. Smith and S. Cagnoni [9], [10] identified fivdhere a method that takes into account the motion of each organ
main trends in this domain: due to the respiration using a geometrical method based on
. medical imaging and signal processing (segmentatigh€chanical-based parameters.
registration, change detection, correction, denoisirig, 3
reconstruction) Ill. RESPIRATION MODEL
« medical data and patient records mining A. Anatomy and Physiology Analysis
« clinical expert systems and knowledge-based expert sySgegpiration is a complex process that mainly involves two
tems _ _ muscles: the diaphragm and the intercostal muscles [21].
« therapy (tests, implants tuning) Respiration has also an indirect influence on all the orgéns o
« modeling and simulation the abdominal cavity, in particular the liver. It is attadhte
It is worth to note that these various applications take advathe diaphragm by the falciform ligament, and hereby follows
tage of the flexibility of the evolutionary scheme, and relits deformation and motion. The diaphragm is composed of

B. Medical Applications of Artificial Evolution
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two parts: i) the tendon where the lungs and the heart lie, apfhne:q.2 + b.y
i) the muscle part that contracts and relaxes. The diaphrag.c. + d = 0

is attached to the lower ribs and to the spine. In our case, tl
patient is lying on his/her back. We can therefore assunie th
the influence of the intercostal muscle is negligible. Dyive

Diaphragm
B. Soft-Tissue Deformation

We will mainly focus here on i) the liver, which is the treated
organ, and ii) the diaphragm, which is the active muscle ¢
previously seen. We choose to compute the deformation usi
the generalized ChainMail extension [22]. The main adwgata
of this model is its small computing time. Instead of compgti
the deformation field based on time integration of the foees
other physically-based methods [23], it only uses geoicatri
equations that are quickly computed. It also preserves ke u
of parameters that have links with bio-mechanical apprescch
the compressions;), the stretching §tr;) and the shearing d (p, G’) between a poinp belonging to a surfacé’ and a
(Sh;) wherei designates the concerned organ. surfaceG’ as follows:

To decompose the diaphragm into two parts as pointed out / . /
in Section IlI-A, we choose the Cartesian equation of a plane d(p, &) = p%%%”p mdl (1)

1o mpose a nl displacement when the ciaphragm i closellp_ S applicaon, the _root mean ~square  error
t t H H

the ribs (defined by a distand®,;;,;) and to impose a uniform (%’ ws (G, G)) defined by Eq. (2) is used.

3D force to the whole tendon part (defined @,, F),, F.)). . 1 L2

The muscle part should deform. This deformation is governed Erms (Gs, GR) “A\ Gt // . d(p,GR)"dS (2

here by the muscle intrinsic elasticity. The muscle stresch § 7 IPECs

from the point attached to the ribs to the moving tendon.

The liver attachments to the diaphragm are modeled by a
distance Daiapn) determining which points directly follow —An evolutionary algorithm is used to finely tune the pa-
the diaphragm. This rigid link simulates the compression s&meters of the deformable model. The core of the genetic
the liver by the diaphragm during the respiration procesgngine has been written in C++ using templates. It makes the
The other parts of the liver deforms following the ChainMai@pproach generic, so that it can be used for other optiroizati
algorithm. problems. However, for each specific optimization problém,
is necessary to implement the corresponding genotypetfeg.
search space), some of the genetic operators (e.g. mutation
and crossover), as well as the fithess function. This section

Various parameters have been extracted from the mog@lscribes in detail how the EA has been implemented.
previously described (see Fig. 1). These parameters agei@ni

to each patient and need to be individually customized. & her

are bio-mechanical parameters, anatomy-based geonhetrita GENOLYPE

constrains and respiration pattern information. More itieta Fifteen parameters in total have been identified in Sec-
on these parameters can be found in [7]. tions 1lI-B and IlI-C and are illustrated in Fig. 1. The evo-
lutionary algorithm explores this 15-D search space. Each
parameter corresponds to a real number, whose boundary

o values are known. The genome of individuals is thereforeemad
To optimize the model parameters we need datasets ff;g floating point numbers.

different patients but also metrics to evaluate the acquofc

the respiration model. The simulation always starts at &ad r ) ) )

inspiration state (Geometil,) extracted from the real data.B- Adaptive Fitness Function

The aim is to reach the real expiration state (Geométf) A metric (Egpars (Mo, My)) is presented in Section IlI-D

also extracted from the real data. In the 4D CT scan case evaluate the discrepancies between two polygon meshes

(GeometryGY,), going through intermediate statéss also M, and /. It is therefore possible to quantify the difference

achievable. The metrics assesses the accuracy of a sichulétetween the mesiiG%(i)) simulated using the deformable

geometryG'; compared to the ground truth geometry extractedodel with the parameters corresponding to Individi@nd

at the same time stefp the real mesh/G%,) extracted from the patient's dataset at
To compute the difference between two geometries, vetatet. For each individual, two metrics are computed (one

choose to analyze for each mesh vertex the point-to-surfdoe the diaphragm, and one for the liver). These values can

distance according to [24]. It is based on a distance measbreused to define the fitness functigfitf.css) corresponding

Fig. 1. List of the respiration model parameters.

IV. OPTIMIZATION ALGORITHM

C. Parameter Analysis

D. Model Evaluation
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to 7. The optimization consists in minimizingitness. The occurrenceV, X, Y, and Z respectively. The sum of the
simplest function is: operators’ probability is.00%. Some operators (e.g. the mu-
. N £ g - tation and the crossover) require one or several indivilual
fitness(i) = afrus (GS(Z’dep,h)’_GR(dliph),) * of the previous generation to be randomly chosen for the
(1 — a)€rums (G (3, liver), G (liver)) (3)  reproduction (i.e. the creation of a new individual based on

with 0 < o < 1 to give more or less weight to the diaphragrﬁhe chosen individual(s)). '_rhi_s process is performed by _the
or the liver. Selecting the value of is not trivial because the S€lectionoperator. The optimization stops when a stopping
numerical quantity of the error for the diaphragm and therliv Critéria is reached. _ _ o

can be significantly different. If the same weight is applied 1) Tourname_nt SelectiorDuring the evolution, _|_nd|\_/|FjuaIs

to both tissue error measurement (ieis equal to 0.5), the 2r€ Selected using tournaments. For each seleatiamividu-
predominant quantity will then have more influence on thS are randomly chosen, without any bias. The best indafidu

optimization process. We would actually expect instead tﬁénzongls_tt_ thgzv?/h;sben t"_”ff .'Z thle mfdtlr\wl idual who is selectt_ed.
importance of both tissues to be the same during the minj-2) Eliism: W% bestindividuals of the previous generation

mization. In an application such as the real-time simutatib are kept in the new .popullation. In praptice, ev_ew/ifis_equal
liver puncture, a higher level of fidelity is required for theer to 0%, the best individual is kept. In this case, if nothing better

than the diaphragm. Scaling factors on errors are intrcrdiucié found, the best individual is not lost.

to give the same relative weight to the diaphragm and liver. 3) I_\/Iuta_uon:_ X7 of the new mdmduals are createq t.)y
Eq. 3 becomes: mutating individuals of the previous generation. It mimics

N mutations in a genomic sequence that are observed in molec-
= g ERMS (G (i, diaph), G%(diaph)) + _ular biology a_nd genetics. For each mutation, an individual
RMS is selected using the selection operator. The genotypeeof th
(1-a) ‘g £ g selected individual is copied into the genotype of the new
Eliver, Erms (GS(Z’lweT)’GR(lweT)) ) individual. The numerical value of each gene is then slightl
] Liver diaph ) .. altered to introduce spontaneous and random changes. The
with Eifs and &y the error metrics of the best indi- nge of possible random changes is controlled by the value
vidual provided by the previous generation for the liver and | ¢jassical implementations, this value is fixed. However
diaphragm respectively. For each iteration of the evolutiqneqretical studies have shown that a variable, adaptigelér
loop, these metrics are update((jl.jg)r_ practical reasens, ,qantive mutation is beneficial in optimization [25]. Adapt
rescaled so that the sufzr + grme is equal to one. mutation is actually a scheme that has been made experimen-
tally evident in natural population (see for instance [26dat
C. Genetic Engine stress mutation in bacteria populations). Here, we haveaiho
An elitist generational genetic approach is used (see Fig. & US€ an adaptive strategy foyin the style of stress mutation.
For each optimization loop performed by the genetic enginE'€ @daptation rule produces greatefor “bad individuals”
a new population based on the previous generation is ckk€: 1arge fitness) and smaller ones for “good individual”
ated. The population size is made constant. Each gene(gpall fitness). The idea is to favor large exploration atbun
an individual is initialized using an uniform distributicto  °2d individuals, whilst performing fine tuning in the vidi

randomly chose a value within its range of validity. Duringzf good individuals.o is then controlled depending on the
the optimization loop, a genetic operator is randomly chos tness value. It makes use of a scaled and stretched cosine

fitness(i)

to create a new individual. Genetic operators arefifjsm, ii)y ~function:
mutation iii) crossoverand iv)new blood They are described Omin, [ < [ilmin
in detail below. Each operator is assigned a probability of Omazs [ > [ilmas
U( = Omin + (Umam - Umin) X (5)

f—Ffitms
cos (7 X g e ) +1.0

Stopping X0 , otherwise
C”te"w Solution f corresponds to the fitness of the individual who will un-
i dergo a mutations(f) smoothly varies between the smaller
(fitmin) and the largen fit,,q..) fithess thresholds respec-
tively. If f is smaller thanfit,,;,, o is then o,,; if the
individual's fitness is greater thafiit, .., o is then o,,q.
(with 0,5, and o4, two constant values set by the user).

Mutation is performed via the addition of a shifffset to
the genome’s value, whose value is:

offset = range o o(Fitness(i)) x k (6)

with range the interval size of the valid values of the genomes,
and o (Fitness(i)) the amount of mutation corresponding to
the fithess of Individual, and £ a random number in the
interval [—1, 1].

Elitism

oumament
Selection

W%

XO/U

YO/U

Z%

Population Population
(N) (N+1)

Ranking ‘

Fig. 2. Evolutionary loop.
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3 P Name Image size Spacing [mih Protocol
4) Blend CrossoverY % of the new individuals are created Pafient AT EI5xE15x 13610510625 Breath Fold
using BLX (for blend crossover) [27]. For each crossover Patient B | 512x512x75  0.98<0.98x5  Breath hold
: ; F . . H Patient C | 512x512x 139 1.171.17x 2 Breath hold
operation, two individualgi; and i5) are selected using the Pationt b | 512x512% 141 000082 4D CT scan
selection operator. Each component (or chromosome) of the Patient E | 512x512x287  0.71x0.71x1 4D CT scan
genome of the new individual will be given by a random TABLE |
combination of the corresponding chromosome;pfand iy PATIENT DATASET PROPERTIES

as follows:
C=kCy+ (1 —-E)Cy @)

with ' the numerical value of the chromosome of the negeathes normally. For Patients A, B and C, a single optimiza
individual, ¢, the numerical value of;'s chromosome(’s the oy problem each needs to be solved. For patients with 4D
numerical value of,’s chromosome, andl a random number ¢t scans, one optimization problem per time step needs to be
between O and 1. For each chromosome, a fievalue is  gqjyed. Note that for such patients, the values presenttidsin
chosen. o section correspond to average values over the 10 time steps.
5) New Blood: Z% of individuals are replaced by new gyery CT scan has been segmented to extract the organs that
random individuals. Such individuals are created using thge required by the simulation model. Medical expert caltab
same method as during the initialization. This operataves! 5tors have manually segmented the data using a graphét.tabl
“new blood” to continually enter the population.. It gorresqul.s. The contouring process has been performed using ITKSnap
to a “pure random search” component and maintains a minin&d|ygon meshes were then exported after using the Marching
diversity level in the population. Cube algorithm [31]. Meshes were decimated and smoothed to
6) Stopping Criteria: Stagnation is the stopping criteria thahave about 2,000 vertices per organ. The manual segmentatio
has been chosen, i.e. the optimization process is stopped WBrocess of a CT scan takes on average 2 hours per liver and
artificial evolution does not improve the result. In praetic 3 hours per diaphragm. Fig. 3 shows an input medical image

when s successive evolution loops provide exactly the samgih the manual segmentation of Patient B's diaphragm. In
best individual, the optimization process is stopped, dmsl t {ota 26 3D CT scans were segmented.

individual is the solution to the optimization problem.

V. RESULTS AND VALIDATION

This section shows the performance of the evolutional
algorithm in term of accuracy. The results are compare
with the outputs of: i) a pure random search to evaluaj
the improvement provided by the genetic operators, ii)
basic real-valued genetic algorithm (GA) used as a black (a) Axial view. (b) Sagittal view.
box evolutionary optimization to assess the efficiency af ou
new genetic operators, and iii) more traditional methods ,

Downhill simplex method [28] and Powell's conjugate gra: // -
dient descent method [29] — for further comparisons. Fohea P

tested case, every stochastic optimization process has b
repeated 15 times. For each optimization process, theserr
were recorded and taken into account during the statiséstd
presented in this section. It allows us to ascertain theceffe
tiveness and usefulness of the evolutionary algorithm,tae
demonstrate that it outperforms the brute force algorittiva, Fig. 3. Diaphragm manual segmentation (here in white).
black box EA, and the classic methods.

oy, St

(c) 3D view. (d) Coronal view.

A. Input Data B. Evolutionary Algorithm Parameters

Abdominal images with respiration information are rou- Table Il provides a summary of the algorithm’s parameters.
tinely acquired during radiotherapy treatment planningewh Two different sizes of population (50 and 200) are used to
knowledge of the tumor displacement is required to perforassess the stability of the algorithm. is set to 33% to
the dose calculations. Five patient specific datasets heee bgive more weight to the liver than the diaphragm, without
selected (see Table ). Three datasets (Patients A, B andn@ylecting the diaphragm.
have been acquired with the “breath hold” protocol, i.e hwit
only two time steps corresponding to the inhale and exhate Performance Comparison
states. The patients are asked to hold their breath follpwin Box plots have been produced for each patient. Fig. 4

the "ABC” protocol [30]. Two datasets (Patients D and E) osents the results for Patient B as an illustration. Rigdor
correspond to 4D CT scans with ten time steps each. The

data was acquired over the respiratory cycle while the patie !http://imww.itksnap.org/ (last accessed: 31/05/2012)
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population size ) 50 and 200
o 33%
tournament size 5% of the population size|
elitism (W) 9%
mutation probability ) 55%
crossover probability X') 35%
new blood probability £) 1% 9
Omin 0.001 £
Omaz 0.2 £ 35 Diaphragm weight -
(o2}
stopping criteria £) 10 g 30
TABLE Il 25
EVOLUTIONARY ALGORITHM PARAMETERS. 20
15
10
Patient A Patient B Patient C Patient D Patient E 0 5 10 15 20 25 30 35 40 45
Ad hocEA 15093 5933 8320 6753 11493 Generation number
Pure random search 15093 5933 8320 6753 11493
Basic real-valued GA | 26053 16107 37253 13928 oo . ] ] ] dianh o
Downhill simplex 1135 3012 965 690 3010 Fig. 5. Evolution of the diaphragm Welgm,/SRAfs , for 15 optimization
Conjugate gradient desceint 4351 7298 2907 4390 17867 runs for Patient B.

TABLE Il
AVERAGE NUMBER OF FITNESS EVALUATIONS
optimization methods when applicable.
Table IV shows the average root mean square efigji(s)

of the liver and diaphragm for each patient and for each
other patients present the same features. It shows thesdoror optimization technique. It also presents the result of a-non
both the diaphragm and the liver after optimization using thparametric statistical hypothesis test — the Wilcoxon eign
different methods. A population of 200 individuals provdderank test — that is used to compare the performance of our
relatively stable results with thad hocEA. This population Ad hoc EA with other methods. The size of the samples
size has therefore been used for further statistical aisalith is 15. If the value of the Wilcoxon signed-rank testV)
other methods. Note that for each patient care is given to usenegative, then thedd hoc EA performs better than the

other algorithm. IfW is close to 0, then both algorithms

8 — are performing similarly. The results show that only our
iaphragm SN . . .« w .

;  ver . evolutionary algorithm can minimize successfully both the
e | ¥ i i i error of the liver and diaphragm. The only positive value

6

has been obtained for Patient A's diaphragm using the gnadie
5 I descent method. However the corresponding value for tke liv
4 I i } i l was negative. Classic optimization methods fail to exptbee
15-D search space to minimize the two error values. This is
- particularly true for the downhill simplex method. The lasi

Root Mean Square Error [mm]

2 real-valued genetic algorithm is very slow and fails to cange
e L0 e 508" vt ot Wi e Compuiing - conlighte - Moade in some cases (see Patient E in Table Ill). In our application
individuals with 50 and 200 time corresponding to : gradient : downhill

respectively - ndviduale ;wgaegggagg%gelg descent _ simplex artificial evolution can effectively explore a large seasgace

H ‘individuals respectively: H . . .

i B without a priori knowledge.

Table V presents the resulting parameters found by our
Fig. 4. Root mean square errors for the Patient B's diaphragoh liver method for the 15 optimization run$ Qf each F_)a“em- The
using theAd hocEA, pure random search, basic real-valued GA, downhiliverage value and the standard deviation are given for each
simplex, and conjugate gradient descent methods. parameter. Some parameters found over 15 runs are rejativel
close (e.g. the diaphragm plang ¢, ¢ and d)) whilst others

the same amount of computing time for the random searBigy significantly differ (e.gD;.s and Stry).
than ourad-hocevolutionary algorithm (see Table Il for the

numerical values). In one case (Patient E), the basic real- VI. DiscussION
valued genetic algorithm fails to converge in an acceptableThe comparison with pure random search provides a good
time. assessment of the added value of the genetic engine, i.e. the

Fig. 5 presents the evolution of the diaphragm weiglimprovement due to the random search oriented by the genetic
(a/ngf’g) in the fithess function of Patient A (note thabperators over a “blind” random search. The pure random
the weight of the liver is complimentary and it correspondsearch used the “evolved” fitness function for comparison.
tol— a/5é§%‘. The weights are updated for each iteratioit represents a disadvantage for the evolutionary apprdach
of the evolution loop (see Section IV-B). It shows that thés difficult to evaluate the algorithmic cost of the adamtati
final weight are consistent amongst the 15 runs. For eashthe fitness function in the evolutionary algorithm. It is
run, the shape of the curve is similar. The same phenomeharefore not considered in the comparisons displayedynd-i
are observed for every patient. It is therefore acceptableand Tables Il and IV. Despite this structural disadvantage
use the “evolved” fitness function for comparison with othéhe evolutionary approach surpasses the random search. For
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Patient A Patient B Patient C Patient D Patient E
Erms W |Erms W |Erms W |Erms W | Erms W
Ad hocEA D?aph 2.05 N.AJ[| 453 NA | 206 NA.| 363 NA.[ 884 NA

Liver | 295 N.A.| 242 NA.| 285 NA.| 216 NA.| 443 NA.

Diaph| 2.27 -96| 477 -84] 2.17 -102[ 406 -93| 9.30 -45

Liver | 3.18 -88| 3.02 -118| 2.94 -120| 2.24 -42| 4.87 -34

Diaph| 2.21 -102| 458 -18] 2.10 -76] 3.81 -12| N.A. NA.

Liver | 3.13 -44| 2.69 -120| 2.88 -78| 245 -35| N.A. NA.

Diaph| 3.67 -120] 7.15 -120] 9.65 -120[ 522 -119] 9.95 -68

Liver | 21.89 -120| 6.55 -120| 13.04 -120| 8.39 -120| 12.72 -120|

r}Eiaph 2.00 96 | 549 -120[ 2.33 -120] 5.33 -112] 9.91 -33
iver | 596 -120| 6.55 -120| 5.47 -120| 3.55 -109| 6.41 -50

Pure random search

Basic real-valued GA

Downbhill simplex

Conjugate gradient desce|

TABLE IV
PERFORMANCE COMPARISON OF THEAd hOCEVOLUTIONARY ALGORITHM, PURE RANDOM SEARCH BASIC REAL-VALUED GENETIC ALGORITHM,
DOWNHILL SIMPLEX, AND CONJUGATE GRADIENT DESCENT METHODSER s |S THE AVERAGE ROOT MEAN SQUARE ERROR IN MILLIMETERSW IS
WILCOXON SIGNED-RANK TEST BETWEEN THEAd hocEA AND THE OTHER METHODS

Patient A Patient B Patient C Patient D Patient E
a 00 £ 01| 00 £ 01| 00 £ 01| 00 £ 01| 00 £ 01
b 00 + 01|00 + 01|00 + 01| 00 + 01| 00 =+ 0.1
c 09 &+ 00| -09 £ 00|-09 £ 00|-09 £ 00| 09 + 00
d 1141 + 7.8 (1137 + 921108 + 1351173 + 10.1|-995 + 148
Cy 04 + 02| 04 + 02|06 + 02|05 + 02| 04 + 02
Strq | 51 4+ 13| 52 + 18| 56 £ 19| 52 + 21|55 + 17
Shy 47 + 17|39 + 20| 49 + 20|50 + 24| 45 £+ 19
F, 06 + 06| 39 + 04|06 + 01| 20 + 23|03 =+ 27
F, 35 + 02| 18 + 07| 62 + 07| 24 + 20| -13 + 28
L 58 4+ 10| -81 £+ 05| -79 £ 04| 13 + 18| 42 + 39
Dyivs | 197 £ 14.2| 159 + 136|199 + 51| 113 + 78| 117 + 106
C, 05 + 01| 04 + 02| 05 + 02| 05 + 02| 05 =+ 02
Stry 82 + 68| 59 + 37167 + 55| 52 + 20| 49 £ 19
Shy 15 + 17| 43 4+ 26| 59 4+ 19| 46 4+ 24| 26 + 16
Dgiapn | 33 + 07| 13 4+ 07| 07 + 03| 41 + 22| 40 + 07

TABLE V

PARAMETERS AFTER OPTIMIZATION USING THEAd hocEA.

a given amount of computation time, the best results atfee diaphragmii.p»). This is becausé g;.,, Mimics a very
obtained using our evolutionary algorithm. thin ligament attaching the liver to the diaphragm.

Our genetic engine is also more efficient than the basicFinally, Fig. 6 shows 3D plots of surface meshes for all the
real-valued genetic algorithm used as a black box optimiz@gtients. The printed color depends on a lookup table (LUT)
Our method provides more accurate results using less cdit corresponds to the localized error. Its range varies fr
putational power. Our algorithm also outperforms the dtasdlue for no error to red for the maximum error. The motion
optimization methods that were used for comparison pusposi fairly well compensated using our genetic algorithm.

The diaphragm errors are larger than liver errors for P2,
tients B, D and E. This is due to the fact that the spatial < 9 J 20 frmmi
time resolution of the initial datasets was lower than in th¥® . /" < l

other test cases. For Patient B, the slice thickness is 5 m ;
i.e. much larger than the diaphragm thickness (less than 2 mi ’ ‘ ’ I
Patients D and E make use of 4D CT data. In such cases, the. . A Patient B Patient C patient D patient £ ™

inaccuracies are due to the motion artifact (known for fhgrr

. . ig; 6. 3D plots of surface meshes with localized errors. Tit& row
tissue edges). For Patients B, D and E, the reconStrUCE#gNs the initial difference map between real inhale andl eghale states.

surface of the diaphragm is then over-smoothed. The qL(EﬂitYThe second row shows the difference between real exhaleirmndated exhale
the geometrical models is then less accurate. The diaphragith our genetic algorithm.

is a relatively thin tissue. Inaccuracies are attenuatedhe
liver as it is a much larger organ than the diaphragm.

Let's analyze the value of parameters presented in Table V. VII. CONCLUSION AND FUTURE WORK
The plane coefficientsi(andb) are very close to zero. It was We have presented an artificial evolution strategy to finely
to be expected as it roughly corresponds to a transverse.planne the parameters of a multidimensional model of respi-
The force ¢, F,, F.) is mainly orthogonal to this plane. Theration with soft tissue deformations. Its efficiency hasrbee
ChainMail parameters are very high for both organs. Thialidated using five datasets of real patients (that is Z8rint
is due to the large deformations that occur: the contractioptimization problems in total). The advantage of artificia
and relaxation of diaphragm muscle as well as the softdissevolution over the downhill simplex, the conjugate gratlien
behavior of the liver. Finally, the attachment distanceighbr descent, the purely random search, and a black box basic real
from the diaphragm to the ribgX.;;s) than from the liver to valued genetic algorithm has also been demonstrated. tResul

o
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obtained using our artificial evolution framework were both[g] J. T. Alander, “Indexed bibliography of genetic algbrits in medicine,”
more accurate and more stable. University of Vaasa, Department of Electrical Engineeramgl Automa-

h d uti T . d L tion, Report 94-1-MEDICINE, 2007, updated 2010/01/15.
T e_propos_e _eVO utionary 0pt|m|za_t|on IS a ap_tlve n tv_vc[g] S. L. Smith and S. Cagnoni, “Introduction to the specsaitie on medical
ways: i) mutation is adapted based on fitness, and ii) thelweig  applications of genetic and evolutionary computatioBgnet Program

the two-objectives compound fitness is automatically hzgdn Evol M, vol. 8, no. 4, pp. 297-299, Dec. 2007. o
[10] ——, Genetic and Evolutionary Computation: Medical Applicato

along calculations. ) ] ) John Wiley & Sons, 2011.
We also demonstrated that this compound fitness functifia] L. Ballerini, “Genetic snakes for color images segnagioh,” in Ap-

effectivelv takes into account various properties of thedet plications of Evolutionary Computing: EvoWorkshops 208ér. Lect
y prop p Notes Comput Sc, vol. 2037, 2001, pp. 268-277.

€.g. minimizing several error values for_the liver and thgo] c. Mcintosh and G. Hamarneh, “Spinal crawlers: Defdsiearganisms
diaphragm. The approach can be generalized to other models for spinal cord segmentation and analysis,” Med Image Comput

when gold truth is available and the discrepancies between t ggg“_%‘itsASSiSt Intervser. Lect Notes Comput Sc, vol. 4190, 2006, pp.
model outputs and gold truth can be numerically assessed|13] — “Vessel Crawlers: 3D physically-based deformabtganisms for

The current solution that is to balance the different objec- vasculature segmentation and analysis,”donf Comput Vis Pattern

; ; ; ; ; iai ; Recognit 2006, pp. 1084-1091.
tves in a smgle fitness function can be revisited. We WIHIA] A. Hill, A. Thornham, and C. J. Taylor, “Model-based enpretation of

investigate other composition strategies (e.g. muligtiie 3D medical images,” iBr Mach Vis Conf BMVA Press, 1993, pp.

instead of additive). Other evolutionary approaches vsibde 339-348.

; . ; [15] C. K. Chow, H. T. Tsui, and T. Lee, “Surface registratiosing a
considered. A cooperative coevolutlonary ?’pproaCh [32] ¢ dynamic genetic algorithmPattern Recogrnvol. 37, no. 1, pp. 105-117,
be used as the problem we presented here includes most of the ogo4.

features that have been identified to be difficult to solvagisi[16] T. Heimannet al, “A shape-guided deformable model with evolutionary

single-population evolutionary algorithms but it is efiotly f)lg‘éfirgf;‘g:ggif;'ggyogpfoi _31|32 soft tissue segmentatioim, Inf Process
addressable using cooperative-coevolution: [17] A. Al-Mayah et al, “Effect of friction and material compressibility
. the search space is complex (e.g. 15-D) on deformable modeling of human lung,” iroceedings of the 4th

. L international symposium on Biomedical Simulatiger. ISBMS ’08.
« the problem can be split (e.g. minimizing the error for  gpringer-verlag, 2008, pp. 98—106.

both the liver and the diaphragm) [18] V. B. Zordanet al, “Breathe easy: model and control of simulated

. thereis a strong interdependence between the COmponemsrespiration for animation,” inProceedings of the 2004 ACM SIG-
. . .. . . RAPH/Eurographics symposium on Computer animatieer. SCA
of the solution (e.g. the diaphragm is influencing the liver) 04, 2004, pp. 29-37.

Also a Classical multi-objective evolutionary approackeli [1°] an'aZ's ngﬂﬁlgzr;itgmgb?é%iggﬁ i“nRgeSaloftiiﬂi gg;ﬂﬁtgfgggﬁ:cussnﬁger
the famous NSGA-II [33] will be also considered for dealing | 5ional 1998 1998, pp. 156-165.

with multiple objectives. Since these methods are able ] A. Hostettleret al, “A real-time predictive simulation of abdominal

perform an optimization without setting any priority betve ‘éﬁge,\f/lao lggjlig?f;o?géygoﬁliigg frnegf gf?%thipnb@’ffggefslgnzl Bzi%ri%ysics
the objectives, they provide a set of potential COMPromisgs; k. Moore, A. F. Dalley, and A. M. R. AgurClinically Oriented

between the various objectives, the Pareto set. To be ajjdic Anatomy 6th ed. Lippincott Williams & Wilkins, 2009.
in our context it is necessary to select a single acceptaEﬂé] S. F. Gibson, “3D chainmail: a fast algorithm for defangp volumetric

. objects,” inProc Symp on Interactive 3D Graphic¥997, pp. 149-154.
solution from the Pareto set at the end of the process. T[EQ U. Meier et al, “Real-time deformable models for surgery simulation:

superiority of such a strategy in our context is not obviass, a survey,” Computer Methods and Programs in Biomedigivel. 77,
the time spent to obtain a good approximation of the whole = no- 3, pp. 183-197, 2005.

. 24] N. Aspert, D. Santa-Cruz, and T. Ebrahimi, “MESH: Measg Errors
Pareto set may be better used to perform calculations fdcuée between Surfaces using the Hausdorff distancePrioc IEEE Int Conf

on a single compound and well chosen objective. on Multimedia and Expovol. 1, 2002, pp. 705-708.
[25] T. Back, “Optimal mutation rates in genetic searclh’Rroc 5th Int
Conf on Genetic Algorithmsl993, pp. 2-8.
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