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Abstract: Translation validation was introduced in the 90’s by Pnueli et al. as a technique
to formally verify correctness of code generated from the data-flow synchronous language Signal.
Rather that certifying the code generator (by writing it entirely using a theorem prover) or exhaus-
tively qualifying it (by obeying to the 27 documentations required as per the DO-178C) translation
validation provides a scalable approach to assessing the functional correctness of automatically gen-
erated code. By revisiting transition validation, which in the 90’s suffered from the limitations of
theorem proving and model checking technologies available then, we aim at developing a scalable
and flexible approach that can apply to an existing 500k-lines implementation of Signal, Poly-
chrony, and handle large-scale, possibly automatically generated, Signal programs, while using
of-the-shelf, efficient, model-checkers and Sat/Smt-solving libraries.
We implement translation validation in step-by-step fashion, by proving each transformation of an
initial specification separately from the others, until the latest step of actual C-code generation. In
this paper, we focus on proving the preservation of timing properties during the compilation process.
We use an SMT-solver (Satisfiability Modulo Theory) for checking that the, so-called, implicit clock
model of a specification as a formula over boolean variables conforms to its implementation. This
boolean formula is an important transformation performed by the compiler, as it deterministically
characterizes the presence/absence status of all discrete signals manipulated by the specification
(inputs and outputs) given that of its trigger.

Key-words: Formal Verification, Translation Validation, Certified Compiler, SMT Solver, Multi-
clocked Synchronous Programs, Embedded Systems



Vérification Formelle des Transformations sur Les Horloges
dans Compilateurs Synchrones des Données de Flux

Résumé : Translation validation was introduced in the 90’s by Pnueli et al. as a technique
to formally verify correctness of code generated from the data-flow synchronous language Sig-
nal. Rather that certifying the code generator (by writing it entirely using a theorem prover) or
exhaustively qualifying it (by obeying to the 27 documentations required as per the DO-178C)
translation validation provides a scalable approach to assessing the functional correctness of au-
tomatically generated code. By revisiting transition validation, which in the 90’s suffered from
the limitations of theorem proving and model checking technologies available then, we aim at
developing a scalable and flexible approach that can apply to an existing 500k-lines implementa-
tion of Signal, Polychrony, and handle large-scale, possibly automatically generated, Signal
programs, while using of-the-shelf, efficient, model-checkers and Sat/Smt-solving libraries.

We implement translation validation in step-by-step fashion, by proving each transforma-
tion of an initial specification separately from the others, until the latest step of actual C-code
generation. In this paper, we focus on proving the preservation of timing properties during the
compilation process. We use an SMT-solver (Satisfiability Modulo Theory) for checking that the,
so-called, implicit clock model of a specification as a formula over boolean variables conforms
to its implementation. This boolean formula is an important transformation performed by the
compiler, as it deterministically characterizes the presence/absence status of all discrete signals
manipulated by the specification (inputs and outputs) given that of its trigger.

Mots-clés : Formal Verification, Translation Validation, Certified Compiler, SMT Solver,
Multi-clocked Synchronous Programs, Embedded Systems



Formal Verification of Transformations on Abstract Clocks in Synchronous Compilers 3

1 Introduction

Adhering to the synchronous paradigm, synchronous data-flow languages such as Lustre [12]
or Signal [11] have been introduced and successfully used to design and implement embedded
software architectures and critical real-time systems. Each synchronous data-flow language, it is
generally associated with a compiler which transforms, compiles synchronous programs written in
synchronous languages. For safety-critical, high-assurance systems, to obtain the reliability, these
systems are verified by the use of formal methods (e.g. model checking, program proof, and static
analysis). However, and before code can be generated, the compilation of high-level, synchronous,
specification is a complex process that involves many analysis and program transformation stages.
Some transformations may introduce additional informations or constraints, to refine the meaning
of the original specification and/or remove or specialize the behavior of the source specification,
such as optimization, static scheduling. Thus, and even if compliant with a "five-nines" (99.999%)
reliability, large-scale use of compilers for large specifications may improbably yet not uncertainly
yield bugs. One, nonetheless, expects the formally verified behavior of the source specification
to be preserved in the code automatically generated from it and naturally requires it to be
formally checked as well. In addition, the formal verification are applied to the source code
of a synchronous program. The semantic preservation from the source code to its compiled
program guarantees that all the formally verified properties are carried from the source code to
the compiled program.

Means to circumvent compiler bugs are to entirely rewrite the code generator (in our case,
e.g., the 500k C-code lines Signal compiler) using a theorem proving tool such as Coq, or qualify
its compliance to DO-178C recommendations for a particular execution platform, or to formally
verify the conformance of its output to its input for each run of the code generator. The first
solutions yield a situation where the code generator can either hardly or impossibly be further
optimized and updated, whereas the last one provides ideal separation between the tool under
verification and its checker.

In this aim, translation validation was introduced in the 90’s by Pnueli et al.[19, 20] as a
technique to formally verify the correctness of code generated from the data-flow synchronous
language Signal using model checking. Rather than certifying the code generator (by writing it
entirely using a theorem prover) or qualifying it (by obeying to the 27 documentations required as
per the DO-178C) translation validation provides a scalable approach to assessing the functional
correctness of automatically generated code. By revisiting transition validation, which in the
90’s suffered from the limitations of theorem proving and model checking techniques available
then, we aim at developing a scalable and flexible approach that applies to an existing 500k-
lines implementation of Signal, Polychrony, and is capable of handling large-scale, possibly
automatically generated, Signal programs, while using of-the-shelf, efficient, model-checkers
and Sat/Smt-solving libraries [6, 16].

Our approach is to apply formal methods to the compiler transformations itself in order to
automatically generate formal evidence that the semantics of the source program is preserved
during program transformation and compilation, as per applicable qualification standards (DO-
178C). Moreover, and on the contrary to previous or related approaches, our aim is to provide
means for implementing this approach in a scalable way which, unlike specifications of Smt-
solving techniques within theorem provers, uses modern model checking tools or efficient Smt
libraries to achieve the expected goals: traceability and formal evidence.

We implement translation validation in step-by-step fashion, by proving each transforma-
tion of an initial specification separately from the others, until the latest step of actual C-code
generation. In this paper, we focus on proving the preservation of timing properties during the
compilation process. We use an SMT-solver (Satisfiability Modulo Theory) for checking that the,
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4 Ngo & Talpin & Le Guernic

so-called, implicit clock model of a specification as a formula over boolean variables conforms
to its implementation. This boolean formula is an important transformation performed by the
compiler, as it deterministically characterizes the presence/absence status of all discrete signals
manipulated by the specification (inputs and outputs) given that of its trigger.

The remainder of this paper is organized as follows. Section 3 introduces the formal model
describes the abstract clocks, and clock relations, called clock model. Section 4 presents the
translation of synchronous program into the clock model. In Section 5, we consider the defini-
tion of correct transformation on abstract clocks which formally proves conformance between the
original specification and that reverse-engineered from its compiled program. Section 6 addresses
the application of the verification process to the Signal compiler, and its implementation inte-
grated in the Polychrony toolset [17]. Section 7 presents some related works, concludes our
work and outlines future directions.

Inria



Formal Verification of Transformations on Abstract Clocks in Synchronous Compilers 5

2 Preliminaries
In this section, we will recall some basic elements of propositional and first-order logics, their
semantics and validity, satisfiability checking problems [10, 13].

2.1 Propositional logic
The expressions in propositional logic are called propositional formulas which can be any string
whose evaluation is either true or false. Propositional formulas are expressed in a propositional
language which consists a countable set P whose elements are called boolean variables and denoted
by p, q, r.

Definition (formula.) Propositional formulas are defined inductively as:

• Every boolean variable is a formula, called atom,

• > and ⊥ are formulas,

• If A1, A2 are formulas, then A1 ./ A2 is a formula.

where ./∈ {∧,∨,¬,→,↔} used to build formulas are called connectives. A formulas of forms
A1 ∨A2, A1 ∧A2 are respectively a disjunction and conjunction.

The semantics of propositional logic is based on the following assumptions: (i) the mean-
ing of atomic propositions depends on their interpretation, (ii) the meaning of more complex
propositions depends on the meaning of their components as it is shown in Table 1.

Definition (boolean value, interpretation, truth. ) A boolean value (or truth value) is either
1 or 0. An interpretation (or truth assignments) for a set of boolean variables P is a mapping
from P to the set of boolean values {1, 0}.

Interpretations can be extended to arbitrary propositional formulas inductively as following:

• I(>) = 1 and I(⊥) = 0.

• I(A1 ∧ ... ∧An) = 1 iff I(Ai) = 1 for all i.

• I(A1 ∨ ... ∨An) = 1 iff I(Ai) = 1 for some i.

• I(¬A) = 1 iff I(A) = 0.

• I(A→ B) = 1 iff I(A) = 0 or I(B) = 1.

• I(A↔ B) = 1 iff I(A) = I(B).

Given an interpretation I, we say that formula A is true (respectively false) in I if I(A) = 1
(respectively I(A) = 0), denoted by I |= A(I 6|= A).

The following definition defines the satisfiability, validity, and equivalence of formulas.

Definition (model, satisfiability, validity, equivalence) An interpretation I satisfies a formula
A if A is true in I, and I is called a model of A. A formula A is satisfiable (valid) if it is true
in some (every) interpretation. A valid formula is called tautology. Two formulas A and B are
equivalent (A ≡ B) if every model of A is a model of B, and vice versa.

The above definition can be generalized to sets of formulas as follows. We say that an interpre-
tation I is a model of a set of formulas S if it satisfies every formula in S, denoted as I |= S.
A set of formulas is satisfiable if there exists some model. We consider here some main lemmas
which are useful for the problems of checking equivalence, validity, and satisfiability.
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6 Ngo & Talpin & Le Guernic

∧ 1 0 ∨ 1 0 ¬ → 1 0 ↔ 1 0
1 1 0 1 1 1 1 0 1 1 0 1 1 0
0 0 0 0 1 0 0 1 0 1 1 0 0 1

Table 1: Operators semantics

Lemma 2.1 (i) A formula A is valid iff ¬A is unsatisfiable. (ii) A formula A is satisfiable iff
¬A is not valid. (iii) A formula A is valid iff A is equivalent to >. (iv) Formula A and B are
equivalent iff the formula A↔ B is valid.

Proof The proofs of properties (i), (ii), (iii), (iv) use the same method. Thus, we will only prove
property (iv).
⇒) Assume that A ↔ B is valid, given any interpretation I, we have I |= (A ↔ B), following
the truth table of ↔ we can see that I |= A iff I |= B, so A and B are equivalent.
⇐) Assume that A and B are equivalent, given any interpretation I. If I |= A, then by the
equivalence I |= B, thus I |= A ↔ B. In the similar way, if I 6|= A, then by the equivalence
I 6|= B, and hence I |= A↔ B. Therefore, A↔ B is valid.

The following lemma can help us reduces satisfiability checking for set of formulas to satisfiability
checking for a formula.

Lemma 2.2 Let S = {A1, ..., An} be a finite set of formulas. Then S is satisfiable iff the formula
A1 ∧ ... ∧An is satisfiable.

Proof We prove in the same manner as the proof of Lemma 2.1 by using the interpretation
property of A1 ∧ ... ∧An and the truth table of ∧. Hence, we omit the detailed proof here.

Evaluating a formula in an interpretation can be formalized as the following decision problem:

Definition (formula evaluation. ) Formula evaluation a decision problem whose instance is a
pair (A, I), where A is formula and I is an interpretation. The answer is "yes" if I |= A.

We can evaluate formulas in interpretations by using straightforward the above definition. In
other hand, we can first evaluate its sub-formulas, then using the truth tables to evaluate the
formula.

Example We consider the formula A = (p→ q)∧ (p∧ q → r)→ (p→ r) and the interpretation
I = {p 7→ 1, q 7→ 0, r 7→ 1}. The decision problem using the evaluations of sub-formulas is
described as Table 2. Verification engines that can reason on propositional formulas to answer
whether I |= A are called Sat solvers.

2.2 First-order logic

As with propositional logic, expressions in first-order logic are made up of sequences of symbols
which divided into two categories: logical symbols and non-logical symbols or parameters. Logical
symbols consists of parentheses ((, )), propositional connectives (¬,∨,∧,→,↔), variable, and
quantifiers (∀,∃). Parameters consists of equality symbol (=), predicate symbols (e.g. x > y),
constant symbols (e.g. 0, π), function symbols (e.g. x + y ∗ z). Each predicate and function
symbol has an associated arity which is a natural number indicating how many arguments it
takes. Equality and constant symbols can be considered as a special predicate symbol of arity 2,

Inria



Formal Verification of Transformations on Abstract Clocks in Synchronous Compilers 7

subformula value
1 (p→ q) ∧ (p ∧ q → r)→ (p→ r) 1
2 (p→ r) 1
3 (p→ q) ∧ (p ∧ q → r) 0
4 (p ∧ q → r) 1
5 (p→ q) 0
6 p ∧ q 0
7 p 1
8 q 0
9 r 1

Table 2: Evaluation of formula using truth tables

and a function of arity 0, respectively. We denote P is the set of predicate symbols, F is the set
of function symbols, C is the set of constant symbols. And Σ = P ∪ F ∪ C is called a signature.

As propositional logic, the expressions in first-order logic are called formulas which can be
any sequences of symbols (logical and parameter symbols) whose evaluation is either true or
false. First-order formulas are expressed in a first-order language which must first specify its
parameters. First, we consider the terms of a first-order language which made up of logical and
parameter symbols as following:

Definition (terms. ) Terms are defined as follows.

• Any variable is a term.

• If c ∈ C, then c is a term

• If t1, ..., tn are terms and f ∈ F with arity n > 0, then f(t1, ..., tn) is a term.

• Nothing else is a term.

Or we can write in Backus Naur form: t ::= x | c | f(t, ..., t) where x is a variable. Given the
definition of terms, we can now define the formulas in first-order language.

Definition Given the set of terms, first-order formulas are defined inductively as follows:

• If P ∈ P whose arity n ≥ 1, and t1, ..., tn are terms, then P (t1, ..., tn) is a formula (atomic
formula).

• If φ is a formula, then ¬φ is a formula.

• If φ and ψ are formulas, then so are (φ ∨ ψ), (φ ∧ ψ), (φ→ ψ) and (φ↔ ψ).

• If φ is a formula and x is a variable, then (∀x.φ) and (∃x.φ) are formulas.

• Nothing else is a formula.

The above definition can be represented in the Backus Naur form as:

φ ::= P (t1, ..., tn) | (¬φ) | (φ ∨ φ) | (φ ∧ φ) | (φ→ φ) | (φ↔ φ) | (∀x.φ) | (∃x.φ)

The set of well-formed formulas is the set of formulas generated inductively from the atomic
formulas by using the operations E¬, E→, and E∀, where E¬(φ) = (¬φ), E→(φ, ψ) = (φ→ ψ) and
E∀(φ) = ∀vi.φ, i = 1, 2, .... Given a well-formed formula φ, a variable x is said free in φ:

RR n° 8064



8 Ngo & Talpin & Le Guernic

• If φ is an atomic formula, then x is free iff x occurs in φ.

• x is free in (¬φ) iff x is free in φ.

• x is free in φ→ ψ iff x is free in φ or ψ.

• x is free in ∀vi.φ iff x is free in φ and x 6= vi.

If ∀vi appears in φ, then vi is said to be bound in φ. A formula without free variable is called a
sentence.

In first-order logic, we use a model (also called a structure) to determine the truth of a
formula. Given a signature Σ, a modelM of the pair (F ,P) consists of the following set of data:

• A non-empty set A, the universe of concrete values,

• For each constant c ∈ Σ, a concrete element cM of A,

• For each function f ∈ F with arity n > 0, a concrete function fM : An → A, and

• For each P ∈ P with arity n > 0, a subset of PM ⊆ An.

Here, it is totally different between f and fM and between P and PM. The symbols f and P
are just that symbols, whereas fM and PM denote a concrete function and relation in a model
M, respectively.

Example Let F = {i} and P = {T, F} [13] where i is a constant, F and T are predicate
symbols with arities one and two, respectively. A model M a set of concrete values A which
may be considered as a states of an automata. The interpretations iM, TM, and FM would
be an initial state, a translation relation, and a set of final states, respectively. For instance,
let A = {a, b, c}, iM = a, TM = {(a, a), (a, b), (a, c), (b, c), (c, c)}, and FM = {b, c} where (a, b)
means that there exists a transition from state a to state b. This model can be used to check a
formula of first-order logic ∃y.T (i, y). This formula says that there is a transition from the initial
state to some state, and it is true in our model since there exists transitions from the initial state
a to states a, b, and c.

It remains the value assignments of variables in our model. Given a model M, a variable
assignment is a mapping which assigns to each variable x a value ofM. Finally, we are able to
give a semantics to first-order logic formulas as follows:

Definition Given a model M for a signature Σ and a variable assignment l, we define the
satisfaction relation, denoted by M |=l φ for each formula φ over the signature Σ and the
variable assignment l by using structural induction on φ. If M |=l φ holds, we say that φ
computes to true in the modelM with respect to the environment l.

The structural induction on formula φ is described as the following:

• P : If φ of the form P (t1, ..., tn), then we interpret the terms t1, ..., tn in the set A by re-
placing all variables with their values according to l. Assume that concrete values a1, ..., an
of A for each of these terms, where any function symbol f is interpreted by fM. Then
M |=l P (t1, ..., tn holds iff (a1, ..., an) ∈ PM.

• ∀x : M |=l ∀xφ holds iffM |=l[x7→a] φ holds for all a ∈ A.

• ∃x : M |=l ∃xφ holds iffM |=l[x7→a] φ holds for some a ∈ A.

Inria



Formal Verification of Transformations on Abstract Clocks in Synchronous Compilers 9

• ¬ : M |=l ¬φ holds iffM |=l φ does not hold.

• ∨ : M |=l φ1 ∨ φ2 holds iffM |=l φ1 orM |=l φ2 holds.

• ∧ : M |=l φ1 ∧ φ2 holds iffM |=l φ1 andM |=l φ2 hold.

• →: M |=l φ1 → φ2 holds iffM |=l φ2 holds wheneverM |=l φ1 holds.

We useM 6|= φ to denote the fact thatM |= φ does not hold. Given a modelM for a signature
Σ and a variable assignment l, verification engines that can reason on formulas of first-order logic
to answer whether M |= φ are called Satisfiability Modulo Theories (Smt) solvers. A primary
goal of a Smt solver is to create a verification engine that can reason natively at a higher level
of abstraction, while still retaining the speed and automation of boolean engines.

RR n° 8064



10 Ngo & Talpin & Le Guernic

3 A clock model of synchronous program
In this section, we will present an approach to model the abstract clock semantics of a synchronous
program. The clock semantics consists of the abstract clock information of data-flows in which
define the status of the data-flows (present or absent) and the explicit and/or implicit abstract
clock relations in the program. First, we have have an overview of a synchronous data-flow
language, Signal.

3.1 Overview of the Signal language features
In Signal language [15, 11], data in the system is represented by data-flow variables, called
signals. A signal x is a sequence of values with the same type x(ti)i∈N, which are present at
some logic instants. The set of instants (or time tags) where a signal is present is the abstract
clock of the signal, noted as x̂. A particular type of signals called event is characterized only by
its presence, and always has the value true. The constructs of the language use an equational
style to specify the relations and dependencies of data and clock between signals in the form
R(x1, ..., xk). Systems of equations on signals are built using a composition which construct a
process. A whole program is a process which runs infinitely taking parameters, input signals for
computing the output signals to react to the environment.

The language is based on seven different types of equations to construct primitive processes
or equations specifying computations over signals. And a composition operation is used to build
more elaborate processes in the form of systems of equations. We will present each equation
along with its semantic meaning and the implicit relationships between the clocks of the input
and output signals.

• Equation on Data: The equation y := f(x1, ..., xn) where f is a n-ary relation over nu-
merical or boolean data types, defines a process whose output y(t) for instant t ∈ ŷ
is y(t) = f(x1(t), ..., xn(t)). The clock constraint of the input and output signals is
ŷ = x̂1 = ... = x̂n.

• Delay: The equation y := x$1 init a defines a process whose output y(ti) = a if ti is the
initial instant, and for every other instant, y(ti) = x(ti−1). The clock constraint of the
input and output signals is ŷ = x̂.

• Merge: The merge equation y := x default z defines a process whose output at instant t is
y(t) = x(t) when t ∈ x̂ and y(t) = z(t) if t 6∈ x̂ ∧ t ∈ ŷ. The clock constraint of the merge
equation is ŷ = x̂ ∪ ẑ.

• Sampling: The sampling equation y := x when b defines a process whose output signal
y(t) has value x(t) when the signal x is present and the boolean signal b is present with
the value true. The clock constraint of input and output signals is ŷ = x̂ ∩ [b] where
[b] = {t ∈ b̂|b(t) = true}.

• Composition: P , P1 | P2 where P1 and P2 are processes. P consists of the composition
of the systems of equations. The composition operator is commutative and associative.

• Restriction: P , P1 where x, where P1 and x are a process and a signal, respectively. It
enables local declarations in the process P1, and leads to the same constraints as P1.

• Equation on clocks: The language allows clock constraints to be defined explicitly by equa-
tions. The signal’s clock is represented by a special signal of type event which carries
only a single value true. Thus, equations on clocks over signals are equations over their

Inria



Formal Verification of Transformations on Abstract Clocks in Synchronous Compilers 11

Process P Semantics [[P ]]c
y := R(x1, ..., xn) {Tc ∈ T c{y,x1,...,xn} | ∀t ∈ N, (∀i, Tc(t)(xi) = Tc(t)(y))}
y := x default z {Tc ∈ T c{x,y,z} | ∀t ∈ N, (Tc(t)(y) = Tc(t)(x) = 1) ∨

(Tc(x) = 0 ∧ Tc(t)(y) = Tc(t)(z) = 1) ∨
(Tc(t)(y) = Tc(t)(x) = Tc(t)(z) = 0)}

y := x when b {Tc ∈ T c{x,y,b} | ∀t ∈ N, (Tc(t)(x) = 1 ∧ T (t)(b) = 1 ∧ Tc(t)(y) = 1) ∨
(Tc(x) = 0 ∧ Tc(t)(y) = 0) ∨

(Tc(t)(x) = 1 ∧ Tc(t)(b) = 0 ∧ Tc(t)(y) = 0)}
y := x$1 init a {Tc ∈ T c{x,y} | ∀t ∈ N, (Tc(t)(x) = Tc(t)(y))}
xˆ= y {Tc ∈ T c{x,y} | ∀t ∈ N, (Tc(t)(x) = Tc(t)(y))}
z := xˆ+ y {Tc ∈ T c{x,y,z} | ∀t ∈ N, (Tc(t)(x) = 1 ∧ Tc(t)(z) = 1) ∨

(Tc(t)(x) = 0 ∧ Tc(t)(y) = 1 ∧ Tc(t)(z) = 1) ∨
(Tc(t)(x) = 0 ∧ Tc(t)(y) = 0 ∧ Tc(t)(z) = 0)}

z := xˆ∗ y {Tc ∈ T c{x,y,z} | ∀t ∈ N, (Tc(t)(x) = 1 ∧ Tc(t)(y) = 1 ∧ Tc(t)(z) = 1) ∨
(Tc(t)(x) = 0 ∧ Tc(t)(z) = 0) ∨

(Tc(t)(y) = 0 ∧ Tc(t)(z) = 0)}
z := xˆ− y {Tc ∈ T c{x,y,z} | ∀t ∈ N, (Tc(t)(x) = 1 ∧ Tc(t)(y) = 0 ∧ Tc(t)(z) = 1) ∨

(Tc(t)(x) = 0 ∧ Tc(t)(z) = 0) ∨
(Tc(t)(x) = 1 ∧ Tc(t)(y) = 1 ∧ Tc(t)(z) = 0)}

Table 3: Clock semantics of the primitive equations

corresponding event signals. They are: (i) the synchronization relation x =̂ y , x̂ = ŷ,
(ii) clock union relationship x +̂ y , x̂ default ŷ, (iii) clock intersection relationship
x ∗̂ y , x̂ when ŷ, (iv) difference relationship x −̂ y , when(not( ŷ) default x̂).

3.2 Clock semantics of synchronous program

Let X = {x1, ..., xn} be a finite set of typed data-flow variables of a program P . We base on
the basic elements defined of trace semantics [14] in data-flow computing to define the clock
semantics of a synchronous program.

Definition (clock events). Given a non-empty set X, the set of clock events on X, denoted by
EcX , is the set of all interpretations I for X. An interpretation is a mapping from X to the set
of boolean values {0, 1}. I(x) = 1 if data-flow x holds a value while I(x) = 0 if it holds no value.

For example, consider a set of data-flow variables X = {x1, x2}, then the possible clock events
are EcX = {(x1 7→ 0, x2 7→ 0), (x1 7→ 0, x2 7→ 1), (x1 7→ 1, x2 7→ 0), (x1 7→ 1, x2 7→ 1)}.

Definition (clock traces). Given a non-empty set of X, the set of clock traces on X, denoted
by T cX , is defined by the set of functions Tc defined from the set N of natural numbers to EcX .

The natural numbers represent the instants t = 0, 1, 2, ..., a trace Tc is a chain of clock events
along the instants. We denote the interpreted value (0 or 1) of a variable x at instant t by Tc(t)(x).
Consider the above example, we have Tc : (0, (x1 7→ 0, x2 7→ 0)), (1, (x1 7→ 1, x2 7→ 0)), ... is one
of the possible clock traces on X, and Tc(0)(x1) = Tc(0)(x2) = 0.

Then the clock semantics of program P is a set of constrained clock traces, denoted by [[P ]]c.
Table 3 shows the clock semantics of each Signal primitive equation.
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12 Ngo & Talpin & Le Guernic

3.3 A clock model of the synchronous program

In the synchronous language such as Esterel [2], Lustre, and Signal the logical time is
completely determined by the system reactions on the occurrences of observed events in which
the system is supposed to react fast enough to produce the corresponding output events on the
occurrence of input event before the next input event arrives. Each reaction denotes a single
logical instant in the synchronous model where the relations between observed events and the data
dependencies are expressed [1]. Synchronous data-flow languages represent data as an infinite
sequence of values called data-flow, and each data-flow is combined with an associated abstract
clock as a means of discrete time to define the presence or absence of the data in its data-flow.
Thus, the principle of our encoding scheme is that, at a particular instant, the abstract clock
can be represented as a variable whose values are true (the corresponding data-flow is present)
or false (the corresponding data-flow is absent).

Consider a synchronous program P , we denote by XP = {x1, x2, ..., xn} the set of all data-
flow variables. With each data-flow xi with its type numerical, boolean, or event, we encode its
clock with a boolean variable x̂i. Almost the structure of synchronous program is described as a
set of equational definitions. And the whole system is represented as systems of these equations.
This original structure makes that it is natural to represent the relations between abstract clocks
described implicitly or explicitly by an equation in terms of first-order logic formulas. And
then the combination of equations can be represented by the conjunction of the corresponding
first-order logic formulas. We assume that all considered programs are supposed to be written
with the primitive operators, meaning that derived operators are replaced by their corresponding
primitive ones, and there is no nested operators such as z := x default (y when b). The nested
operators are broken by using fresh variables. These formulas use the usual logic operators and
numerical comparison functions [13]. Consider a general equation y := R(x1, x2, ..., xn), where
R is an operator define in synchronous languages (e.g. suspend in Esterel, when in Signal,...)
or it can be an usual boolean and numerical operators, our abstraction uses the following subset
of numerical and boolean expressions in synchronous programs:

nexpr , const | nexpr ♦ nexpr | var
bexpr , true | false | var | ¬bexpr | bexpr ∨ bexpr |

bexpr ∧ bexpr | nexpr ./ nexpr

where const and var denote a constant and a data-flow variable or an abstract clock (e.g. x, ŷ, ...),
./∈ {<,>,=, >=,=>, / =} and ♦ ∈ {∗, /,+,−}, then the abstract clock semantics of this
equation can be represented as a first-order logic formula over the clocks and/or the boolean
value of the involved signals Φ(ŷ, x̂1, x̂2, ..., x̂n, x1, ...). With the boolean expression defined by
numerical comparison functions bexpr , nexpr ./ nexpr and numerical expressions, to ensure
the result formulas are boolean, we only encode the fact that the clocks of boolean and numerical
expressions are synchronized, and we avoid encoding the numerical comparison function which
defines the value of the Boolean expression, the numerical expressions. For each equation ith in
program P , we denote by Φeqi its abstract clock semantics, then the abstract clock semantics of
P can be represented by a first-order logic formula, called its clock model, denoted as:

ΦP =

n∧
i

Φeqi (1)

where n denotes the number of equations composed in P .
We consider a simple illustration example of a synchronous program consists of only one

equation written in Signal syntax: z := x default (y when b). It specifies the relations between
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Formal Verification of Transformations on Abstract Clocks in Synchronous Compilers 13

the data-flow output three integer data-flows x, y, z and a boolean data-flow b. The clock of z
is implicitly defined by the clocks of data-flows x, y and the value of the boolean data-flow b.
First, the equation is rewritten by introducing a fresh variable ny to break the nested operation
default as:

z := x default ny
| ny := y when b

The clock information of the first and second equations can be encoded as ẑ ↔ x̂ ∨ n̂y, n̂y ↔
ŷ ∧ b̂ ∧ b, respectively. Then the clock model of the above program is:

Φ = ẑ ↔ x̂ ∨ n̂y
∧ n̂y ↔ ŷ ∧ b̂ ∧ b
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14 Ngo & Talpin & Le Guernic

Boolean signals Non-boolean signals

y := not x ŷ ↔ x̂
∧ y ↔ ¬x

y := x and z ŷ ↔ x̂↔ ẑ y := f(x1, ..., xn) ŷ ↔ x̂1 ↔ ...↔ x̂n
∧ y ↔ x ∧ z

y := x or z ŷ ↔ x̂↔ ẑ
∧ y ↔ x ∨ z

y := x default z ŷ ↔ x̂ ∨ ẑ y := x default z ŷ ↔ x̂ ∨ ẑ
∧ y ↔ (x̂ ∧ x ∨ ¬x̂ ∧ ŷ ∧ y)

y := x when b ŷ ↔ (x̂ ∧ b̂ ∧ b) y := x when b ŷ ↔ (x̂ ∧ b̂ ∧ b)
∧ y ↔ (x̂ ∧ x ∧ b̂ ∧ b)

y := x$1 init a

ŷ ↔ x̂ y := x$1 init a ŷ ↔ x̂
∧ y ↔ (x̂ ∧m.x)
∧ m.x0 ↔ a
∧ m.x′ ↔ (x̂ ∧ x ∨ ¬x̂ ∧m.x)

P1 | P2 ΦP1
∧ ΦP2

P where x ∃x. ΦP

Table 4: Translation of the primitive equations

4 Signal to clock model
We will provide in-depth representation of the abstract clock semantics of the synchronous data-
flow language, Signal. We use the method which has been discussed before. It means for each
signal x, we use a boolean variable x̂ to encode its abstract clock. The language uses seven
primitive equations as in Section 3 to construct programs. Therefore, we only need to define
the translation of these primitive equations to first-order logic formulas encoding the abstract
clocks, and the implicit or explicit clock relations of the signal involved in the equation. The
composition of equations is simply translated as the conjunction of the corresponding first-order
logic formulas. For the delay operator $ (e.g. x$1), it requires memorizing the past value of
the signal, that is done by introducing a new variable m.x, where m.x stores the previous value
of signal x and m.x′ stores the current value of signal x. Table 4 shows the translation of the
primitive equations of the language. For instance, the primitive equation y := x1 and x2 is
represented by a first-order logic formulas; ŷ ↔ x̂1 ↔ x̂2 and y ↔ x1 ∧ x2. Signal allows clock
constraints to be defined explicitly by equations as in Subsection 3.1, in this context, the signal
clock is represented by a special signal of type event, our abstraction encodes the clock by using
a boolean variable. By applying the above translation scheme, the following translations are
obtained for equation on clocks:

• xˆ= y = x̂↔ ŷ (synchronization)

• z := xˆ+ y = ẑ ↔ (x̂ ∨ ŷ) (union)

• z := xˆ∗ y = ẑ ↔ (x̂ ∧ ŷ) (intersection)

• z := xˆ− y = ẑ ↔ (x̂ ∧ ¬ŷ) (difference)

For example the Signal program Bathtub [4] shown in Figure 1 specifies the level of a bathtub. It
takes no input, three output signals at lines 2 and 3, respectively. The water level (signal level)
in the bathtub is defined by the previous level (signal zlevel), the increase (signal faucet), and
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1 process Bathtub =
2 (?
3 ! integer level; boolean alarm , ghost_alarm ;)
4 (|(| level := zlevel + faucet - pump
5 | zlevel := level$1 init 1
6 | faucet := zfaucet + (1 when zlevel <= 4)
7 | zfaucet := faucet$1 init 0
8 | pump := zpump + (1 when zlevel >= 7)
9 | zpump := pump$1 init 0 |)

10 |(| overflow := level >= 9
11 | scarce := 0 >= level
12 | alarm := scarce or overflow
13 | ghost_alarm := (true when scarce when overflow)
14 default false |)|)
15 where
16 integer zlevel , zfaucet , zpump , faucet , pump;
17 boolean overflow , scarce;
18 end;

Figure 1: Bathub model in Signal

the decrease (signal pump) of the water level. The increase and decrease are modified by one unit
under some conditions of the previous water level value at line 6 and 8 to keep the water level in
a appropriate values. The system emits a warning at line 12 (signal alarm) whenever the water
level overflows at line 10 or be scarce at line 11. Signal ghost_alarm is defined at line 13-14 is
expected to never happen. Following our translation scheme above to program Bathtub which
consists of two processes P1 (from line 4 to line 9) and P2 (from line 10 to line 14). Applying the
translation of the process composition, we have the clock model ΦBathtub = ΦP1

∧ ΦP2
, where:

ΦP1 = l̂evel↔ ẑlevel↔ f̂aucetp̂ump

∧ f̂aucet↔ ̂zfaucet↔ x̂1 ∧ x1

∧ x̂1↔ ẑlevel
∧ p̂ump↔ ẑpump↔ x̂2 ∧ x2

∧ x̂2↔ ẑlevel
We rewrite lines 6 and 8 with x1 := (zlevel <= 4) and x2 := (zlevel >= 7). For ΦP2

, we
rewrite equations at line 13 and 14 as: y1 := true when scarce | y2 := y1 when overflow
| ghost_alarm := y2 default false
ΦP2

= ̂overflow ↔ l̂evel↔ ŝcarce

∧ âlarm↔ ŝcarce↔ ̂overflow
∧ ŷ1↔ ŝcarce ∧ scarce
∧ ŷ2↔ ŷ1 ∧ ̂overflow ∧ overflow
∧ ̂ghost_alarm↔ ŷ2
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5 The correct clock transformation

5.1 Soundness of the clock model

Let X = {x1, ..., xn} be a finite set of typed data-flow variables of a synchronous program P and
its clock model ΦP over the corresponding set of clocks X̂ = {x̂1, ..., x̂n}. Given an interpretation
Î over X̂, at a particular instant, it is called a clock configuration if and only if Î |= ΦP . Given a
clock configuration Î, the set of clock events of Î is computed as: Ssat(Î) = {I ∈ EcX | ∀i, I(xi) =
Î(x̂i)}. Then the set of all clock events of clock model ΦP is Ssat(ΦP ) =

⋃
Î|=ΦP

Ssat(Î). With
a set of clock events Ssat(ΦP ), the concretization of ΦP is the set of clock traces:

Γ(ΦP ) = {Tc ∈ T cX | ∀t, Tc(t) ∈ Ssat(ΦP )} (2)

Given clock model ΦP , we say that a property ϕ defined over the set of clocks X̂ is satisfied by
ΦP if for any interpretation Î, Î |= ΦP whenever Î |= ϕ, denoted by Φ |= ϕ. And our translation
scheme above is sound in term of preserving the clock behaviors of the abstracted program: if a
clock model satisfies a property defined over the clocks, then its abstracted program also satisfies
this property as the following proposition.

Proposition 5.1 Let P,ΦP to be a synchronous program and its clock model, respectively, ϕ is
a property defined over the clocks. If ΦP |= ϕ then [[P ]]c ⊆ Γ(ϕ).

Proof The proof of Proposition 5.1 is done by using Lemma 5.2. Given a clock trace Tc ∈ [[P ]]c,
applying Lemma 5.2, Tc ∈ Γ(ΦP ) means that ∀t, Tc(t) ∈ Ssat(ΦP ). Since ΦP |= ϕ, then every
interpretation Î satisfying ΦP also satisfies ϕ. Thus, any clock event I ∈ Ssat(ΦP ) also be in
Ssat(ϕ), means that ∀t, Tc(t) ∈ Ssat(ϕ). Therefore, we have Tc ∈ Γ(ϕ).

Lemma 5.2 For all program P, [[P ]]c ⊆ Γ(ΦP )

Proof We prove by induction on the structure of program P means that for all primitive opera-
tors of synchronous language we show that the clock semantic of any primitive operator is subset
of the corresponding concretization. For instance, here we prove the case of Signal language.

• Equation on data: P = y := f(x1, ..., xn), y. First, consider y is numerical signal, following
the translation scheme, we have the clock ΦP = ŷ ↔ x̂1 ↔ ...↔ x̂n. If an interpretation Î
is model of ΦP then:

– either ∀i, ŷ = 0 and x̂i = 0;

– or ∀i, ŷ = 1 and x̂i = 1.

Ssat(ΦP ) is the set of all interpretations of the form above. Let Tc ∈ [[P ]]c be a clock trace
and any instant t ∈ N, then either ∀i, Tc(t)(y) = Tc(xi) = 0 or Tc(t)(y) = Tc(xi) = 1, that
means Tc ∈ Γ(ΦP ). When y is boolean signal, the proof is similar.

• Delay, sampling, and merging operators, we prove in the same manner.

• Composition: P = P1|P2. We have [[P ]]c ⊆ [[P1]]c ⊆ Γ(ΦP1
) by applying the induction

hypothesis. In the same way, we also have [[P ]]c ⊆ Γ(ΦP2). Then, [[P ]]c ⊆ Γ(ΦP1)∩Γ(ΦP2).
Since Γ(ΦP1) ∩ Γ(ΦP2) ⊆ Γ(ΦP1 ∧ ΦP2), we have [[P ]]c ⊆ Γ(ΦP1 ∧ ΦP2) = Γ(ΦP ).

• Restriction: P = P1 where x. By definition of clock semantics we have [[P ]]c ⊆ [[P1]]c and
Γ(ΦP1

) ⊆ Γ(∃x.ΦP1
). Since [[P1]] ⊆ Γ(ΦP1

) by induction then we have the proof.
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5.2 Definition of correct transformation: Refinement

In this section, we adopt the translation validation approach [19, 20] to verify formally that
the abstract clock semantics are preserved for every transformation of synchronous compiler.
In order to do that, we propose a formal definition of correct transformation on clock models.
Consider the two clock models ΦP1 ,ΦP2 , to which we refer respectively as a source program and
its compiled program produced by a synchronous data-flow compiler. We assume that they have
the same set of input/output data-flow variables. We say that P1 and P2 have the same clock
semantics if for every interpretation Î, if for Î is a clock configuration of ΦP1

then it is a clock
configuration of ΦP2 and vice-versa or:

∀Î .((Î |= ΦP1
)↔ (Î |= ΦP2

)) (3)

Requirement (3) is too strong in general to be practice for synchronous data-flow languages. The
source language is usually non-deterministic, compilers are allowed to select one of the possible
behaviors of the source program. Additionally, compilers do transformations, optimizations for
removing or eliminating some wrong behaviors of the source program (e.g. eliminating subex-
pressions, trivial clock constraints). To address these issues, we relax the requirement above as
follows:

∀Î .((Î |= ΦP2
)→ (Î |= ΦP1

)) (4)

Requirement (4) says that all clock configurations of ΦP2
which are clock configurations of ΦP1

as well. And we say that ΦP2
is a correct transformation on abstract clocks of ΦP1

or P2 refines
P1 w.r.t the clock semantics. We write P2 vclock P1 to denote the fact that P2 refines P1.

With an unverified synchronous data-flow compiler, each compilation task is followed by our
refinement verification process to provide formal guarantees as strong as those provided by a
formally verified compiler. Indeed, consider the following process:

Cp′(P1) = if Cp(P1) is
Error → Error

| OK(P2)→ if P2 vclock P1 then OK(P2) else Error

where Cp(P1) is the compilation task from source program P1 to either compiled code (written
as Cp(P1) = OK(P2)) or compilation errors (written as Cp(P1) = Error).

We now discuss an approach to check the existing of refinement by using a Smt-solver [9]
that is based on the following theorem.

Theorem 5.3 Given a source program P1 and it transformed program P2, P2 is correct trans-
formation of P1 on abstract clocks if it satisfies that the formula ΦP1 is a logical consequence of
the formula ΦP2

, or

|= (ΦP2
→ ΦP1

) if and only if P2 v P1 (5)

Proof To prove Theorem 5.3, we show that if |= (ΦP2 → ΦP1) then ∀ϕ.((ΦP2 → ϕ) → (ΦP1 →
ϕ)). For any formula ϕ such that ΦP2 → ϕ. It is easy to see that since |= (ΦP2 → ΦP1) means for
every interpretations I if I |= ΦP2

then I |= ΦP1
. In addition, I |= ϕ, hence we have ΦP1

→ ϕ.
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5.3 An example
We consider a Signal program as follows:

process DEC=
(? integer FB;
! integer N)

(| N := FB default (ZN -1)
| ZN := N$1 init 1
| FB ^= when (ZN <=1)
|)

where integer ZN init 1
end;

Following the encoding scheme above, we can obtain the clock model ΦDEC of DEC as:

N := FB default (ZN− 1) → N̂⇔ F̂B ∨ ẐN
ZN := N$1 init 1 → ẐN⇔ N̂

FB ^= when (ZN <= 1) → F̂B⇔ ẐN1 ∧ ZN1
ZN1 := ZN <= 1 → ẐN⇔ ẐN1

=⇒ ΦA = (N̂⇔ F̂B ∨ ẐN)

∧ (ẐN⇔ N̂)

∧ (F̂B⇔ ẐN1 ∧ ZN1)
∧ (ẐN⇔ ẐN1)

The output program "DEC_BASIC_TRA.SIG" when Signal compiles program DEC for the
first phase and the clock model ΦDEC_BASIC_TRA.SIG as follows:

CLK_N := CLK_N ^+ CLK_FB
| CLK_N ^= N ^= ZN
| CLK_FB := when (ZN <=1)
| CLK_FB ^= FB
...

CLK_N := CLK_N ^+ CLK_FB → ĈLK_N⇔ ĈLK_N ∨ ̂CLK_FB
CLK_N ^= N ^= ZN → ĈLK_N⇔ N̂⇔ ẐN

CLK_FB := when (ZN <= 1) → ̂CLK_FB⇔ ẐN1 ∧ ZN1
ZN1 := ZN <= 1 → ẐN1 ⇔ ẐN

CLK_FB ^= FB → ̂CLK_FB⇔ F̂B

Finally, we can ask a Smt-solver to check the validity of the formula ΦDEC → ΦDEC_BASIC_TRA.SIG.
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6 Implementation
In this section, we describe the main components of the implementation which is integrated in the
existing Polychrony toolset [17] to prove the correctness of the Signal compiler on abstract
clocks. The compiler [5] consists of a sequence of code transformations. Some transformations are
optimizations that rewrite the code to eliminate subexpressions, inefficiencies. The compilation
process may be seen as a sequence of morphisms rewriting programs to Signal programs. And
the final steps (C or Java code generation) are simple morphisms over the ultimately transformed
SIGNAL program. For convenience, the transformations of the compiler are classed into three
phases as depicted in Figure 2. The optimized final program *_SEQ_TRA.SIG is translated

*.SIG *_TRA.SIG *_BOOL_TRA.SIG *_SEQ_TRA.SIG C/C++, Java

Clock calculation Boolean abstraction, 
schedule

Code generation

Clock 
model

Clock 
model

Yices
solver

Yices
solver

Clock 
model

Yices
solver

Clock 
model

Figure 2: An overview of our integration within Polychrony toolset

directly to executable code. We are interested in the first two stages of the compiler: the clock
calculation and boolean abstraction, scheduling. The intermediate forms in the transformations
of the compiler may be expressed in the Signal language itself. To prove the correctness of
the compiler transformations on abstract clocks our implementation approach takes the input
program P.SIG and its transformed program P_TRA.SIG. It first computes the clock models
based on the above translation scheme by using flex lexer and bison parser [3]. The clock models
of input and transformed programs are combined as a formula (ΦP_TRA.SIG → ΦP.SIG). Then it
checks that |= (ΦP_TRA.SIG → ΦP.SIG) or equivalently checksM 6|= ¬(ΦP_TRA.SIG → ΦP.SIG).
The result of this checking cane be exploited for the correctness of the compiler’s transformations.
If the result says that the checked formula is not valid (or the negation formula is satisfiable)
then the Signal compiler emits an error compilation. Otherwise, the compiler continues the its
work. The same procedure is applied for other stages of the compiler. Finally, our verification
process asserts that P_SEQ_TRA.SIG v P_BOOL_TRA.SIG v P_TRA.SIG v P.SIG
along the transformations of the compiler.

Here, we delegate the checking of the above formula against the clock models to an Smt solver
that efficiently deals with first-order logic formulas over boolean and numeric expressions. The
checking formulas belong to decidable theories, this solver gives two types of answers: sat when
the formula has a model (there exists an interpretation that satisfies it); or unsat otherwise. Our
implementation uses the Smtlib common format [8] to encode the formulas obtained from the
previous step as input of Smt solvers. For our implementation, we consider the Yices [9] solver,
which is one of the best two solvers at the last Smtcomp competition [21].
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7 Related work and conclusion
The notion of translation validation was introduced in [19, 20] by A. Pnueli et al. to verify the
code generator of Signal. In that work, the authors define a language of symbolic models to
represent both the source and target programs called Synchronous Transition Systems (Sts). A
Sts is a set of logic formulas which describe the functional and temporal constraints of the whole
program and its generated C code. Then they use Bdd [7] representations to implement the sym-
bolic models Stss, and their proof method uses a Sat-solver to reason on the signal constraints.
It amounts to the mapping for selected states, consisting of the values of input-output-memory
variables, for the source and the target code. The drawback of this approach is that it does not
capture explicitly the clock semantics and in some cases, the code generator eliminates the use
of a local register variable in the generated code and then, the mapping cannot be established.
Additionally, for a large Signal programs, the logic formula is asked to Sat-solver to solve is
very large that makes some inefficiency. In addition, the whole calculation of a synchronous
program or the generated code is considered as one atomic transition in Sts, thus it does not
capture the scheduling semantics, data dependencies of the programs. Another related work is
the approach of J. C. Peralta et al. [18] in which is based on translation validation approach. In
particular, they translate both the Signal (multi-clocked) specifications and its generated code
C/C++ or Java simulator into Ltss. Then, an appropriate pre-order test on both Ltss can be
interpreted as a refinement between a generated code implementation and its specification. The
refinement they propose is a bisimulation relation and they use the existing tools to generate the
greatest bisimulation relation for the specification and the target generated code in C/C++. In
case there is no bisimulation relation, counterexamples are generated automatically. However,
this approach has not been fully automated.

The present paper provides a proof of correctness of the multi-clocked synchronous pro-
gramming language compiler for clock semantics preservation and applies this approach to the
synchronous data-flow language Signal compiler. We have presented a technique based on
SMT-solving to prove the preservation of timing properties during compilation. Namely, we
have shown that implicit clock relations, describing the discrete timing model of a data-flow
specification could be check conform with their implementation by a Boolean function (the hi-
erarchy of the program) which deterministically characterizes the presence/absence status of all
its input/output signals.

The desired behavior of a given source program and the transformed one are represented as
Pdss over the finite field of integers modulo p = 3. A refinement relation between source and
transformed programs is used to express the preservation. A proof by simulation is presented
to establish the refinement relation. All compilation stages are followed by a similar refinement
verification process.

We have implemented and integrated our translation validation process within the Poly-
chrony toolset by extending the functionality of the existing model checker Sigali to prove
the correctness of the full compilation phases of the compiler. As future work, to deal with syn-
chronous programs with large number of variables we intend to represent clock information as
formulas over Boolean variables, then use a Smt-solver to check that the clock model of compiled
program is a model of the source program. Another perspective is to use Synchronous Data-flow
Dependency Graph (Sddg) to represent the dependency semantics (or schedule semantics) of
synchronous programs and verify that the compiler compilation preserves the data dependency
semantics.
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