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Building Development Monitoring in
Multitemporal Remotely Sensed Image Pairs
with Stochastic Birth-Death Dynamics

Csaba Benedek, Xavier Descombes and Josiane Zerubia Fellow, IEEE

Abstract —In this paper we introduce a new probabilistic method which integrates building extraction with change detection in remotely
sensed image pairs. A global optimization process attempts to find the optimal configuration of buildings, considering the observed data,
prior knowledge, and interactions between the neighboring building parts. We present methodological contributions in three key issues:
(1) We implement a novel object-change modeling approach based on Multitemporal Marked Point Processes, which simultaneously
exploits low level change information between the time layers and object level building description to recognize and separate changed
and unaltered buildings. (2) To answering the challenges of data heterogeneity in aerial and satellite image repositories, we construct a
flexible hierarchical framework which can create various building appearance models from different elementary feature based modules.
(3) To simultaneously ensure the convergence, optimality and computation complexity constraints raised by the increased data quantity,
we adopt the quick Multiple Birth and Death optimization technique for change detection purposes, and propose a novel non-uniform
stochastic object birth process, which generates relevant objects with higher probability based on low-level image features.

Index Terms —Building extraction, change detection, Marked Point Processes, Multiple Birth and Death Dynamics
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1 INTRODUCTION and smaller settlements lack stereo or special sensomiafor

tion. We address this case in the paper: building identiioat

F.OLLOW'NG 'ghe evolut|on_ Of. built-up regions 1s a I(eybecomes here a challenging monocular object recognitgik ta
issue of aerial and satellite image analysis. Although t%e

topic has been extensively studied since the 80’s, it has haac‘iSEd on purely optical data [11]
to continuously face the challenges of the quickly evolving

quality and quantity of remotely sensed data, the richnéssk2 Multitemporal Information
different building appearances, the data-heterogeneitihé
available image repositories and the various requiremets

new application areas.

Remote sensing image databases often contain multiteinpora
image samples from the same geographical areas. Exploiting
the temporal information, change recognition and classific
tion are nowadays important aspects of urban scene analy-
1.1 Input Data sis. Several recent building change detection approadties [

] o o [12] assume that a topographic building database is already
Numerous methods in the bibliography address building exyajlable for the earlier time layer, thus the process can be
traction at a single time instance [1], [2], [3]. It is comMORyecomposed into old model verification and new building
to use multiview inputs [4], [5] to exploit 3-D information gypjoration phases. On the other hand, when dealing with

in building modeling. Detection in densely populated areagage repositories without any meta data, the task requires
can be efficient by working on stereo- or lidar-based Digita),;iomatic building detection for each image.
Elevation/Surface Models (DEM/DSM), where the silhougtte |, this paper, we solely use as input a registered pair of

of the building foqtprints can be separated from the groqu_D) images taken at several years time difference. Apglyi
planes by the estimated height data [2], [6], [7], [8]. Othfynyentional stereo-matching algorithms in this case raag f
benefits are provided by multiple sensor inputs such asiusigayera| difficulties. First, the scene content, the viewfsi
of aerial images with color infrared (CIR) [9], or laser data g the image qualities of the two views may be significantly
[10]. However, several image repositories from city SUB“rQiifferent, which can corrupt feature matching algorithreg(
corner point tracking) needed for 3-D structure extraction
e C. Benedek is with the Distributed Events Analysis Rese@wup, Moreover, several databases contain images which areedreat
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Change detection methods frequently rely on the assumptimonfiguration with the highest confidence. This way, flexible
that changes occur very rarely, thus they can be identifietlject appearance models can be adopted, and it is also
through outlier detection using global image statisticd][1 straightforward to incorporate prior shape informatiord an
However, in dynamically improving (sub-)urban areas thigbject interactions. Marked Point Processes (MPP) [19] are
hypothesis is often invalid, and there is a need for solgtiogood candidates for addressing these challenges, sincedahe
which are insensitive to the quantity of differences. efficiently model the geometry of objects and deal with an un-

An object oriented change detection technique is introducknown number of entities [6], [20], [21]. However, this imge
in [13] and applied to the extraction of damaged buildingsraf approach needs to perform a computationally expensivelsear
natural disasters. This method follows the Post Detectioam<C in a high dimensional population space, where local maxima
parison (PDC) approach, as independent building detectiofithe fitness function can mislead the optimization. Dué#o t
processes are applied for the two images, followed by objdatge databases, the optimization issue plays a partimlin
level comparison. However, the object detection phase eanremote sensing applications. In previous techniques f]], [
corrupted by image noise, irregular structures or occhsslyy [21] the optimization has been performed using a Reversible
vegetation [13] which may present missing or only partialljump Markov Chain Monte Carlo (RIMCMC) scheme, with
extracted buildings to the object matching module. Moreoveémplementations where each iteration perturbs one or aleoup
this comparison may be affected by further intensity artéa of objects, and the rejection rate, especially for the bintve,
caused by shadows or altered illumination conditions. induces a heavy computation time. Besides, one should be

Following another approach, several low level change detetery careful when decreasing the temperature, becausevat lo
tion methods have been proposed for remote sensing [19], [1#®mperature, it is difficult to add objects to the population
which work without using any explicit object models. They Taking a different approach, we adopt here the Multiple
extract image regions which have been altered in an irreguBirth and Death Dynamic technique (MBD) [22] for the
way based on an appropriately selected set of features asuclkthange detection purposes. Unlike following a discretepgium
color difference, texture or block correlation. Althoudrese diffusion scheme like in RIMCMC, the MBD optimization
techniques are usually considered as preprocessing filterethod defines a continuous time stochastic evolution of the
there have not been many attempts given to justify how thepject population, which aims to converge to the optimal
can support the object level investigations. We take a stepnfiguration. The evolution under consideration is a birth
forward in this paper, and exploit interaction between objeand-death equilibrium dynamics on the configuration space,
extraction and local textural image-similarity infornatiin  embedded into a Simulated Annealing (SA) process, where
a unified probabilistic model. It will be shown that we carthe temperature of the system tends to zero in time. The final
obtain additional evidences for the presence of new, matlifistep is the discretization of this non-stationary dynarrtice
or demolished buildings through detecting changes in aglev resulting discrete process is a non-homogeneous Markaw cha
low level feature domains. As founchangedbuildings, the with transition probabilities depending on the tempematur
images of the two time instances provide multiple views @fnergy function and discretization step. In practice, tHgCM
the same objects, which may increase the detection accuratgorithm evolves the population of buildings by alterngti
compared to relying on a single time layer. purely stochastic object generatidsirth) and removaldeath
steps in a SA framework. In contrast to the above RIMCMC
implementations, each birth step of MBD consists of adding
severalrandom objects to the current configuration, which is
Another important issue is related to modeling the buildingllowed due to the discretization trick. Using MBD, there is
entities. The conventionalottom-uptechniques [17] construct no rejection during the birth step, therefore high enecgeti
the objects from primitives, like roof blobs, edge parts asbjects can still be added independently of the temperature
corners. Although these methods can be fast, they may fedrameter. Thus the final result is much less sensitive to the
if the primitives cannot be reliably detected. To increasening of the SA temperature decreasing process, which can
robustness, it is common to follow the Hypothesis Genematiobe achieved faster. Due to these properties, in selectedteem
Acceptance (HGA) scheme [3], [18]. Here the accuracy &knsing tasks (bird and tree detection) [22] the optintzati
object proposition is not crucial, as false candidates oan Wwith MBD proved to be around ten times faster than RIMCMC
eliminated in the verification step. However, objects midsg  with similar quality results. In addition, MBD has alreadsemn
the generation process cannot be recovered later, which nagyplied in different application areas, such as cell cognti
result in several false negatives. On the other hand, géngra[23] and video surveillance [24].
too many object hypotheses (e.g. applying exhaustive lsarc Another key point is the probabilistic approach for ob-
slows down the detection process significantly. Finallyp-coject proposal. In several previous MPP applications [6§ th
ventional HGA techniques search for separate objectsddsteyeneration of object candidates followed prior (e.g. Pois-
of global object configurations, disregarding populatievel son) distributions. On the contrary, we apply a data driven
features such as overlapping, relative alignment, cofoilai-  birth process to accelerate the convergence of MBD, which
ity or spatial distance of the neighboring objects [2]. proposes relevant objects with higher probability based on

To overcome the above drawbacks, redemerse methods various image features. In addition, we calculate not only
[19] assign a fitness value to each possible object conf@-probability map for the object centers, but also estimate
uration, and an optimization process attempts to find thiee expected object appearances through low-level désrsip

1.3 Object and Configuration Models
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This approach uses a similar idea to the Data Driven MCM&ea estimation; thereafter, fitting the building rectasghnd
scheme of image segmentation [25]. However, while in [25krification of the proposals are based purely on the Canny
the importance proposal probabilitiesf the moves are used edge map of the obtained candidate regions. As a drawback,
by a jump-diffusion process, we should embed the data drivéhis sequential approach is sensitive to the failure of each
exploration steps into the MBD framework. individual feature. A corrupted edge image causes unieliab
In this paper, we propose a noveiultitemporal MPP corner detection and edge mask stretching, meanwhilepuith
(mMPP) model and an efficierti-layer MBD (bMBD) op- shadow and color information, the building search arealshou
timization algorithm for the 2-D building change detectioe extended for the whole image, increasing the processing
problem in remotely sensed image pairs. The present agprotime and the appearance of false edge patterns.
has been partially introduced in [26], [27], and further dem  Segment-Merge§M) techniques follow an approach dif-
strating figures and experimental results are provided &j. [2ferent from edge based methods, as they consider building
Due to its modularity, the method could be easily adaptetttection as a region level or image segmentation problem
to different object level change detection applicatiors, f[17], [33], [34]. In [34] the authors assume that buildings
instance tree or road detection. On the other hand, we atterape homogenous areas w.r.t. either color or texture, which
to focus on the task specific issues as well. We present a bread be used for training-based background subtractioncéjen
feature library, which can be appropriate for the detectiba elementary constraints for shape and size are used to group
large set of buildings, expecting various image properffes the candidate regions into building objects. This methad ca
this reason, in the following section we provide an overvigw fail, if the background and building areas cannot be effityen
the state-of-the art methods for monocular building exivac separated with the chosen color or texture descriptors thu
several building and background parts are merged in the same
regions of the oversegmented map. On the other hand, for
homogenous buildings (seeeBING, Fig. 4) or salient roof
A SIFT key point based method has been presented in [29] iwlors (see BDAPEST red roofs, Fig. 26, top) region features
urban area extraction and building detection. This tealmiqare often more robust than weak or ragged edge maps.
assumes that the building structures in a given image carBeside probabilistic models [2], [6], variational techués
be efficiently characterized by a couple of template buddin [35], [36] have been proposed recently for building exfi@ct
(here two templates: a bright and a dark one) which are usétlough energy minimization. Similarly to our method, the
for training. However, images containing a high variety oRecognition-Driven Variational (RDV) framework of [35] is
buildings may need a huge template library, where the operlbased ondata and prior term decomposition. However, they
between the building and background domains in the descripeus principally on the prior shape modeling issue and use
tor space may be hard to control. A recent model based arsimplified image-dependent model part, which assumes that
Gabor filters Gabor) [30] represents building positions in thethe building and background regions can be roughly seghrate
image as joint probability density functions of four diféert through considering them as locally homogenous intensity
local feature vectors, and performs data and decision riusiclasses. In cases where this data term cannot detect peobabl
in a probabilistic framework to detect building locatiofisis  building regions, the algorithm naturally fails.
important to note that in [29] and [30] the goal is building From another point of view, therior models of [2],
localization, but the roof outlines are not extracted, wWhic[35] contain libraries of complete object shapes, whileeoth
makes it difficult to apply the method for change detection.approaches [1], [6] construct the objects from elementary
A stochastidVRF framework is introduced in [1] for detect- building blocks (rectangles or line segments), and the drigh
ing building rooftops from single images, which combineB 2- level shape information is encoded by interaction constsanf
and 3-D information. This approach is based on hierarchigéle nearby components. While global description of RDV [35]
grouping of extracted edge segments to form continuooan be efficient if all objects of the scene can be charaetgriz
lines, junctions and finally closed curve hypotheses. Hanevby a restricted number of prototype shapes, the algorittils fa
several restrictions are applied for buildings: it is asedrthat to detect the boundaries accurately, if a given buildinghoan
they have uniform height, they are composed of planar sesfadbe sufficiently represented by any shape from the database,
with parallel sides, and each building casts its shadow oruaing any possible planar projection. On the other hand, the
locally flat surface. Similarly to [18], [31] the method needconstructive approach - which we follow in the current paper
a reasonable edge map, because missing large side parts-asgreferable if the prior models of the buildings are alyi
false edges inside and around the buildings may corrupt thieknown or largely diverse.
edge grouping process. Edge based building detectionas als As for image data modelinghe above overviewed methods
applied in [32] as a part of a complete scene interpretatiane based on image- or scene-specific hypotheses, such as
process. This approach deals with different object categor unique roof colors [29], shadows [1], [3], strong edges [1],
and implements multi-level interactions within a scene arj@], [18], [31], [32], homogeneous roofs [17], [33], [34]r 0
between different object types as well. a limited number of 2-D [29] or 3-D [2] building templates.
Combining roof color, shadow and edge information haBhe obvious limitations of these techniques come from the
been suggested in [3] in a two-step process which we refeature of the varying image data, and the lack of adaptivity
to later as the Edge VerificationEY) approach. In EV, to different circumstances. To develop more generic medels
color and shadow are used first for coarse built-in candiddiesides the extraction of the descriptors, feature intiegra

1.4 Related Works in Monocular Building Detection
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3 FEATURE SELECTION

In this section, we introduce different image features fatds

ing and change recognition. Since the proposed model abtain
the optimal object configuration through stochastic baé&ath
iterations, two essential questions should be answerestitmas
the image data. First, how can we efficiently generate raeteva
Fig. 1. Definition of the rectangle parameters objects during thebirth process? Secondly, how can it be
ensured that the adequate objects survivedbathstep? To
keep focus on both challenges, we utilize low level and dbjec

_ . level features in parallel.
and selection should be addressed at the same time. Treerefof o\ |evel features are extracted around each pixel as typica

we construct a framework which can combine the features igor, texture and local similarity between the time layers
a flexible way depending on availability, accommodating afney are principally used in the birth step, to estimate wher

extended set of images and situations. the buildingsmightbe located, what thegnightlook like, and
where changeshouldbe expected. As a consequence, objects
2 PROBLEM DEFINITION are generated with higher probability in the estimatedtupl

) ) . regions, considering the estimated appearance models.
The input of the proposed method consists Of two Co-Te@iEter 5, the other hand, object level features evaluate a building

aerial or satellite images which were taken from the same agg ,oihesis for each proposed oriented rectangle. The ehoic
with several months or years of time difference. Thus a singl¢ preservingor killing an object in thedeathstep strongly

photo is available at each time instance, and we cannot #Xplg,nends on object descriptors, thus their accuracy isairuci
additional meta-information such as maps or topographic

building databases. We expect the presence of registration o )

parallax errors, but we assume that they only cause distrti 3-1  LOW level features for building detection

of a few pixels. We consider each building to be constructdtle begin the discussion with low level features extracted

from one or many rectangular building segments, which wieom individual images. For the purposes of built-in area

aim to extract by the model described in the following. Asstimation, at each pixek we calculate a pair of birth

output we provide the size, position and orientation patarse probabilities,P,fl)(s) and Pb@)(s), which give the likelihood

of the detected building segments, and give informatiorctvhiof s being an object center in image and 2, respectively.

objects are new, demolished, modified/rebuilt or unchanged’he nomination refers to the fact that in théath step the
Let us denote by the commonSy, x Sy pixel lattice of the frequency of proposing an object awill be proportional to

input images and by € S a single pixel. Let: be a building the local birth probabilities. On the other hand, we alsagass

segment candidate assigned to the input image pair, whicheigected orientatiom((j)(s), and side length vaIue,s(LZ)(s)

jointly characterized by geometric and temporal attribut&fe resp_ul@) (s) to the image pixels, which help in estimating

consider the center of each building= [c., ¢, as a pointin the g, e; ande; parameters of objects centeredsabased on

[0, Sw]x[0, Sk] C R?, which can be projected t8 by simple  various descriptors from thé" image ¢ € {1,2}). Since the

discretization:c — [[c.], [¢,]]. Let the rectanglg?, C S be calculation of birth, orientation and mean side length maps

the set of pixels corresponding to Apart from the centeti?,  are the same for both time layers, we simplify the notation by

is described by ther, e; side lengths, and € [-90°,+90°]  ignoring the image index in the following part of this seatio

orientation parameters as shown in Fig. 1. Later on, we will denote the time stamp again by a superscript
For purposes of dealing with multiple time layers, we assigndex in parentheses wherever necessary.

to eachu an index flag&(u) € {1,2, «}, where %' indicates

an unchanged object (i.e. present in both images), wihile ‘3.1.1 Local Gradient Orientation Density

and 2 correspond to building segments which appealy The first feature exploits the fact that regions of buildings

in the firstor second image respectively. We will denote thehould contain edges iperpendiculardirections. This prop-

set of all the possible object records(c., ¢y, er, €1, 0, §)  erty can be robustly characterized by local Gradient Ogient

by #. The output of the proposed model is a configuration gfn pensity Functions (GODF) [37]. L&Tg, be the intensity

building segmentsy € #", wheren, the number of objects gradient vector at pixet with magnitude||Vg,|| and angle

is also unknown. Y. Let Wi(s) be the rectangularx I sized window around
The method exploits rough preliminary knowledge about the \where is chosen as¥;(s) can cover an average building

interpretation. In the first part of the discussion, we assunyeighteds¥ density of IW;(s):
s .

that the side length parameters of the building segments in

the scene have the same order of magnitude and can be 1 1 9 — Iy
constrained by, (u) € [eF™, €] ande;(u) € [e™, ef*@]. As(0) = N, Z e IVgrll - & ( A @)
Later in Section 5 we present a multi-scale extension of the reWi(s)

process, which enables us to handle of image inputs whialere Ny = -,y () [[Vgr||, andk(.) is a kernel function
contain buildings with significantly different sizes. with a bandwidth parametdgs. We use uniform kernels for
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A O 90 . A®) & ) H Gradient orient.
d r i {1 |T"KDEs A (9), A (9)

! |___Bimodal MGM
estimate

-90 -60 -30 0 90-90 -60 -30 0

30 60 30 60
9 (degree) 9 (degree)

Fig. 2. Kernel density estimation of the local gradient ori-
entation histogram around two selected pixels: a building
center s and an empty site r.

(c) Color mask fco(s) = 1) (d) Thresh.Pfh(s) map

Fig. 3. Building candidate regions obtained by the low

quick calculation. If Wi(s) covers a building, thex,(v) level (b) gradient (c) color and (d) shadow descriptors

function has two peaks, located at a distance9@f from
each other in th&/-domain (see Fig. 2). This property can be
measured by correlating, (¢) with an appropriately matched

bi-modal density function:
_ the building segments (e.g. onlgd roofs are detected in Fig.
o(s,m) = /)‘5(19)772 (0, m, dx) v 2) 3(c)). Particularly, in grayscale images, the overlap leefv

wherens(.) is a mixture of two Gaussians with mean valyelhtensity domains of the classes is usually too large for any

m, resp.m + 90°, and deviationi) for both componentsd( reasonable separation.

is a parameter of the process set by training). Offsgtand A supplem_entary evidence f_or the presence of buildings
value as of the maximal correlation can be obtained as: can be obtained through thet_rast shadows[l],. [3]. In
several types of remote sensing scenes, a binary shadow

ms = argmax {a(s,m)}  as=o(s,ms) mask ., (s) can be derived by filtering pixels from the dark-
meE[=90°,0] blue color domain [38]. The relative alignment of shadows
Pixels with high o, are more likely to be centers ofto the buildings is determined by the global Sun direction,
buildings, which can be encoded in a gradient-based bimthich can be set with minor user interaction or calculated
map P (s) = as/ Y, g o For the sample image in Fig.automatically [3]. Consequently, we can identify the binit
3, a thresholded®?" map is shown in Fig. 3(b). candidate areas as image regions lying next to the shadow
Furthermore, let us observe that offsets andm, + 90° blobs opposing th&un direction(see Fig. 3(d) and later Fig.
estimate the dominant gradient directions in Wigs) region. 10). As for the shadow based birth map, we use a constant
Thus, for a building with centes, we expect its# parameter birth rate Ps"(s) = pg" within the obtained candidate regions
around a mean orientation valyg(s), defined as: and a significantly smaller constant on the outside. It is als
m i Ag(ma) > As(ms + 90°) important to note that for building detection only the_cast
po(s) = { s o SV s (3) shadows (i.e. shadows on the ground) are relevant, whife sel
ms +90°  otherwise shadows (i.e. weakly or not illuminated building parts) o
For this reason if the birth step proposes an objeet pixel be ignored. However, as pointed out in [39], in most cases
s, its orientation is set a®(u) = po(s) + ne, Whereny cast and self shadows have different intensity values,esinc
is a random value, generated for each object independentlg shadowed object parts are mostly illuminated by seagnda
according to a zero-mean Gaussian distribution with a smight sources such as reflections from surrounding builsling
deviation parametety.

that due to color overlapping between the roofs and the
background [3], they.,(s) mask often only contains a part of

3.1.3 Roof homogeneity
3.1.2 Roof color fllterlng and shadow evidence As illustrated in F|g 3, thePl;oyr(S) and Pbbh(s) birth maps
Several types of roofs can be identified by their typical colousually give a quite coarse estimation of the built-up regjo
[3]. Let us assume that based on a roof color hypothesis, waich is hardly appropriate for building separation ane @3-
extract an indicator mask.,(s) € {0, 1} (e.g. by thresholding timation. Although we may obtain notably accurate foottwin
a chrominance channel), whepg,(s) = 1 marks thats has through roof color filtering (Fig. 3(c)), it can only be used
roof color. Many roof pixels are expected around building-ce for a limited subset of the images and objects. On the other
ters, thus for eackh we calculate the accumulated,—filling  hand, in high resolution images provided by satellites sach
factor in its neighborhood™s = >_ ;4 0co(r). The color Ikonos and Quickbird, a significant part of the roof tops can
birth map value is obtained &&*(s) =T's/ >, .4 I'». Note be identified as homogeneous blobs in the coarsely detected
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e, Hliama =t 5 e . Ve g

(a) BEIJING image part(b) Detected shadowg) PBC: pre. candidate
Bright: o5, (s) mask  regions (foreground)

-90 -60 -30 0 9 30 60 90 -90 -60 -30 0 9 30 60 90

Fig. 5. Comparing the A(.) functions in the two image
8 layers regarding two selected pixels. s corresponds to an

(d) HBC: large homo<{e) GHBC: grad. orient(f) Building rectangles unchanged point and r to a built-up change.
genous regions of PB(ased clusters of HBC based on GHBC

Fig. 4. Preliminary building estimation based on roof ) . ) ) o

homogeneity. Missing and false alarms — denoted by () Besides marking the candldatg regions of_ the_ building

in image (f) — are eliminated later in the process. centers, thgR;|i = 1...t} set provides local estimations for
the side length parametergy (s) = er (R™™) and u;(s) =
el(R™n), Of course, we can only assume this information

building candidate regions. In this section we investigat@ be reliable in pixel positions withigh homogeneity birth

how roof homogeneitycan be exploited for building region factors. Thus, for an objeat proposed at, we set the side

detection and refinement. length values with a probability proportional '°(s) as:

The feature_ extraction algorithm con_sists of the fpllowing er(u) = pr(s) +n(s), er(w) = m(s) +mi(s)
steps (illustration for the BIJING image is shown in Fig. 4):

. Candi date Region Filtering: for a given input wherenL(s). andn;(s) are indgpendent zero mean Gaussiqn
image (Fig. 4(a)) obtain the coarse preliminary buildin ndom variables. Note that side length estimates can be sim

candidate (PBC) regions based on the gradient and ly extracted from the color feature map. This prelintina

shadow features, as explained in Sec. 3.1.1 and 3.1.2 (ﬁg!culation is particularly significant if the object sizefsow a
4(b)-(c)). ’ large variety, since sampling the side length parametetiseof

proposed objects according to a prior distribution with devi
gupport can slow down the speed of the iterative birth-death
pcess critically.

e« Intensity based segnentation: we (over)-
segment the PBC regions of the input image in
homogenous components, and ignore the blobs smalfé
than 20% of the expected mean building area. This step
results in the homogenous building candidate (HBG.2 Low level change feature

region map (Fig. 4(d)). _ Up to this point, we have used various descriptors to esémat
« Orientation based clustering: we re-cluster the |gcation and appearance of the buildings in the indafidu
the HBC map based on the (s) dominant local gradient jmages. However, the gradient orientation statistics affars
orientation values obtained in the regions of interesy, o] for low level region comparison, which can be directly
and call the result GHBC image as shown in Fig. 4(&jayolved in the scenario model. Let us consider the.)
Each uniform component of GHBC is considered in thgrientation density introduced in Sec. 3.1.1. Matching the
following as a building segment candidate. AL () andA?(.) functions from the two time layers can be
« Candi date parareter estimation: WE interpreted as low level similarity checking of the areasuad
estimate the center and the bounding box (Fig. iy the two images, based on “building-focused” textural
4(f)) parameters for each building segment candidafgsyres (see Fig 5), which are independent of illumination
through morphological box fitting techniques. and coloring effects and robust regarding parallax andsregi
Let us denote the candidate rectangles (Fig. 4(f)) obtaimedtration errors. For measuring the dissimilarities, we use t
the previous filtering process by;, i = 1...¢, and let¢(R;) Bhattacharyya distance:
be the center ofR;. Then, for each pixel, we determine the
closest rectangl®™" = arg min; ||s — ¢(R;)|| and calculate b(s) = — log/ VAL (9) - AP (9)dw (5)
the homogeneity birth value as:
_ Choosing an appropriate, threshold [14], the binarized
Pro(s) = kn <||s - c}ERg‘““)H) (4) pixel level change mask is obtained as:
R

[ 1 if b(s) > b ®)
with a kz(.) kernel function, andvz bandwidth parameter. 0en(s) = 0 if b(s) <bg
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? EERANEG)| e E A
(a) Input image 1 (b) Input image 2 (c) Changed regions of image 2

Fig. 6. Low level change detection: (a) and (b) input images, (c) Bhattacharyya change mask o,

As shown in Fig. 6, the above comparison separates effigientbrrespond to efficient building candidates. In seond step
the image regions which contain the changed and unchangesiconstruct energy subterms for each feafuyrey attempting
buildings, respectively. Knowing that is the area of window to satisfyo(u) < 0 for real objects and¢(u) > 0 for false
Wi (s), the probability of change around pixelis derived as: candidates. For this purpose, we project the feature domain
) to [—1, 1] with a monotonously decreasing function shown in
Pa(s)= Y oa(r)/l (") Fig. 8: ¢s(u) = Q(f(u), d], D) where
reW;(s)

Considering the change feature, we can exploit an addltiona Q(z, d,, D) = { (1 — d%) ) if z<d

information source for scene interpretation, which is e | exp (—2o) —1, if x>do
dent of the object recognizer.

(8)

Observe that theQ function has two parametergl, and
D. While D/ performs data-normalizatiorl}, is the object
3.3 Integration of the different birth maps acceptance threshold concerning featyrewu is attractive

i i f

Since the main goal of theombined birth mayin each image according to thep;(u) term iff f(u) > dp. _
is to keep focus on all building candidate areas, we deriveFinally, we mustconsider, that the decision based on asingl
it with the maximum operator from the birth maps of thdeaturef can lead to aveak cIaSS|f|(_:at|or13|nce_the buildings
features. For example, when gradient, color and shadow &R the background may overlap in tfielomain. Therefore,
simultaneously used, we obtain the final field Bgs) = I the third _step(Sec. 3.4.2), the joint energy terp(u) must
max { P¥ (s), P°(s), Pi(s)} Vs € S. For input, without be appropriately constructed from the different(u) feature
shadow or color information, we can ignore the correspapdifi’odules.
feature in a straightforward way, or exchange tRg°(s)
component to the homogeneity birth valug)°(s). 34.1 Featu_re Modgls _

In the birth step of the bMBD process, the birth map¥/e begin withgradi ent analysis. Below the edges of a
of both time Iayers,Pb(l)(s) and PI)(Q)(S)' and the change relevant rectangle candidate,, we expect the magnitudes of

map Pu,(s) are utilized in parallel. We propose an unchangetBe local gradient vector§Ay,) to be high and the orientations
object ats with a probability proportional ta(1 — Puy(s)) - t(_) be c!ose to the grlormal vectqm of the close§t rectangle
max;c (1.9 B (s), while at the same location, the likelihoodSide (Fig. 7). Thef®*(u) feature is calculated as:

of generating a changed building segmenfig(s) - P, (s) FE(u) = Z Vg, - n, 9)

for imagei. B #0R,,

seéRu

3.4 Object-Level Features where *’ denotes scalar pro_ducziRu is the diIate_d edgq mask

_ . _ _ ___of rectangleR,,, and#0R,, is the number of pixels iDR,,.
Besides efficient object generation, the second key point e dilation of theR, mask outline is necessary to tolerate
the applied birth-death dynamics based approach is toalalidsnghﬂy imperfect edge alignment and minor registratiomes
the proposed building segment candidates. In this seatien, penyeen the images. The data-energy term is calculated as:
construct ap(u) : H — [~1,1] energy function, which o () = O(f# (u), d&, DeY).
calculates a negative building log-likelihood value of eatj gThe calculation’ of ’ther oof col or feature is shown
u in the i*" image (hereafter we ignore thesuperscript). i, Fig. 9. We expect the image points to have dominantly
By definition, a rectangle withp(u) < 0 is calledattractive ot colors inside the building footpring,, while the T,
object, and we aim to construct the(u) function so that gpjact-neighborhood (see Fig. 9) should contain a majority
attractive objects correspond exclusively to the truedings. ¢ background pixels. Hence we calculate the interffal)

The process consists of three parts: feature extractihq external <o(u) filling factors, respectively, as:

energy calculation and feature integratidfirst, we define L 1
different f(u) : # — R features which evaluate a buildingsco(y) = Z 0co(5); ©(y) = IT. Z [1—0co(s)]

ex

hypothesis foru in the image, so that ‘high’f(u) values ! Ry SER, seT,
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(a) Object candidate (b) Gradient map

Fig. 7. Utility of the gradient feature

1
Q()

dO X

Fig. 8. Plot of the Q(z, dy, D) function

Here #X denotes the area of in pixels andoc.(s) is the

0 02 04 06 08 1

= == dark side histogram
= bright side histogram

Fig. 11. Utility of the roof homogeneity feature

.Incomplete u Floodfill from u: true object [] F,: flood mask
candidate D inner point s l:l i X
p candidate NH, NVU

Fig. 12. Floodfill based feature for roof completeness

color mask value by. We prescribe that should be attractive width of the shortest buildings in the scene. The union of the
according to the color term if it is attractive both regagithe two parallelograms forms thgs" shadow candidate region as
internal and external subterms. Thus the color energy termshown in Fig. 10. Thereafter, similarly to the color feature

obtained as:
Peo(u) = max [Q(f(u), &y, DY), Q(fex (u), dey, Dey)]

We continue with the description of thehadow t er m
This step is based on the binary shadow magks), extracted

expect low shadow presengg! (u) in the R, internal and a
high onefs!(u) in the TS external region:

fisr?(u) =

o 3 0w o)) S0 = e > el

SER, seTsh

in Sec. 3.1.2. Using thshadow directiorvectoris, (0pposite  aq for the energy term:

of the Sun direction vector) we identify the two sidetB

and BC, of the rectangleR,, which are supposed to border ¢ (u) = max [Q(fi(u), i, DY), Q(f (u), dih, DY)

on cast shadows, wherg B andC denote the corresponding
vertices as shown in Fig. 10. (Note thatjf, is parallel to one
of the rectangle sides, we have only one shadow-object ed
Then, we check the presence of shadows in parallelogral
(A, A+ eqn, B+ ean, B) and (B, B + &g, C + €41, C). Here

gsh IS @ scalar so thafley, - Usn|| approximates the shadow

Shadow

\

direction i N

Fig. 10. Utility of the shadow feature

Note that this approach does not require accurate building

bs of long buildings exceed tHE" regions.

he r oof honbgenei ty feature can also be exploited
at object level. Fig. 11 shows an example of how to describe
two-sided roofs. After extracting the symmetry axis of the
object candidate:, we can characterize the peakiness of the
dark () and bright ) side histograms by calculating their
kurtosis f1°(u), and f°(u), respectively. Denoting by, the
gray value of pixels, and byR¢ and R the dark and bright
regions ofR,, object rectangle, we get:

ZRd 93 ZRb 93
u 2; glo(u) _ u 5
(Zgg 92) (ZRZ g?)

If the roof parts are homogeneous, tfig°(u) and f°(u)
kurtosis values should be high. However, as shown in Fig.
12, the homogeneity feature may have false maxima for
incomplete roofs, since parts of a homogeneous roof are homo
geneous as well. Therefore we characterize roof completene
in the following way. We derive thd’, floodfill mask of «,
which contains the pixels reached by floodfill propagations
from the internal points ofR,. If the homogeneous roof
is complete,F,, must have low intersection with thidH.,,,
resp.NV,, ‘horizontal’, and ‘vertical’, neighborhood regions
of R, (see Fig. 12). Finally, theo,,(u) energy term can be

(\ﬁeéirght information, since we do not penalize it, if shadow

£ (u) = (10)
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constructed from the kurtosis and completeness descsiptor 4.1 Configuration Energy

a similar manner to the previous attributes. The Marked Point Process framework enables to character-
. . ize whole populations instead of individual objects, thgou
3.4.2 Feature integration exploiting information from entity interactions. Follomg the

Usually, the individual features are in themselves inappete classical Markovian approach, each object may only aftsct i
for modeling complex scenes, which is illustrated in Figleighbourslirectly. This property limits the number of interac-
13. For the Ground Truth (GT) buildings (see Fig. 13(b)}ions in the population and results in a compact description
we can follow here the effectiveness of the gradient (Fi§e global scene, which can be analyzed efficiently. Tozeali
13(c),(d)), shadow (Fig. 13(e).(f)) and color (Fig. 13(a))) the Markov-property, one should define firstaneighborhood
descriptors, respectively. The gradient and shadow maps Eglation between the objects . In our model, we say that
considerably noisy in the right upper image part, however, tu ~ v if their rectanglesi?, and R,, intersect.
roofs can be detected here fairly by extracting image region Let us denote byD the union of all image features derived
with high a* color component values in CIE L*a*b* colorfrom the input data. For characterizing a given object
space representation. Converselyon-red buildings in the Population considering, we introduce a non-homogenous
bottom-left regions can be efficiently detected by edge afi@ta-dependent Gibbs distribution on the configuratioespa
shadow features. 1

To answer the challenges of such object or data hetero- Pp(w) = 7 P [*‘I)D(W)} (13)
geneity problems, the proposed framework enables flexible
feature integrationdepending on the available image inputé’."'th
From the feature primitive terms introduced in Sec. 3.4t firénd ®p(w)

a Z normalizing constantZ = Y= _exp [-®p(w)],
configuration energy:

we construct building prototypes. For each prototype we can _

prescribe the fulfillment of one or many feature constraints Pp(w) = ;}AP(U) e u%;w](u’v) (14)
whosep¢-subterms are connected with theax operator in v

the joint energy term of the prototype (logical AND in theqere Ap(u) € [-1,1] and I (u,v) € [0,1] are the data
negative log-likehood domain). dependent unary and the prior interaction potentials,e®sp

Additionally, several building prototypes can be detecteflely, andy > 0 is a weighting factor between the two
simultaneously in a given image pair, if the prototype-eies  energy terms. Thus the Maximum Likelihood (ML) config-
are joined with themin (logical OR) operator. Thus the finalyration estimate according t#(w) can be calculated as
object energy term is derived by a logical function, whichy, = argmin,, [@p(w)].
expresses some prior knowledge about the image and th@jnary potentials characterize a given building segment
scene, and it is chosen on a case-by-case basis. For exanygdidatey = {ex,cyser,e1,0,€} as a function of the local
in the BUDAPEST pair we use two prototypes: the first onémage data in both images, but independently of other abject
prescribes the edge and shadow constraints, the second @f@ie population. This term encapsulates the buildinggirer
the roof color, thus the joint energy is calculated as: oM (u) and® (u) extracted from tha, resp.2"¢, image

. (Sec. 3.4) and the low level similarity information betwebha
p(u) = min { max {pgr(u), Pon (W)}, peo (1) }- 1) two time layers which is described by thg,(.) change mask
(Sec. 3.2).

We remind the reader that our approach marks each building
segmentu with an image index flag from the sét, 2, x},
depending on that appears in oneg[u) € {1,2}] or both
[€(u) = «] of the input images. In this way, the classification
4 CONFIGURATION MODEL AND OPTIMIZATION  of the building segment is straightforwardx is unchanged

) ) o iff €(u) = *; newiff £(u) =2 andPv € w: {¢(v) =1, v and
In this section we transform the building change dewc”%overlap}; anddemolishedff ¢(u) = 1 andfiv € w : {£(v) =

task into an energy minimization problem. Following oup " 504, overlag. Modified buildings are considered as two
definitions from Sec. 2, the building segment candidates bjectsu; andus, SO thaté (u1) = 1, £(us) = 2.

(i.e. objectg live in a bounded parameter spake Sinceé We  1ne following soft constraints are considered by the
aim to extract building populations from the images, we ”e%tential terms in the various cases:

to propose a configuration spaQe which is able to deal with
an unknown number of objects:

Similarly, for the BEIJING images (see Fig. 26, bottom) we
use gradienty,,) & shadow (ps,) and homogeneitydn,) &
shadow {},) prototypes.

« unchanged building:: we expect low object energies in
both images, and penalize textural differences (i.e. pixel
with o.,(s) = 1) under its footprintR,,.

o n o demolished or modified building in the first image: we
Q=  ={{w,. .. u}cH"} (12) expect lowp() (u), ande®) (u) is indifferent. We penal-
n=0 ize high similarity under the footprint.

Hereafter we will use the notatiom € Q for an arbitrary  « new or modified building in the second image: we expect

object configuration, thus = (), or w = {us,...,u,} for an low ¢ (u), andp™ (u) is indifferent. We penalize high

ne{l,2,...}and v, e H:Vie{1,2,...,n}. similarity under the footprint.
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(a) Input (color image) (c) Gradient map

(b) Ground Truth (GT) (d) Gradient feature (f) Shadow feature (h) Color mask

Fig. 13. lllustration of the feature maps in the BUDAPEST 2008 image. Gradient and shadow features are relevant in
the left-bottom regions, while the color descriptor is efficient in the top-right image parts. In image (d), the gradient
feature is shown under the GT object borders and the background color is equal to the average gradient value.

Consequently, using thi; € {0, 1} indicator function for RV
an event noted in the subscript, the Ap(u) potential is
calculated as:
Ap(u) = Lguyeqay - 01 (@) + Teqweqzay - ¢ () + .
1
g1 g 3 eanls) o ¢ et C/7%
" sE€R,
1 Fig. 14. Calculation of the I(u,v) interaction potentials:
+ Ligwye{1,2y - —#Ru Z}; (1 - Qch(s)) (15) intersections of rectangles are denoted by striped areas
s€hiy

On the other handjnteraction potentials realize prior
geometrical constraints: they penalize intersection betw ] ) ) o
different object rectangles sharing the time layer (see ®y 42 Bi-layer Multiple Birth and Death Optimization
By fixing the Ap(u) and I(u,v) potential terms, thép(w)
B #(R, N Ry) ) ; . . .
I(u,v) = Lje(uyme (o)) - m (16) configuration energy is completely defined, and the optimal
_ _ weo wwL building population can be obtained by minimizing
whereg (u) = £(v) relation holds iff¢(u) = £(v), oré(u) = %, eq. (14). For this purpose, we have developed lihéayer
or {(v) = . Sincevu, v : I(u,v) > 0, the optimal population \jtiple Birth and Death(bMBD) algorithm, the main steps
should exclusively consist of objects with negative date® .51 pe followed in Fig. 15. The bMBD method extends the
(i-e. attractive objects): ifip(u) > 0, removingu from the - entional MBD technique by handling two time layers sthu
configuration results in a lowedp(w) global energy (14). it encapsulates change and object information simultasigou
Note also that according to eq. (14), the interaction ter@y®l pyirs of consecutive birth and death processes are itanatid
a crucial role by penalizing multiple attractive objectsti®  onyergence is obtained in the global configuration. In the

same or strongly overlapping positions. birth step, multiple object candidates are generated randomly

Note that in the introduced probabilistic model, it is als%ccordin : (3)
: . o h g to the birth mapB, " (s), and as a further novelty,
possible to involve additional prior knowledge about thelat allso considering the changg p(ro)babilitiB&(s) with the ex-
a

of settlemen_ts, by adding further prior terms to_ the gIObpected parameter mapéi)(s), M(Li)(s) anduli) (s) i € {1,2}.

energy functiondp(w). For example, in a town, buildings are: e . .
. L The death process attempts to eliminate the inappropriate

usually aligned, hence, we can use the geometric mteractl&).ects based on the alobal configuration ener

terms of [6], where thalignment constraintavors small angle ) 9 g 9y-

difference and low distance between appropriately matched

corners of neighboring segments, while fheving constraint S5 MULTI-SCALE GENERALIZATION

favors parallel rectangles that are located side by sidecing In Sec. 2, we have used a single size hypothesis for all

clean arrangements of buildings. buildings in the image. However, in scenes where the sizes
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Bi-layer Multiple Birth and Death (bMBD) algorithm
1) Initialization: calculate theP" (s), P (s), p$”
an empty population = §.

2) Main program: initialize the inverse temperature par@me = /3, and the discretization step= Jo and alternate|
birth and death steps:

« Birth step for each pixels € S, if there is no object with centes in the current configuration, pick up
¢ € {1,2,+} randomly, let be

A, :{ ﬁm(s)?ﬁ(s) if €€ (1,2)

(s), 8 (s) and {7 (s) (i € {1,2}) birth maps, and start with

— Pa(s)) -max {P"(s), PP (s)} if € =«

and execute the following birth process with probabitit,:

generate a new objeet with centers and image index
set theer (u) ande;(u) side length parameters as follows:

« with a probability P (s)/Py: set the parameters accordingd().,u(f) (s),0L) resp.n(.,ufg) (s),01)
Gaussian distributions as explained in Sec. 3.1.3. (N¢)déthe homogeneity feature is ignoreﬁ,,h(s)
is considered as a constant zero map. (ii§ ¥ *, we choose between(Ll/)l and uf)l randomly.)

x otherwise: set the parameters randomly between presanbaianal and minimal side lengths, following
a uniform distribution

— set the orientatiod(u) following the n(.,péé) (s),0¢) Gaussian distribution as shown in Sec. 3.1
— addw to the current configuratiow

« Death stepConsider the configuration of objeats= {u1, ..., u,} and sort it from the highest to the lowep
value of Ap(u). For each object. taken in this order, computA®,, (u) = ®p(w/{u}) — &p(w), derive
the death rateas follows:

P=3

daw (u)

— WA\ — —B-A®, (u)
1+ daw(u)’ )=e

de (u) with  aw(u

and removeu from w with probability d.,(u). Note that according to eq. (147 ®.,(u) depends only on
u and its neighbours iw, thusd.,(u) can be calculated locally without computing the global agunfation
energiesdp (w/{u}) and ®p(w).

« Convergence tesif the process has not converged, increase the inverseeramupe 5 and decrease the
discretization step by a geometric scheme and go back to the birth step. Convaggsrobtained when al
the objects added during the birth step, and only these dra&®, been killed during the death step.

Fig. 15. Pseudo code of the bi-layer Multiple Birth and Death (bMBD) algorithm

TABLE 1
Main properties of the test data sets, and applicable
features from Sec. 3 (v/=Yes, x=No).

the perimeter. In this section, we demonstrate a genetializa
of the method through providing a multi-scale extension of
the Gradient Orientation Density Function (GODK)(.), and

Data Set Type Source gg{f — Uszale fe?tureﬁo introducing further quifications which are necessary i@ th

= CRETIET R AR | > | ?/ | proposed bMBD algorithm. We also note that most of the other
UDAPEST erial I ouncl X . P

ABIDIAN Satelite | Tkonos T T TV T low level features can be handled |n. a similar r_na_nner..

BEIJING Satellite | QuickBird NER AR ARY Let us assume that we havé different building size

SZADA Aerial | FOMI} VIV X 1V |X hypothesizesyu : u € U/_, T; whereu € T; iff ep(u) €

C.D’AZUR Satellite | Google Earth | x N RAE: [emm ema-"] ande (u) c [emin emax]

BODENSEE | Satelite | Google Earth | x | +/ | +/ | | X L,j>%L,j 1 ! Li 2 Clg I

NORMANDY | Satellite | Google Earth | x | / | v | v/ | X We remind the reader that tha,(.) feature has been

MANCHESTER Satellite | Google Earth | x [ v | vV [V | X calculated over a rectangular image regidi(s) around pixel

tindicate if multiple time layers are available for changéed&on

s, where thel window side length has been set according to

fHungarian Inst. of Geodesy, Cartography and Remote Sensifg estimated average object size. In the multi-scale siian

we calculate the local GODF foy different window sizes
(l = li,...,1y) corresponding to theg size hypotheses. Fig.
16 demonstrates this process with= 3, I; = 14, I = 24

of the footprints are notably diverse (see Fig. 17 and 18ndls = 40 parameter settings. At each scdle-1...J, we
this simplification may prove to be inefficient. Consideringalculate theP; (s, j) birth probabilities andu (s, j) mean
multiple scales concerns the low level feature extractiart p Orientation estimates separately, and get the final gradien
and theBirth step of the bMBD process particularly (see Figbirth-map asP* (s) = max; P’ (s, j).

15), since the object level features (Sec. 3.4) calculatetie

A minor modification should also be inserted into the

Deathstep are normalized either with the object area or withirth map summarization step: we store at each pixéhe
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2OL
”.’a

Pixel r: W(r) o B
' (a) Input image (b) Detection

=14 ' ! Fig. 18. Detection results in a densely built-in part of the
i [ ABIDJAN image set

«=0.0451

: Edge Verification method [3]

i =24 « Building Candidate Region (BCR) extraction with a mar-
phological approach — shadow and roof color information
exploitedsolelyin preprocessing

« Canny edge detection inside the BCRs

=40 ; « Roof corner estimation by detection of perpendicular edge-
junctions in the BCRs

« Rectangle fitting for the BCR-edge map around each corner

] candidate

a=0.0532 «=0.0640 « Hypothesis acceptance/rejection

=0.0502

Fig. 16. Multi-scale investigations: demonstrating the
dependency of gradient orientation histograms on the [
window size. Maximal « feature can be obtained with
[ = 14 for the small building (see on the left) and with
[ = 40 for the large building (see on the right)

Segment-Merge method17]
« Building segment estimation by seeded region growing
« Region merging and shadow evidence verification
« Filtering based on geometric and photometric features
« Polygon approximation of the building blocks

Fig. 19. Main steps of the Edge Verification [3] and
Segment-Merge [17] methods used for comparison

(@) Input image resolution and expected object dimensions. They are setlbas
. . . L ) on sample objects. We used a constart 2 weight between
Fig. 17. Detection results in case of significantly different 1o 4ata term and the overlapping coefficient in (eq. 14).

building scales, using the features from Fig. 16 ]
The parameters of thdata modelare estimated based on

training image regions containir@round Truthbuilding seg-
dominant feature termy(s) = ArGMAX, ¢ (g1 co sh,ho} PbX(s) ments{uft,ugt, .. ..,u%t}. Consider an aybitrary”(u) feature
This indicator is utilized by the modifie@irth process. If from the feature library (e.gf#"(u) gradient descriptor). We
we decide to generate a new objectat pixel s based on remind the reader that eacf(u) of our model is a noisy
P,(s), we select its scalg(u) randomly, so that the probability quality measure and the corresponding energy term is cstain
of choosing scalej is P} (s,5)/ 320, BX*)(s,i). Then asey(u) = Q(f(u),df, DY) (see Sec. 3.4). Here we set the
we set the orientatiofi(x) following the (., s (s, j(u)), 0p) NOrmalizing constant a®/ = max; f(uf') — min; f(uf).
distribution, and the side lengths, (v) and ¢;(u) according Exploiting that theQ transfer function is monotonously de-
to uniform distributions around the expected length valaies Creasing with a sole roof (u) = df, objectu is attractive

scalej(u). in image: (i.e. cp?(u) < 0) iff f(u) > df. Consequently,
increasingdg may decrease the false alarm rate and increase
6 PARAMETER SETTINGS the missing alarms corresponding to the selected featimee S

We can divide the parameters of the proposed mMPP metHBdn€ Proposed model we can simultaneously utilize several

into three groups corresponding to fiigor model| data model building prototypes, our strategy for settldé. is to minimize

and thebMBD optimization thg fglse ala_rms for each prototype, and eliminate the ngssi
The prior model parameters, such as the number of thiuildings using further feature tuples.

examined scalesJ(in Sec. 5),! (or ;) window sizes for  Finally, regarding therelaxation parameters, we followed

GODF calculation (see Sec. 3.1.1) and maximal/minimalredhe guidelines provided in [22], and uségl = 20000, 5y =

angle side lengths at the difference scales, depend on imageand geometric cooling factors/0.96.
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(a) Input image (b) SIFT [29] (c) Gabor [30] (d) MRF [1]

(e) Edge Verification [3] (f) Segment-Merge [17] (g) Proposed MPP (h) Ground Truth

Fig. 20. Evaluation of the single view building model. Comparing the proposed MPP model to the SIFT [29], Gabor
[30], MRF [1], Edge Verification (EV) [3], Segment-Merge (SM) [17] methods, and to the Ground Truth. Circles denote
completely missing or false objects. SIFT and Gabor only extract building centers.

7 EXPERIMENTS

The goal of this section is to validate the three key develo
ments of the paper and compare them to the state of the
(i) the proposed multiple feature based building appeara
model, (ii) the joint object-change modeling framework and
(i) the non-homogeneous object birth process based on law
level features. ‘ ¢

We have evaluated our method using eight significantps
different data sets whose main properties are summarizel —
Table 1. Four image collections contain multitemporal a&eri
or satellite photos from the monitored regions, which eesbl

testing both the building extraction and the change detecti (b) Proposed MPP (d) EV method

abilities of the proposed mMPP model. The remaining fOLIL_rig_ 21, Limitations of the EV and SM methods: com-
data sets contain standalone satellite images acquired frBared to the proposed model (im. (b)), weak edge map (c)
Google Earth, which are only exploited in the evaluationhaf t results in weak EV matching (d): whiie textured buildings
building appearance model (Sec. 7.1). To guarantee theohet%n the right do not appear as h'()mogenous blobs in the

geneity of the test sets, we have chosen completely differ ) ; ;
geographical regions as listed in Table 1. We collected wempqll%Odflll map (€), and are ignored by SM detection ()

from densely populated suburban areas, and built a manually

annotated database for validation. For parameter settings

have chosen in each data set 2-8 buildings¢) as training

data, while the remaining Ground Truth labels have only be®®D, respectively), and the missing and false change alarms

used to validate the detection results. Qualitative resate (MC, FC). On the other hand, we also investigate how accurate

shown in Fig. 17, 18, 20, 21, 25 and 26. the extracted object outlines are: we compare the resulting
We perform quantitative evaluation both at object and pixéuilding footprint masks to the Ground Truth mask, and

levels. On one hand, we measure how many buildings aralculate the Precision (Pr) and Recall (Rc) values of tkelpi

recognized or classified incorrectly in the different testss level detection. Finally, the F-score (harmonic mean of it a

by counting the missing and falsely detected objects (MO aft) can be given both at object and at pixel levels.

i

(f) SM method
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TABLE 2
Numerical object level and pixel level comparison of the SIFT, Gabor, EV, SM and the proposed methods (MPP) on
each test data set (best results in each row are typeset by bold.)

Data Set Object level performance Pixel level performance
SIFT [29] || Gabor [30] EV 3] SM [17] Prop. MPP EV [3] SM17] Prop. MPP
Name [ #obj] MO [ FO|[MO [ FO|[[MOJFO|[MOJFO | MO ] FO PrT Rc PrT Rc PrT Rc
BUDAPEST 41 20 10 8| 17 11 5 9 1 2 411073] 0461 0.84] 061 0.82] 0.71
ABIDJAN 21 8 5 0 1 2 0 2 1 1 0]/ 091] 073 0.84] 0.79 || 0.83 | 0.74
BEIJING 17 7 2 9 8 2 3 4 2 1 0[[059]026] 071 072 ] 093] 0.71
SZADA 57 17 | 26 17 | 23 10 | 18 11 5 4 1] 061|062 079 0.71 || 0.93] 0.75
COTE D'AZUR 123|| 55 9 12| 24 141 20 20 | 25 5 41/ 073] 051 075 0.61 || 0.83 | 0.69
BODENSEE 80 34 9 32 8 11| 13 18| 15 7 6 || 056 | 0.30 || 0.59 | 0.41 || 0.73] 0.51
NORMANDY 152 || 69| 14 24 | 14 18| 32 30 | 58 18 1]/ 0.60 | 0.32 || 0.62 | 0.55 || 0.78 | 0.60
MANCHESTER 171 ]| NA | NA 53| 85 46 | 17 53 | 42 19 6 || 0.64 | 0.38 || 0.60 | 0.56 || 0.86 | 0.63
| Overall F-scoré [ 0663 [ 0799 [ 0842 [ 0798 [ 0944 [ 0537 [ 0668 [ 0743 |
* MANCHESTERIs ignored from the summarization due to weak performandh miost of the methods
7.1 Building Segment Description demonstrates, the computational complexity for the differ

images depends in parallel on various factors, such as image

Although the proposed model handles multiple time layet, e dominance of the color map, and diversity of the bogdi
simultaneously, the building description module introglditn g length values.

Sec. 3.4 works on single image inputs (birth maps and objectapart from the low complexity, a significant advantage of
energies are calculated in the two images independently).jhe Gabor model [30] is that it can deal with various images
this subsection, we evaluate solely the object recognfi@m, 1, changing only a single scale parameter. Conversely, our
thgrefore_ we use temporarily a simplified data tediB(u) = method uses 1-2 free parameters for each feature, thus it
% (u), i.e. we detect buildings only in the second iMmagR more dependent on the training set. However, while the
independently of the first one. Gabor algorithm is successful in detecting compact shaped
In this section, we present numerical and qualitative campgyildings, it faces difficulties with long segments (seelB
ison results versus single-view building detection teghes jnG). Some additional problems appear considering dark
from the state-of-the-art, which were briefly introduce®ec. puildings (BobENSEB, where the gradient directions point
1.4. On one hand, we have evaluated three recent methgg{ﬁay from the building center [30]. Both ti@aborand SIFT
in collaboration with their authors: MRF [1], SIFT [29], andmethods have better performance on panchromatic satellite
Gabor [30]. Source codes of SIFT and Gabor have begRages, while in aerial photos false positives appear due to
provided us for the experiments, while the authors of MRfany redundant local features extracted in the backgrdand.
have tested their model with our image sets. In additiogeneral, buildings in rural regions are efficiently detelatéth
we have also implemented two methodologically orthogongdese models, but in densely populated areas, the fals alar
methods: the Edge Verification (EV) technique [3] and thgyte increases. On the contrary, inserting various bugldin
Segment-Merge (SM) model [17], their main steps are listgf{potheses into our MPP framework is straightforward, thus
in Fig 19. Since EV and SM use similar image featurggcan efficiently deal both with high contrast satellite ipea
(gradient, shadow, color, homogeneity) to our framewosk, Band aerial photos where color is a more dominant feature.
considering them in the comparison, we can focus purelysince our datasets do not contain any metadata about
on validating the model structures instead of special Mpyhtrinsic and extrinsic camera parameters, several benefit
dependent descriptors. Sample output images of the referef1] cannot be exploited. Most of the observed artifacts of
methods can be found in Fig. 20 and 21. [1] (see Fig. 20(d)) derive from the sensitivity of the edge
Quantitative evaluation on the database was performed witbtection algorithm, which is alleviated by using a strong
SIFT, Gabor, EV, SM and the proposed MPP models, resuiissumption: the detected buildings should have a uniform
are shown in Table 2. Since SIFT and Gabor extract tieight. Resolution of the images affects strongly the dyali
building centers instead of estimating the outline, theg athe results. The authors confirmed that the minimal resoiyti
only involved in the object level comparison. Numericalilés  at which the method is able to operate is only fulfilled in the
confirm that the proposed model surpasses all referenchs VR versions of the Budapest and Cote d’Azur images. They
10-26% at object level and with 5-18% at pixel level. reported fundamental problems with the remaining images,
Table 3 lists the computational time requirements of thgartially due to small size, missing color information aod|
test images with the different methods. From this viewpoinquality of the edges. Buildings with irregular shapes aré no
the Gabor technigue is dominantly the most efficient, sincketected because they do not fulfill a second assumption, tha
its Matlab version outperforms the otheftZoded methods. rooftops are polygons with pairwise parallel sides.
On the other hand we can observe that the proposed MPRVe continue the discussion with the EV and SM reference
model is competitive with most reference techniques reggrd methods. Both of them follow the deterministic hypothesis
the average running time as well. Note that as Table g&neration-acceptance scheme, where buildings ignoréeeby
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% 08 Settings: % 08 Settings: i i TABLE 3 i i i
B o w0 B o ’/\\1262 Computational time of the different w.r.t. image sizes (in
o 5 kPixels)
> >
Does D o065
T os ERX Size Computational time (seconds)
D__ 10 12 14 16 18 20 22 0__ 21 24 27 30 33 36 39 Data Set (kPIX) S”:T | Gabor | EV | SM | MPP
Crominance thresh. of roof color (t,)  Shadow darkness thresh. (z.,) BUDAPEST 280 197.3 145 | 120.4 | 18.4 25.0
o o _ ABIDIAN 1487 ]| 110.1 71| 120 63| 107
s Settngs: BEWING 515 || 391.1| 37.2] 1555 12.9] 522
e =30 SZADA 1472 | 2009 498 | 30.3| 89.1| 315
z C.D'AZUR 723 || 416.0 57.7 | 3243 47.2| 685
3 *® BODENSEE 536 90.0 27.9 30.4 | 35.1 66.2
T o NORMANDY 1116 || 236.7 67.2 | 109.6 | 72.3| 46.3
X 16 18 20 22 24 26 28
& Gradient accept. threshold (d) MANCHESTER 1073 NA 137.1| 132.1 | 54.0 65.9
Average [ 733 2346 374 111.8] 402 | 429
Fig. 22. Pixel level performance (F-scoore) in case of Implementation language|| Matlab | Matlab [ C¥+ [ CT* [ CT+
different parameter settings fTest of [1] with full resolution (1068kPix) needets minutes

hypothesis generator modules appear automatically asnmiss7.2 Joint Object-Change Model

objects. On the contrary, our proposed model uses a stathaggier testing the introduced building detector module ingbé
birth process, where the;(s) maps control the frequency ofjmages, we continue with the validation of the proposedtjoin
local object propositions only. This approach is more rébug;ect.change classification framework. The mMPP model

since even in the image regions with erroneously IBWs) eyajyates a given building segment candidate by simultane-
values, the objects are not gomp!etely absen_t; they mergll§{5|y considering its bi-temporal() (v) and ¢ (u) object
appear later during the bMBD iterations or the S'Ihoue“asmenergies and the low level change information under the

be slightly inaccurate. _ . __footprint. This approach is compared to the conventional

As in Sec. 1.4, the sequential EV technique is sensitigg,st petection Comparison (PDC) [13] technique, where the
to the quality of the individual feature maps used in thgyigings are separately extracted from the two image yer
consecutive algorithmic steps. Similarly to [1], the edg&Sk1 5 the change information is a posteriori estimated throug
exploited in object proposition and verification can be sty comparing the location, geometry and spectral charatitavis
corrupted or misleading in cases of low contrast, exturefl the detected objects. In the latter case the object-ghang
background or large noise (Fig. 20(e)). In addition, exa8plyecision is sequential, thus less information can be etquloi
in Fig. 21(c) and (d) show that curved or scalloped roof edgg§ the individual object extraction and change classiftati
do not fit appropriately to the straight sides of the modgleps respectively. Table 4 confirms, that the PDC method
rectangles and result in poor detection on the left part ef th,,ses more false change alarms than mMPP.
image. For the same reasons, we must expect similar astifactyy, ynderstand the reasons for the differences between PDC
by using other edge-critical methods [18], [31]. ‘and mMPP, a few illustrative examples are shown in Fig.

As for the region based approach, Fig. 20()) and Figs First, the layer-by-layer detector has missed two dbjec
21(e) - (f) |IIustra'Fe that the SM techmq_ue fails in detagti .5ndidates: one in the top of the (a) image (edges are partial
roofs which are inhomogeneous both in color and texturgiggen by the trees), and one in the bottom-left corner of the
On the other hand, building-like homogeneous blobs mayy image (low contrast). These errors result automagidall
result in false positive objects, while low contrast bmlt_yh; false changes by using the PDC approach. However, the joint
can be merged with the background and missed during g pp model produces appropriate detection results (images
sgg_mentanon process. These problems can also appear URIN%Nnd (d)), exploiting that both imperceptible buildinase
similar methods [33], [34]. _ in certainly unchangedmage parts according to the low level

In summary, the tests confirm that the proposed modgl _change feature, meanwhile the given objects have been
surpasses the reference techniques, particularly dus t@t  correctly and confidently detected in the other images. @n th
key properties: the stochastic object generation proceds gther hand, false objects appearing in the backgroundmegio
the pgrgllel utilization of multiple features in the buildi i, ppDC have been eliminated by the mMPP model, exploiting
description module. that the corresponding local similarity is high again, Hu t

against the parameters of various feature extraction .steps

Fig. 22 shows the pixel level F-scores of detection on the )

BUDAPEST image, where we perturbated the chrominanceS Feature Based Birth Process

threshold {..) of roof color filtering, the shadow darknessAlthough the wy. configuration estimate does not depend
threshold {.,) and the gradient acceptance threshald) on the birth maps, the exploration strategy in the popula-
with maximum=+30% around the optimal value. Results shovtion space affects the speed of optimization notably. In the
that the performance varies aroutl% in these parameter bMBD algorithm (see Fig. 15) the most significant part of
domains, most significant is the dependencergn the computational time corresponds to calculating Ahe(u)
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Fig. 23. Evolution of the detection performance over Fig. 24. Evolution of the detection performance over the
the iteration steps during optimization on the BUDAPEST iteration steps during the optimization on the BUDAPEST
image pair. Object level error is given as a function of the image pair. Detection Accuracy DA (i.e. pixel level F-
applied birth steps. score) is given as a function of the applied birth steps.

Image from 1996 Image from 1997
data term for each generated object, since the interaction " 5

potential I (u, v) only needs to calculate the intersection area
of rectangles which can be solved efficiently in an analytica

way. For this reason, the complexity of the approach can be
characterized by the number of object birth steps.

The key objective of the proposed non-uniform Feature
Based Birth (FBB) procedure is to generate relevant objects
with higher probability, so that we need to deal with less
inefficient building segment candidates, and high qualig-c
figurations can be reached more quickly. We should note here
that theP," (s), Pen(s), u$ (s), 8 (s) andp” (s) birth maps
are calculated only once before starting the iterativeritiym,
and using dynamic programming techniques its computdtiona
need is negligible [28] considering the cost of the whole
Simulated Annealing (SA) process.

For evaluation, we compared the convergence speed of
the bMBD optimization using the proposed FBB and thpijg. 25. Results on ABIDJAN images (source: DGA®
conventional Uniform Birth (UB) processes. In the UB cas@rance). Left: image from 1996, right: image from 1997.
the P (s) and P.;,(s) maps follow a uniform distribution and Top: Post Detection Comparison (PDC) (errors are high-
the side length/orientation parameters are also set asromif lighted by circles), Bottom: proposed joint mMMPP model
random values. In Fig. 23, the object-errors are shown as a
function of the birth steps: the FBB approach reaches the
final error rate with3 times less birth calls than the UB.

The difference is even more significant at pixel level. Agata, prior knowledge, and interactions between the neighb
Fig. 24 shows, with the UB process the pixel level accuradg building parts. The accuracy is ensured by a Bayesian
rates converge much slower than the object errors; to remect model verification, meanwhile the Computationaltcos
the 75% DA rate, we need to generat®), 000 objects with IS significantly decreased by a non-uniform stochastic aibje
the UB map, and only24,000 building candidates with the birth process, which proposes relevant objects with higher
proposed FBB map. This observation means that the appeatdigbability based on low-level image features.

object silhouettes in the uniform approach are usually bigta

inaccurate in the beginning, and considerable time is reede

to reach the optimum.

PDC method

n B

?434'«)4 1 ‘}v }.‘,?,?" |
*’T!*f@m ;.;.y‘ w%g_ e

Proposed mMPP method
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Fig. 26. Results on BUDAPEST (top, image part - provider: Andras Gorog) and BEIJING (bottom, provider: Liama
Laboratory CAS, China) image pairs, marking the unchanged (solid rectangles) and changed (dashed) objects

TABLE 4

Quantitative evaluation results. #CH and #UCH denote the total number of changed resp. unchanged buildings in the
set. PDC denotes the Post Detection Classification reference method and mMPP refers to the proposed

multitemporal Marked Point Process model. Evaluation rates MO, FO, MC, FC and DA are introduced in Sec. 7.

Missing Obj. (MO) False Obj. (FO) || Missing Change (MC)|| False Change (FC)| Pix. lev. F-score
Data Set | #CH [ #UCH PDC | mMPP PDC [ mMPP |[[ PDC | mMPP PDC | mMPP [ PDC | mMPP
BUDAPEST 20 21 3 0 7 2 1 0 9 2 0.72 0.78
BEIJING 13 4 1 0 2 1 0 0 3 0 0.77 0.85
SzZADA 50 7 4 2 0 1 3 4 3 0 0.76 0.82
ABIDJAN 0 21 2 0 2 0 0 0 4 0 0.78 0.91
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