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ABSTRACT

Index Terms— Motion, Model Reduction, Principal Or-

der Decomposition, Model Coupling, Galerkin Projection

1. INTRODUCTION

Motion estimation from an image sequence has been in-

tensively studied since the beginning of image process-

ing [1, 2]. The aim is to retrieve the velocity field w(x, t)
visualized by a discrete image sequence I = {Iz}z=1...Z =
{I(x, tz)}z=1...Z . The application of data assimilation tech-

niques to motion estimation also emerged in the last five

years [3, 4, 5]. Data assimilation aims to find the optimal

solution to the equations describing the temporal evolution

of motion and image fields and to that, named observation

equation, which links the motion field to the observed image

acquisitions. Its advantage, compared to image process-

ing methods, is the retrieval of a continuous motion field,

allowing to assess the processes occurring between two ac-

quisitions. Its major drawbacks are the memory and computer

resources required when using the full model, defined on the

pixel grid. This does not allow to process long temporal se-

quences of large size images such as long-term satellite data.

To get round this problem, reduction methods are required to

apply data assimilation on subspaces. In [6], such reduced

model is proposed to describe the dynamics of motion and

image fields. Coefficients characterizing observations in the

image subspace are then assimilated in the reduced model to

estimate those characterizing the motion field.

In this paper, we focus on the estimation of motion on a

long temporal window. A method, named sliding windows

assimilation, is designed: image assimilation is first applied

on an initial sub-window with the pixel grid, and then on

sliding temporal windows with reduced models, obtained by

Galerkin projection on motion and image subspaces. The full

model, used on the pixel grid in this paper, is described in

Section 2. The main concepts of data assimilation are briefly

summarized in the same section. The derivation of the re-

duced model by Galerkin projection is then explained in Sec-

tion 3. Last, the sliding windows assimilation method is fully

described in Section 4 and its results quantified in Section 5.

2. FULL MODEL DESCRIPTION AND DATA

ASSIMILATION

In order to describe the sliding windows assimilation method,

we consider, as an example, divergence-free motion fields

w(x, t), with w =
(

u v
)T

, x =
(

x y
)T

∈ Ω, a bounded

domain, and t ∈ [t0, tN ], a closed interval. However, the

discussion would be still valid for other motion dynamics.

As a divergence-free motion field w(x, t) is fully character-

ized by its vorticity value ξ(x, t), w is a function of ξ, and

written w(ξ). We also assume that the motion field satisfies

the heuristics of Lagrangian constancy described by:
dw

dt
=

∂w

∂t
+(wT∇)w = 0. Under the divergence-free assumption,

this is rewritten as an equation describing the evolution of ξ:

∂ξ

∂t
+w(ξ) · ∇ξ = 0. (1)

The state vector of the full model is defined as the func-

tion: X(x, t) =
(

ξ(x, t) Is(x, t)
)T
. Is is a pseudo-image,

which has the same dynamics as the image observation: the

motion field transports it according to the so-called optical

flow equation [1]:

∂Is

∂t
+w(ξ) · ∇Is = 0. (2)

This pseudo-image Is is included in the state vector in order

to allow an easy comparison with the image observations at

each acquisition date: they have to be almost identical.



Eqs. 1 and 2 are summarized as:

∂X

∂t
+M(X) = 0 (3)

Data assimilation aims to find an optimal solution to the evo-

lution equation (Eq. 3) and to the observation equation that

links the state vector to the image observations I(x, t):

HX = I (4)

The observation operator H projects the state vector into the

space of observations. In our case, H reduces to a projec-

tion on the pseudo-image component, HX = Is, and Eq. 4

rewrites as: Is = I .

Image observations are assimilated in the full model M,

defined by Eqs. 1 and 2, to estimate vorticity and motion. Full

description of the data assimilation method is given in [5].

3. GALERKIN PROJECTION

The aim is to define a reduced model of the full model de-

scribed in Section 2. We assume that we have knowledge

of a rough estimation ξb, named background value, of vor-

ticity at the beginning of the temporal window. The first is-

sue is to define subspaces for vorticity and image fields, onto

which the evolution equations 1 and 2 are respectively pro-

jected to obtain the reduced model. These subspaces are de-

fined by their orthogonal basis Ψξ and ΨI , obtained as ex-

plained below. First, a Proper Orthogonal Decomposition

transform (POD) [7] is applied to the image observations I =
{Iz}z=1...Z , that defines Ψf

I . Second, ξb is integrated in time

with Eq. 1. This simulation provides snapshots, on which

POD is applied to obtain Ψf
ξ . We keep the first K modes of

Ψf
ξ and the first L modes of Ψf

I to define the reduced basis

Ψξ and ΨI . K and L are chosen in order to keep 95% of

variance.

Let ai(t) and bj(t) be the projection coefficients of

ξ(x, t) and Is(x, t) on Ψξ and ΨI . ξ(x, t) and Is(x, t)

are approximated by: ξ(x, t) ≈
∑K

i=1
ai(t)ψξ,i(x) and

Is(x, t) ≈
∑L

j=1
bj(t)ψI,j(x). After replacing in Eqs. 1

and 2, it comes:


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K
∑

i=1

dai

dt
(t)ψξ,i(x)+

w

(

K
∑

i=1

ai(t)ψξ,i(x)

)

· ∇

(

K
∑

i=1

ai(t)ψξ,i(x)

)

= 0

L
∑

j=1

dbj

dt
(t)ψI,j(x)+

w

(

K
∑

i=1

ai(t)ψξ,i(x)

)

· ∇





L
∑

j=1

bj(t)ψI,j(x)



 = 0

(5)

This system is projected on each vector of Ψξ and ΨI to de-

rive:
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
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dak

dt
(t) 〈ψξ,k, ψξ,k〉+

〈

w

(

∑K

i=1
ai(t)ψξ,i

)

· ∇
(

∑K

i=1
ai(t)ψξ,j

)

, ψξ,k

〉

= 0,

dbl

dt
(t) 〈ψI,l, ψI,l〉+

〈

w

(

∑K

i=1
ai(t)ψξ,i

)

· ∇
(

∑L

j=1
bj(t)ψI,j

)

, ψI,l

〉

= 0,

(6)

〈., .〉 being the scalar product: 〈f, g〉 =
∫

f(x)g(x)dx.

As w is a linear function of the vorticity ξ, System (6) is

simplified as:















dak

dt
(t) + aT (t)B(k)a(t) = 0, k = 1 . . .K.

dbl

dt
(t) + aT (t)G(l)b(t) = 0, l = 1 . . . L.

(7)

with:

• a(t) =
(

a1(t) . . . aK(t)
)T

and b(t) =
(

b1(t) . . . bL(t)
)T

,

• B(k) aK×K matrix: B(k)i,j =
〈w(ψξ,i) · ∇ψξ,j , ψξ,k〉

〈ψξ,k, ψξ,k〉
,

• G(l) aK×Lmatrix: G(l)i,j =
〈w(ψξ,i) · ∇ψI,j , ψI,l〉

〈ψI,l, ψI,l〉

Let XR(x, t) =
(

a(t)T b(t)T
)T

be the state vector of the

reduced model. System (7) is rewritten as:

dXR

dt
+MR(XR) = 0, (8)

MR being the projection [8] of the full model on Ψξ and ΨI .

The same data assimilation method than that described in

Section 2 is then applied. The state vector is XR, the evolu-

tion equation Eq. 3 is replaced by Eq. 8, and the components

bj(t) of the state vector are compared with the projections of

image acquisitions on ψI,j in order to implement Eq. 4.

4. SLIDING WINDOWS ASSIMILATION METHOD

This section describes the sliding windows assimilation

method, which is defined to process long temporal image

sequences.

The discrete sequence I = {Iz}z=1...Z is first split into

short sub-sequences, that half overlap in time. The corre-

sponding temporal intervals or windows are denoted Wim,

with m being their index. Images belonging to Wi1 are as-

similated in the full model M described in Section 2. This

allows the retrieval of the vorticity on the whole intervalWi1.

Its value at the beginning of Wi2 is taken as the background

value ξb, required to define the reduced model M2

R on Wi2,



as explained in Section 3. The coefficients of projection bj(t),
of images belonging to Wi2, are assimilated in this reduced

model in order to retrieve the vorticity coefficients ai(t), and

compute the vorticity values ξ(t) over Wi2. This again pro-

vides the background value of vorticity for Wi3 and allows

to define the reduced model M3

R on the third window. The

process is then iterated, until the whole image sequence I has

been analyzed.

The major advantage is that full assimilation is only ap-

plied on the first temporal windowWi1, that has a short dura-

tion. This assimilation is based on an optimization method [9]

and requires, at each iteration, a forward integration ofM and

a backward integration of its adjoint [5]. The complexity is

proportional to the image size multiplied by the number of

time steps in the assimilation window. On the next windows

Wim, the complexity greatly decreases as the state vector in-

volved in the reduced models is of size K + L, which is less

than 10 in the experiments.

5. RESULTS

Twin experiments were designed to quantify the sliding win-

dows assimilation method and its ability to process long-term

satellite data.

On a first experiment, the full model is run to obtain a

four-day simulation, with a time step of 15 minutes and ini-

tial conditions displayed on Fig. 1. Snapshots of Is are taken

as observation images I = {Iz}z=1...Z . Four of them are dis-

played on Fig. 2. The whole temporal window corresponds

Fig. 1. Left to right: Initial condition ξ(0), w(0)and Is(0).

(a) t = 21 (b) t = 121 (c) t = 221 (d) t = 321

Fig. 2. Observations at temporal indexes 21, 121, 221, 321.

to indices from 0 to 322. It is split in subwindows and as-

similation is performed, as described in Section 4, with the

sliding windows assimilation method. Results are displayed

on Fig. 3. In order to demonstrate the potential of this slid-

ing windows method, we made statistics on the quality of the

(a) t = 0 (b) t = 107 (c) t = 214 (d) t = 322

(e) t = 0 (f) t = 107 (g) t = 214 (h) t = 322

Fig. 3. Up: ground truth, Down: estimation with reduced

model at temporal indexes 0, 107, 214, 322.

retrieved vorticity on the whole sequence. The NRMSE (in

percentage) ranges from 1.1 to 4.0% from the first to the sixth

sub-window. The correlation value between the retrieved vor-

ticity and the ground truth decreases from 0.99 to 0.96 from

the first to the last sub-window.

A second experiment modifies the initial condition on the

pseudo-image, in the simulation providing the snapshots. The

full and POD models are quantified on the sub-window with

indexes from 0 to 82. Observations are considered at indexes

1, 21, 41, 61, 81, and displayed on Fig. 4. Ground truth

(a) t = 1 (b) t = 21 (c) t = 41 (d) t = 61 (e) t = 81

Fig. 4. Observations.

and motion results are displayed on Fig. 5. Visualization is

made with the colored representation tool of the Middlebury

database1. On these data, the memory size required by the

full model is equal to the size of the image domain multiplied

by the size of the temporal window and by the size of the state

vector (which is 2), while those of the reduced model is equal

to the size of the temporal window multiplied by the size of

the reduced state vector (K + L, which is less than 10 in exper-

iments). Results obtained with the reduced model have also

been compared with four well-known state-of-the-art meth-

ods: [1, 10, 11, 12]. For these methods, optimal parameter

values have been used, that provides the smallest errors. In

Table 1, the error between the motion result and the ground

truth is given for all methods.

1http://vision.middlebury.edu/flow/



(a) t = 0 (b) t = 0 (c) t = 0

(d) t = 81 (e) t = 81 (f) t = 81

Fig. 5. Left to right: groundtruth, full model, reduced model.

Table 1. Error analysis: misfit between motion results and

ground truth.

Ang. err. (in deg.) Relative norm err.

Method Mean Std. Dev. Mean (in %)

Horn[1] 15.26 9.65 45.75

Isambert [10] 10.61 6.92 34.84

Suter[11] 10.41 5.34 37.65

Sun [12] 8.76 4.26 29.07

Full Model 0.18 0.10 0.65

Reduced Model 0.19 0.11 6.50

6. CONCLUSIONS

This paper describes a sliding windows assimilation method,

that allows estimating motion on long temporal image se-

quences, thanks to data assimilation techniques. The method

splits the initial temporal window in sub-windows, on which

reduced models are computed that allow to process images in

quasi-real time. The method is quantified with twin exper-

iments to demonstrate its potential for processing long-term

satellite data. The main perspective is to replace the bases

Ψξ of the reduced models, which are obtained with a Prin-

cipal Order Decomposition, by a fixed basis. In that case,

even the first sub-window could be processed by a reduced

model, in order to further reduce the computational require-

ments. Moreover, this fixed basis should be defined as satis-

fying optimality criteria, which translate properties on motion

fields and image data. In that way, the method will be able to

process long satellite sequences acquired over a full basin, as

the Black Sea.
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