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Chapter 17 (author unedited version for “Signal Processing for Remote Sensing”, Second Edition,

editor C. Chen, Taylor & Francis, to appear in 2012)

Probability Density Function Estimation for Classi-
fication of High Resolution SAR Images 1

Vladimir A. Krylov, Gabriele Moser, Sebastiano B. Serpico, and Josiane Zerubia

17.1 Introduction

In modern remote sensing, the use of synthetic aperture radar (SAR) represents an important source of

information for Earth observation. Recent improvements have enabled modern satellite SAR missions,

such as COSMO-SkyMed, TerraSAR-X, RADARSAT-2, to acquire high resolution (HR) data (up to

metric resolution) with a very short revisit time (e.g. 12 hours for COSMO-SkyMed). In addition, SAR

is robust with respect to lack of illumination and atmospheric conditions. Together, these factors explain

the rapidly growing interest in SAR imagery for various applications, such as flood/fire monitoring,

urban mapping and epidemiological surveillance. HR imagery allows to appreciate various ground

materials resulting in highly mixed distributions. The resulting spatial heterogeneity is a critical problem

in applications to image classification (estimation of class-conditional statistics) or filtering (estimation

of local statistics, e.g., in moving-window approaches) [1]. Analysis and modeling of heterogenous

HR SAR data pose a difficult statistical problem, which, to the best of our knowledge, has not been

sufficiently addressed so far.

Accurate modeling of statistical information is a crucial problem in the context of SAR image pro-

cessing and its applications. Specifically, an accurate probability density function (pdf) estimate can

effectively improve the performance of SAR image denoising [1], classification [2] and target detection [3].

Over the years, a number of methods have been proposed for modeling SAR amplitude pdfs. Nonpara-

metric methods, e.g., Parzen window estimator [4], and support vector machines [5], do not assume

any specific analytical model for the unknown pdf, thus providing a higher flexibility, although usually

involving manual specification of internal architecture parameters [4]. Parametric methods postulate a

given mathematical model for each pdf and formulate the pdf estimation problem as a parameter esti-

mation problem. Empirical pdf models, including lognormal [1], Weibull [1], Fisher [2] and, recently, the

generalized Gamma distribution (GΓD) [6], have been reported to accurately model amplitude SAR im-

ages with different heterogenous surfaces. Several theoretical models, such as Rayleigh [1], Nakagami [1],

generalized Gaussian Rayleigh (GGR) [7], symmetric-α-stable generalized Rayleigh (SαSGR) [8], K [9]

(K-root for amplitudes), G [10], have been derived from specific physical hypotheses for SAR images

with different properties. However, several parametric families turned out to be effective only for specific

land cover typologies [1], making the choice of a single optimal SAR amplitude parametric pdf model

a hard task, especially in case of heterogenous imagery. To solve this problem, the dictionary-based

stochastic expectation maximization (DSEM) approach [11] was designed and validated on medium

resolution SAR imagery. It addressed the problem by adopting a finite mixture model [12] for the SAR

amplitude pdf, i.e., by postulating the unknown amplitude pdf to be a linear combination of parametric

components, each corresponding to a specific statistical population.
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In this chapter, we first address the general problem of modeling the statistics of single-channel

SAR amplitude images and, specifically, HR SAR. Given the variety of approaches above, we extend

and enhance the DSEM technique proposed in [11] for coarser-resolution SAR. We expect DSEM to

be an appropriate tool for this modeling problem, since it is a flexible method, intrinsically modeling

SAR statistics as resulting from mixing several populations, and it is not constrained to a specific

choice of a given parametric model allowing to benefit from many of them (dictionary approach). Thus,

we extend the earlier DSEM approach to HR satellite SAR imagery and enhance it by introducing a

novel procedure for estimating the number of mixture components, which enables to appreciably reduce

its computational complexity (as much as 5 times in some cases), resulting in an Enhanced DSEM

algorithm (EDSEM).

Building on the proposed method for single channel SAR pdf estimation we proceed to multi-channel

joint pdf estimation and classification. Contemporary satellite SAR missions are capable of registering

polarimetric (PolSAR) imagery, which provides a more complete description of landcover scattering

behavior than single-channel SAR data [1, 13]. The potential for improved classification accuracy with

data in several polarizations, compared to single-channel data, explains the special interest to polari-

metric SAR image classification. Furthermore, several current satellite SAR systems, e.g., TerraSAR-X,

COSMO-SkyMed, RADARSAT-2, support, at least, dual-pol acquisition modes. In this chapter we in-

vestigate the quad polarization (quad-pol), dual polarization (dual-pol), as well as single polarization

(single-pol) SAR imagery scenarios.

A wide variety of methods have been developed so far for the classification of polarimetric SAR

data [13]. We indicate some recent methods classified based on the employed methodological ap-

proach: maximum likelihood [14–18], neural networks [19, 20], support vector machines [21], fuzzy

methods [22, 23], stochastic complexity [24], spectral graph partitioning [25], wavelet texture mod-

els [26] and other approaches [27, 28]. In this chapter we develop a classification method based on a

maximum likelihood approach. As such, this method explicitly specifies a pdf describing the statistics

of polarimetric SAR data. Previously, several models have been proposed for this purpose: the classical

Wishart distribution [14, 29], the K-distribution [15, 30] for textured areas, the K-Wishart distribu-

tion [17] designed to improve the distinguishability of non-Gaussian regions, the G-distribution [16,31]

for extremely heterogeneous areas, the Ali-Mikhail-Haq copula-based model [32] combined with the Sin-

clair matrix representation, and the KummerU distribution [18] for Fisher distributed texture. These

models were developed for the multilook complex-valued SAR image statistics. In this chapter, we study

the problem of PolSAR image classification using only the amplitude data and not the complex-valued

data. This is an important data typology since several image products provided by novel high resolution

satellite SAR systems are geocoded ellipsoid-corrected amplitude (intensity) images, and also because

several earlier coarser resolution sensors (e.g., ERS) primarily used this modality.

The classification technique developed in this chapter combines the Markov random field (MRF)

approach to Bayesian image classification with the finite mixture EDSEM amplitude pdf estimator.

MRFs represent a general family of probabilistic image models that provide a convenient and consistent

way to characterize context dependent data [33]. The resulting DSEM-MRF technique is a simple and

efficient tool for single-channel SAR classification. In order to support multi-channel PolSAR data,

copula theory is used for modeling the joint class-conditional distributions of the multiple channels,

resulting in a Copula-DSEM-MRF approach (CoDSEM-MRF). The employed joint distribution mod-

eling tool, copulas [34], is a rapidly developing statistical tool that was designed for constructing joint

distributions from marginals with a wide variety of allowable dependence structures. For every class

the choice of an optimal copula from a dictionary of copulas is performed by a dedicated criterion. The

concept of copulas is relatively new in image processing, and has recently emerged in remote sensing

methods [32, 35, 36]. We compare the results of the method proposed in this chapter with an earlier
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developed copula-based classification technique [32] to demonstrate the higher adequacy of our model.

The proposed CoDSEM-MRF HR PolSAR classification technique is based on three flexible statistical

modeling concepts, i.e., copulas, finite mixtures and MRFs, and constitutes an efficient and robust

approach with respect to possibly sophisticated statistics of the considered classes of interest.

The chapter is organized as follows. In Section 2 we introduce the EDSEM technique for the

amplitude SAR pdf estimation. In Section 3 we proceed to multi-channel pdf construction by first

introducing the concept of copulas and then derive a novel method for PolSAR joint pdf estimation. In

section 4 we build on the result of the third section and introduce a supervised PolSAR classification

approach. Section 5 presents experimental results on HR single channel SAR and PolSAR data to

demonstrate the performance of the developed pdf estimation and classification techniques along with

comparisons with relevant benchmark approaches. Section 6 closes the chapter with conclusions.

17.2 Single channel SAR amplitude pdf estimation based on

mixture models

In this section we consider the single channel SAR imagery amplitude pdf estimation problem. To take

into account possible heterogenous scenarios, when several distinct land-cover typologies are present in

the same SAR image, a finite mixture model (FMM) [12] for the distribution of grey levels is assumed.

An amplitude SAR image is modeled as a set I = {r1, . . . , rN} of independent samples drawn from a

mixture pdf with K components:

pr(r) =
K∑
i=1

Pipi(r), r > 0, (17.1)

where pi(r) are parametric pdfs and {Pi} are mixing proportions:
∑K

i=1 Pi = 1, with 0 6 Pi 6
1, i = 1, . . . , K. Each component pi(r) in (17.1) is modeled by resorting to a finite dictionary D =

{f1, . . . , f8} (see Table 17.1) of SAR-specific distinct parametric pdf families fj(r|θj), parameterized by

θj ∈ Aj, j = 1, . . . , 8. Dealing with HR heterogenous SAR data, along with classical SAR pdf models,

such as Lognormal, Weibull, Nakagami, K-root, GGR and SαSGR, we include the Fisher model, which

was demonstrated to perform well for heterogenous HR SAR imagery [37], and GΓD, highly flexible

empirical model, including Lognormal, Weibull and Nakagami as special cases [6], into the considered

dictionary D.

As discussed in [11], considering the variety of estimation approaches for FMMs, an appropriate

choice for this particular finite mixture estimation problem is the stochastic expectation maximization

(SEM) scheme [12]. SEM was developed as a stochastic modification of the classical EM algorithm,

involving stochastic sampling on every iteration, and demonstrating higher chances of avoiding local

maxima of the likelihood function [12]. By definition, SEM is an iterative estimation procedure dealing

with the problem of data incompleteness. In case of FMMs the complete data is represented by the

set {(ri, si), i = 1, . . . , N}, where ri are the observations (SAR amplitudes) and si - the missing labels:

given an FMM with K components, si ∈ {ρ1, . . . , ρK} denotes to which of the K components the i-th

observation belongs.

Instead of adopting the maximum likelihood (ML) estimates, as the classical SEM scheme [12]

suggests, in DSEM the Method of Log-Cumulants (MoLC) [2] for component parameter estimation is

adopted, which has been demonstrated to be a feasible and effective estimation tool for all the pdfs in

D [2, 6, 11]. MoLC has recently been proposed as a parametric pdf estimation technique suitable for

distributions defined on [0,+∞), and has been widely applied in the context of SAR-specific parametric

families for amplitude and intensity data modeling. MoLC adopts the Mellin transform by analogy to
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the Laplace transform in moment generating function [2]. Given a non-negative random variable u, the

second-kind characteristic function φu of u is defined as the Mellin transform [2]M of the pdf of u, i.e.:

φu(s) =M(pu)(s) =

∫ +∞

0

pu(u)us−1du, s ∈ C.

The derivatives κj = [lnφu]
(j)(1) are the j-th order log-cumulants, where (j) denotes for the j-th

derivative, j = 1, 2, . . .. If the Mellin transform converges for s lying in a neighborhood of 1, the

following MoLC equations take place [2]:{
κ1 = E{lnu}
κj = E{(lnu− κ1)j}

, j = 2, 3.

Analytically expressing κjs, j = 1, 2, 3, as functions of unknown parameters and estimating these log-

cumulants in terms of sample log-moments one derives a system of nonlinear equations. These equations

have one solution for any observed values of log-cumulants for all the pdfs in D (see Table 17.1),

except for, in some cases, GGR, K-root, see [11], and GΓD due to a complicated parameter estimation

procedure [38].

For the purpose of K estimation we adopt a procedure similar to the one suggested in [12], that

consists of initializing SEM with K0 = Kmax, and then allowing components to be eliminated from

the mixture during the iterative process, once their priors Pi become too small, thus decreasing K.

This strategy provides efficient K∗ estimates consistent with DSEM estimates [11], allowing however to

significantly reduce the computational complexity, especially for high values of Kmax.

Thus, each iteration of EDSEM consists of the following steps:

• E-step: compute, for each greylevel z and i-th component, the posterior probability estimates corre-

sponding to the current pdf estimates, i.e. z = 0, . . . , Z − 1:

τ ti (z) =
P t
i p
t
i(z)∑Kt

j=1 P
t
jp
t
j(z)

, i = 1, . . . , Kt,

where pti(·) is the ρi-conditional pdf estimate on the t-th step.

• S-step: sample the label st(z) of each greylevel z according to the current estimated posterior

probability distribution {τ ti (z) : i = 1, . . . , Kt}, z = 0, . . . , Z − 1.

• MoLC-step: for the i-th mixture component, compute the following histogram-based estimates of

the mixture proportions and the first three log-cumulants:

P t+1
i =

∑
z∈Qit h(z)∑Z−1
z=0 h(z)

, κt1i =

∑
z∈Qit h(z) ln z∑
z∈Qit h(z)

, κtbi =

∑
z∈Qit h(z)(ln z − κt1i)b∑

z∈Qit h(z)
, i = 1, . . . , Kt,

where b = 2, 3; h(z) is the image histogram; Qit = {z : st(z) = ρi} is the set of grey levels assigned to

the i-th component; then, solve the corresponding MoLC equations (see Table 17.1) for each parametric

family fj(·|θj) (θj ∈ Aj) in the dictionary, thus computing the resulting MoLC estimate θtij, j =

1, . . . ,M .

• K-step: ∀i, i = 1, . . . , Kt: if P t+1
i < γ, eliminate the i-th component and correspondingly update

Kt+1. The choice of threshold γ does not appreciably affect EDSEM, provided it is small, e.g. 0.005.

•Model Selection-step: for each mixture component i, compute the log-likelihood of each estimated

pdf fj(·|θtij) according to the data assigned to the i-th component:

Ltij =
∑
z∈Qit

h(z) ln fj(z|θtij), i = 1, . . . , Kt+1,
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and define pt+1
i (·) as the estimated pdf fj(·|θtij) yielding the highest value of Ltij, j = 1, . . . ,M .

The sequence of estimates generated by SEM is a discrete-time random process {Θt}∞t=0 and con-

verges to a unique stationary distribution, and the maximum likelihood estimate of the mixture pa-

rameters is asymptotically equivalent to the mathematical expectation of this stationary distribution.

This behavior has been proved under suitable assumptions [12], which do not hold strictly for all the

pdfs in D. This means that, in general, the convergence of the SEM estimation procedure is not guar-

anteed when dealing with finite mixtures drawn from the considered dictionary D. This owes to the

fact, that in this chapter we suggest working with a complicated set of distributions, for most of which

it is impossible to demonstrate the SEM convergence even if they were considered as the only types

of distributions to be mixed. However, we recall that SEM, compared to the classical EM or other

deterministic variants for FMM, was specifically designed to improve the exploratory properties of EM

in case of multimodal likelihood function [12]. In our experience, we have very rarely observed the lack

of convergence, i.e., if the sufficient number of SEM iterations was performed, the SEM estimates ob-

tained after running the algorithm several times were consistently close even starting with the random

initialization.
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17.3 Polarimetric SAR amplitude joint pdf-estimation via cop-

ulas

In this section, we introduce a novel approach to PolSAR amplitude pdf-estimation based on the use

of the EDSEM algorithm for single channel SAR pdf estimation and the statistical concept of copulas

for constructing the joint multi-channel pdf function.

We recall, that a D-dimensional copula is a multivariate joint distribution defined on [0, 1]D such

that its every marginal distribution is uniform on [0, 1]. We will define any copula by its cumulative

distribution function (cdf) C. Some basic facts and definitions from the copula theory are summarized in

Appendix A. The copula-approach to define a multivariate distribution is based on the idea that a simple

transformation of marginal distributions can be made in such a way that each transformed marginal

has a uniform distribution [34]. This approach develops the concept of multivariate cdf construction

and, therefore, provides a more general and flexible method of joint pdf-estimation.

The developed in this chapter pdf-estimation approach consists of the following two steps:

EDSEM step. The marginal pdfs of the polarization channels are separately estimated by applying

the EDSEM approach. For the d-th channel, d = 1, . . . , D, the mixture EDSEM pdf estimator pd(xd)

and the corresponding cdf Fd(xd) are written in the following form:

pd(xd) =

Kd∑
i=1

Pdifdi(xd), Fd(xd) =

Kd∑
i=1

PdiFdi(xd), (17.2)

where xd represents the amplitudes of the given polarization channel d and Kd is the number of compo-

nents in the d-th mixture. Fdi and pdi represent the i-th mixture component in the cdf and pdf domains,

respectively, and Pdi are the related mixture proportions; pdi is automatically drawn by EDSEM from

a dictionary of SAR-specific parametric families, i = 1, . . . , Kd.

In case of PolSAR pdf estimation, the calculation of cdfs is needed to merge the marginal EDSEM

pdf estimates of polarization channels into joint pdfs via copulas (see Eq. (17.3)). Therefore, the list

of pdfs in the dictionary D presented in Table 17.1 has been restricted, so that it includes the pdfs

that either have an analytical closed-form expression (f1, f2), or a simple numerical approximation

procedure (f4, f5) for the related cdf. For the rest of the pdf families there are no closed-form cdfs

and numerical approximation is computationally intensive. Moreover, further experiments demonstrate

that very accurate pdf estimates can be obtained with this reduced dictionary. Therefore, from now on

we will consider the restricted dictionary D = {f1, f2, f4, f5}.
Now we address the reason why we suggest the use of EDSEM instead of adopting one of the

single-family pdf models. First, EDSEM is an efficient and automatic tool for SAR amplitude pdf esti-

mation, and it is capable of providing estimates of higher accuracy compared to single parametric pdf

models [11, 40]. Specifically, EDSEM was experimentally designed to accurately estimate the statistics

of a HR SAR imagery [40]. Second, the underlying mixture assumption in EDSEM enables accurate

characterization of the inhomogeneous classes of interest, i.e., the classes that contain several different

landcover subclasses. This is a very important property when dealing with HR imagery, since the cor-

responding image statistics are usually strongly mixed due to the high level of spatial detail appreciable

at high resolution. However, even in the case of homogenous classes, EDSEM can be viewed as a tool

for choosing the best single pdf model from the set of pdfs in the dictionary.

Copula step. The goal of this step is to merge the marginal pdfs, which correspond to polarization

channels estimated on the EDSEM-step, into a joint multivariate pdf describing the joint amplitude

distribution of a PolSAR image. As recalled in Section 17.1, a number of multivariate pdf models have

been proposed earlier to deal with this problem. In this chapter we suggest a more flexible solution
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to this problem, which allows to achieve higher pdf-approximation accuracy thanks to a wider panel

of dependency structures considered. We model the joint pdf p(x) via an appropriate copula from the

marginal distributions estimated in Eq. (17.2). Thus, the joint pdf is constructed as:

p(x) = p1(x1) · · · pD(xD)
∂DC∗

∂x1 · · · ∂xD
(F1(x1), . . . , FD(xD)). (17.3)

where C∗ is coming from an appropriate family of copulas.

In this chapter, we consider several families of one-parametric copulas. By taking advantage of the

connection between copulas and the Kendall’s tau ranking coefficient τ , we obtain closed-form equations

to estimate the copula parameter θ for each copula from the empirically observed value τ̂ .

In order to fully exploit the modeling potential of copulas, we consider a dictionary DC of several

one-parametric copulas Cc(x|θ). In the bivariate case (corresponding to dual-pol SAR imagery) we

consider 10 copulas: 6 Archimedean (Clayton, Gumbel, Frank, Ali-Mikhail-Haq, A12, A14) [34], a

copula with a quadratic section (Farlie-Gumbel-Morgenstern) [34], 2 elliptical (Gaussian and Student-

t2 [41]) and a non-Archimedean copula with simultaneous presence of an absolutely continuous and

a singular component (Marchal-Olkin) [34]. Here the names for A12 and A14 copulas originate from

their positions in the list of Archimedean copulas in [34]. When D > 3 the same dictionary cannot be

considered since the described parameter estimation strategy is not applicable to all the copula families.

Therefore, in such case, we consider only the first three copula families in Table 17.2: Clayton, Gumbel

and Frank. Such a choice of copulas is capable of modeling a sufficiently wide variety of dependence

structures, and covers most copula applications [42]. The considered dictionary of copulas is summarized

in Table 17.2 (further information can be found in [34,41,42]).

The choice of a specific copula C∗ from the dictionary (see Eq. (17.3)) is performed as follows. First,

given an estimator τ̂ of τ , we need to decide whether a specific copula is appropriate for modeling

the dependence with such a level of Kendall’s tau rank correlation. Indeed, some copulas are specific

to marginals with a low level of dependence, others deal with strongly dependent marginals, and still

others are capable of modeling all levels of dependency. In other words, the effective list of copulas

is limited to those which are capable of accurately modeling the specific empirically estimated value

τ̂ (see Table 17.2). Thus, we first discard the copulas for which the current sample τ̂ is outside the

related τ -relevance interval; for the remaining copulas, we derive an estimate θ̂ of the related parameter

by the above-mentioned Kendall’s tau method. Next, from the list of remaining copulas we choose the

copula with the highest p-value provided by a Pearson chi-square test-of-fitness (PCS) [43]. In general,

PCS tests the null hypothesis that the frequency distribution of certain events observed in a sample is

consistent with a particular theoretical distribution. The chi-square statistic is constructed as follows:

X2 =
n∑
i=1

(Oi − Ei)2

Ei
, (17.4)

where Oi and Ei are the observed and the hypothetical frequencies, respectively, and n is the number

of outcomes. PCS is one of the statistical tests whose results follow a chi-square distribution [43], i.e.

X2 ∼ χ2
n−r−1, where r is the number of reductions of degrees of freedom (typically, the number of

parameters for parametric cdfs). The reference to χ2 distribution allows p-values for the considered

null hypothesis to be calculated. In our case, the null hypothesis in PCS is that the sample frequencies

2Unlike all other considered copulas, the Student-t copula depends on two parameters: the linear correlation coefficient

θ and the number of degrees of freedom ν. To avoid a cumbersome ν̂ ML estimation [41] we employ the following approach:

we consider separately ν = 3k, with k from 1 to 9 due to the fact that as ν grows large (ν > 30) Student-t copula becomes

indistinguishable from a Gaussian copula [41]. In other words, instead of a single two-parametric Student-t copula we

consider hereunder nine one-parametric Student-t copulas with fixed values of ν.
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(F1(x1), . . . , FD(xD)) are consistent with the theoretical frequencies (probabilities) predicted by the

parametric copula Cc (c = 1, . . . , 10). This is correct because if x is distributed with cdf F (·), and

x1, · · · ,xN are independent observations of x, then F (xi), i = 1, · · · , N , are independent [0, 1]-uniformly

distributed random variables [43].
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17.4 PolSAR image classification

In this section, we propose a novel Bayesian supervised classification approach for amplitude PolSAR

images. As a likelihood term we propose the use of the joint pdf model developed in the previous

sections based on the combined use of copulas and EDSEM for each thematic class. To introduce

regularization and ensure robustness against speckle we adopt a Markov Random Field model in the

form of the second order Potts model. To optimize the resulting energy we use a Modified Metropolis

Dynamics approach. We will refer to the involved joint pdf model as CoDSEM, and to the related

classification approach as CoDSEM-MRF. We notice that in case of single channel data there is no need

to construct a joint pdf from the marginals, therefore, the classification can be obtained without copula

modeling. We will refer to this simpler one-dimensional version as DSEM-MRF.

Once the CoDSEM pdfs for each class m = 1, . . . ,M are estimated on the training pixels, the

following steps have to be performed in order to perform the classification.

MRF step. In order to take into consideration the contextual information disregarded by the pixel-

wise Copula-EDSEM technique, and to gain robustness against the inherent noise-like phenomenon of

SAR known as speckle, we adopt a contextual approach based on an MRF model. Following the

classical definitions of MRFs (see, e.g., [44, 45]) on the two dimensional lattice S of N observations

y = {y1, . . . , yN} and class labels x = {x1, . . . , xN}, xi ∈ {1, . . . ,M}, we introduce an isotropic second-

order neighborhood system C with cliques of size 2. The Hammersley-Clifford theorem [44] allows for

the presentation of the joint probability distribution of an MRF as a Gibbs distribution:

P (x) = Z−1 exp(−U(x|β)),

where Z =
∑

z exp(−U(z|β)) is a normalizing constant, β is a positive parameter and U(x|β) is the

MRF energy function associated with class labels. More specifically U(x|β) takes the following form:

U(x|β) =
∑
{s,s′}∈C

[
−β δxs=xs′

]
,

where δ is the Kronecker delta function:

δxs=xs′ =

{
1, if xs = xs′

0, otherwise.

Image classification poses a problem of recovering the unobserved data, i.e., class labels. In the case

of hidden MRFs, the unobserved data x are modeled by an MRF and the observed data y, i.e., SAR

amplitudes, are assumed to be conditionally independent given x, i.e.:

p(yi|yS\{i}, xi) = p(yi|xi), ∀i ∈ S,

where yi is the D-vector of amplitudes (y1, . . . , yD) at pixel i, y = {y1, . . . ,yN}, and S \ {i} represents

all the pixels of S except i. Involving then the Bayes formula, we get the following energy function for

the full data (y,x):

U(x|y, β) =
∑
i∈S

(
−

M∑
m=1

ln p(yi|xi = m)− β
∑

s:{i,s}∈C

δxi=xs

)
. (17.5)

Here, the energy at each site i is constructed as a sum of two distinct contributions: probabilities of

observing the amplitude vector yi and the energy of label configuration in the neighborhood of i. In this

formula, given the conditional pdfs p(·) are defined in Eq. (17.3). The energy function U in Eq. (17.5)
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has a single parameter β that must be estimated. At this stage, all of the parameters involved in

defining the pdfs p(·) are estimated, and, therefore, the resulting energy function (17.2)-(17.5) also has

only one parameter. In order to estimate β, we employ a simulated annealing procedure [46,47] with a

pseudo-likelihood function PL [44] of the following form:
lnPL(x|β) = ln

[∏
s∈S

P (xs|xS\{s}, β)

]
P (xs|xS\{s}, β) =

exp(−U(xs|xS\{s},β))∑
zs∈XS

exp(−U(zs|xS\{s},β))

,

for Xs = {ω1, . . . , ωM}.
The proposed simulated annealing procedure generates a sequence {βt} of estimates, and employs the

normal proposal distribution N(βt, 1) [48] together with an exponentially decreasing cooling schedule

Tt = 0.95 · Tt−1. Considering the convergence in distribution of the related Metropolis algorithm, the

final estimate β∗ was set by averaging the estimates on the last n iterations. The estimation of β

was performed on an ML pre-classification of the image, which associated every pixel with the highest

probability-density label according to the CoDSEM class models.

Energy minimization step. This step involves the search for a label configuration that minimizes

the energy given by Eq. (17.5), that permits to find the optimal pixel labeling as defined by the Maximum

a posteriori (MAP) principle [45]. For this optimization problem the iterative deterministic modified

Metropolis dynamics (MMD) [49] algorithm is adopted. This is a compromise between the deterministic

“iterated conditional modes” algorithm (ICM) [44], which is a fast local minimization technique, that is

strongly dependent on the initial configuration, and the stochastic simulated annealing (SA) [46,47,50],

which is a very computationally intensive global minimization approach. MMD is computationally

feasible and provides reasonable results in real classification problems [49]. As well as SA, MMD

requires a predefined cooling schedule and proceeds as follows:

1. sample a random initial label configuration x0, define an initial temperature T 0 and parameters:

proportion α ∈ (0, 1), number of labels visited per iteration n1 ∈ N, cooling schedule parameter

τ ∈ (0, 1), and the termination criterion γ ∈ R+; initialize iteration counter k = 0 and temperature

T0 = T 0;

2. set i = 0;

3. using uniform distribution pick up a label configuration η which differs exactly in one element

from xk;

4. compute ∆ = U(η)− U(xk) and accept η according to the rule:

xk+1 =


η, if ∆ 6 0

η, if ∆ > 0 and ln(α) 6 − ∆
Tk

xk, otherwise

;

5. calculate ∆Ui = |U(xk+1)− U(xk)|;

6. if i < n1, set i = i+ 1 and goto Step 3;

7. calculate ∆U =
∑n1

i=1 ∆Ui;

8. if
∣∣∣∆U/U(xk+1)

∣∣∣ > γ decrease the temperature Tk+1 = τTk, increase k = k + 1, and goto Step 2;

stop otherwise.
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During the early stages of this iterative procedure, the behavior of MMD is close to that of SA,

and, on later stages, the MMD behaves as ICM. The proportion between the stages is controlled by the

proportion parameter α. Therefore, MMD can be regarded as an ICM strategy with SA initialization

and, as such, it provides better exploratory properties than ICM.

17.5 Experiments

In this section we present several experimental results with real space-borne SAR and PolSAR imagery

that demonstrate the performance of the proposed single channel SAR pdf estimation approach EDSEM,

multi-channel/PolSAR joint pdf estimation approach CoDSEM and the derived supervised classification

method CoDSEM-MRF. All the experiments are completed with comparisons to the relevant benchmark

methods to further explore the pros and cons of the proposed approaches.

17.5.1 Datasets for experiments

The experiments were performed on the following HR SAR datasets:

• Single-pol HH, single-look, 2.5 m ground resolution COSMO-SkyMed (CSK R©), Stripmap image

acquired over Piemonte, Italy ( c©ASI). We present experiments on a 700 × 500 subimage CSK1

(HH pol, see Fig. 17.1) and a 700× 1000 subimage CSK2 (see Fig. 17.6).

• Dual-pol HH/VV, 2.66-look, 6.5 m ground resolution TerraSAR-X Stripmap, geocorrected image

acquired over Sanchagang, China ( c©Astrium GEO-Information Services). We present experi-

ments with the following subimages: 700× 500 subimage TSX1 (VV pol, see Fig. 17.1), 700× 500

subimage TSX2 (HH pol, see Fig. 17.1), 1000×1200 subimage TSX3 (see Fig. 17.2), and 750×750

subimage TSX4 (see Fig. 17.5).

• Fine quad-pol HH/HV/VH/VV, single-look, 7.5 m resolution RADARSAT-23 image of Vancouver,

Canada. The experiments are performed on a 500× 500 subimage RS1 (HV pol, see Fig. 17.1), a

1000× 1200 subimage RS2 (Fig. 17.7) and a 500× 700 subimage RS3 (Fig. 17.8).

17.5.2 Single-channel pdf estimation experiments

In this subsection we report the experiments of the EDSEM pdf estimation algorithm on several HR

SAR datasets. We notice that EDSEM is also used as a structural component in the experiments of

the next subsection.

The obtained EDSEM pdf estimates have been assessed quantitatively by computing Kolmogorov-

Smirnov distances (KS) between estimates and normalized image histograms [43]. The estimates were

also assessed by the Kolmogorov-Smirnov goodness-of-fit test [51] and the corresponding p-values are

reported in Table 17.3. Here 1− p can be interpreted as a confidence level at which the corresponding

fit hypothesis will be rejected. The following EDSEM parameters were used: initial number of mixture

components K0 = 6, number of iterations T = 200. Both values were set manually high enough to

give sufficient burn-in for SEM and their further increase did not appreciably affect the results. For

the sake of comparison, for all test images we provide the best fitting pdf (with the smallest KS), with

parameters estimated by MoLC, within the eight models in the dictionary D (see Table 17.3). For

the considered images the accuracy improvement granted by EDSEM is significant (∆KS up to 0.05)

and the employed goodness-of-fit test suggest the obtained estimates to be very accurate statistically.

3RADARSAT is an official mark of the Canadian Space Agency
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(a) CSK1 image (HH pol) (b) CSK1 histograms

(c) RS1 image (HV pol) (d) RS1 histograms

(e) TSX1 image (VV pol) (f) TSX1 histograms

(g) TSX2 image (HH pol) (h) TSX2 histograms

Figure 17.1: (a) CSK1 ( c©ASI), (c) RS1 ( c©MacDonald, Dettwiler and Associates Ltd.), (e) TSX1

and (g) TSX2 images ( c©Astrium) with corresponding plots of pdf estimates (b), (d), (f), (h). The

plots contain: normalized image histogram, EDSEM pdf estimate with plots of K∗ components in the

estimated mixture, and the plot of the best fitting pdf model from D.
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Table 17.3: EDSEM results: K∗ estimate, the estimated mixture (fis as in Table 17.1), Kolmogorov-

Smirnov distance KS, p-value for the Kolmogorov-Smirnov test, the computation time t (in seconds),

along with the best fitting model in D with KS and p-value
Image EDSEM estimate Best fit in D

K∗ Mixture KS p-value t Model KS p-value

CSK1 4 f5, f4, f1, f5 0.007 1.0 192s f5 0.020 0.9869

RS1 2 f6, f3 0.010 1.0 115s f3 0.048 0.5341

TSX1 2 f4, f6 0.006 1.0 117s f4 0.024 0.9252

TSX2 3 f4, f3, f2 0.004 1.0 148s f1 0.058 0.3552

Visual analysis of the EDSEM estimate plots (see Fig. 17.1) confirms an important improvement in the

estimation accuracy. The computation times of the EDSEM reported in Table 17.3 were observed on

an Intel Core 2 Duo 1.83GHz, 1Gb RAM, WinXP system.

We notice that, given a new model not contained in D and provided with corresponding MoLC-

equations and solution, the process of adding such a model into the dictionary is straightforward. In

the experiments of the next subsection we are employing a reduced dictionary D of 4 pdfs and our

experiments have demonstrated that this reduction still allows very accurate results to be obtained.

Further still, the dictionary reduction, which was originally caused by the necessity to estimate cdfs,

also enabled a significant computation acceleration (up to 50%).

17.5.3 Joint pdf estimation and classification experiments

This subsection is devoted to experiments with PolSAR imagery. We have tested the CoDSEM method

for multi-channel joint pdf estimation and the CoDSEM-MRF model for supervised PolSAR image

classification. The experiments with TerraSAR-X datasets were performed within an epidemiological

study and involved the classification of humid regions into M = 3 classes: “water”, “wet” and “dry

soil”. Same classification was performed on COSMO-SkyMed datasets. RADARSAT-2 experiments

investigated the urban area classification with M = 3 target classes: “water” for water surface and wet

soil pixels, “urban” and “vegetation”.

First we introduce the experimental settings that were employed. In the EDSEM-step, given the

relative homogeneity of the target classes on the experiment datasets, an average value of the initial

number of components K0 = 3 was selected, thus, assuming mixtures with just a few components per

class. In the Copula-step, the following settings in the PCS test were used. In the dual-pol case, the

[0, 1]× [0, 1] square was divided into 25 equal squares Si by 4 horizontal and 4 vertical lines parallel to

the axes (i.e., n = 25). For every class m = 1, . . . ,M and every cluster Si, i = 1, . . . , n:

Oim =
∑

(y1,y2)∈ωm

I Si [F1(y1), F2(y2)] ,

where I is the indicator function and the summation is taken over all the training pixels (y1, y2) available

for class m. For each copula c = 1, . . . , 10 in DC , the value of Eim was calculated by integrating the

related pdf over the square Si, thus retrieving the probability that a pair of [0, 1]-uniform random

variables, whose joint distribution is defined by the c-th copula, belong to Si (i = 1, . . . , n). In case

of 4D quad-pol imagery, in order to pick the copula we have employed the strategy similar to the one

employed for Kendall’s tau estimation in Appendix A: we have used all 2D combinations of channels to

calculate the values Oim. In the Energy minimization step, the revisit scheme on Step 3 of MMD was

implemented raster-wise and the following parameter values were used : T 0 = 5.0, α = 0.3, τ = 0.97,

γ = 10−4 and n1 was set equal to the size of the image in pixels as in [49]. Compared to ICM,
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(a) TSX3 image (HH pol) (b) manual GT (c) CoDSEM-MRF map

(d) CoDSEM-MRF (e) 2DNG-MRF (f) K-NN-MRF (g) DSEM-MRF on HH

Figure 17.2: (a) HH channel of dual-pol TSX3 image ( c©Astrium), (b) manually created ground truth

(GT), (c) CoDSEM-MRF classification map (water �, wet soil �, dry soil �). Classification maps

referenced to the GT: (d) CoDSEM-MRF, (e) 2DNG-MRF, (f) K-NN-MRF, and (g) DSEM-MRF on

the HH pol image (correctly classified water �, wet soil �, dry soil �, misclassification of all types �).

MMD generated significantly better results (above 5% of accuracy gain), starting at ML initialization

(maximizing Eq. (17.3) at each pixel). SA obtained slightly better results (roughly a 1% accuracy gain)

compared to MMD. However, SA generated a drastic increase in computational complexity (around 200

iterations for MMD and over 1500 for SA).

For every dataset, the CoDSEM-MRF algorithm was trained on a small 250×250 sub-image endowed

with a manually annotated non-exhaustive ground truth (GT), that did not overlap with the test areas.

Table 17.4 reports the classification accuracies obtained on the test samples for each class (“class

accuracy”), the resulting average accuracy (i.e., the arithmetic mean of the class accuracies) and overall

accuracy (i.e., the percentage of correctly classified test samples, irrespective of their classes). The

first test image TSX3 (see Fig. 17.2(a)) covers an area of a river delta in Sanchagang, China. For this

experiment, an exhaustive ground truth was manually created, and the classification results were refer-

enced to it in order to calculate the accuracies and demonstrate the results visually. The automatically

selected copulas were: Gumbel for the “water”, and Frank for the “wet soil” and “dry soil” classes.

The MRF parameter estimation provided β∗ = 1.408 and the overall classification accuracy achieved

by CoDSEM-MRF was 84.5%. The resulting CoDSEM-MRF classification map is shown in Fig. 17.2(c)

and referenced to the GT in Fig. 17.2(d).

In order to appreciate the classification gain from dual-pol data (HH/VV), compared to single-

channel data, we performed an experiment of DSEM-MRF classification on the HH channel, which

reported an overall accuracy of 80.6%. On average, the overall accuracy gain from adding the second
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Table 17.4: Classification accuracies on the considered test images.

Image Method Water Wet soil Dry soil Average Overall

TSX3 CoDSEM-MRF 90.02% 82.56% 84.80% 85.79% 84.55%

2DNG-MRF 89.33% 82.12% 76.51% 82.78% 81.49%

K-NN-MRF 87.15% 87.81% 71.45% 82.14% 81.95%

DSEM-MRF on HH pol 90.00% 69.93% 91.28% 83.74% 80.61%

TSX4 CoDSEM-MRF, β∗ = 1.324 92.48% 94.59% 85.16% 90.49% 92.41%

CoDSEM-MRF, β = 0.5 91.52% 89.31% 77.48% 86.11% 87.98%

2DNG-MRF 92.59% 89.33% 86.01% 89.31% 89.74%

K-NN-MRF 90.21% 98.56% 78.91% 89.23% 92.61%

CSK2 DSEM-MRF 95.57% 92.22% 92.45% 93.41% 93.14%

K-root-MRF 89.64% 87.78% 96.83% 91.53% 90.94%

Water Vegetation Urban

RS2 CoDSEM-MRF 98.04% 90.33% 71.49% 86.61% 88.69%

K-NN-MRF 98.85% 89.02% 62.89% 83.59% 86.42%

RS3 CoDSEM-MRF 97.30% 95.12% 86.12% 92.85% 94.18%

K-NN-MRF 98.10% 96.06% 81.33% 91.83% 93.51%

(a) Water, τ̂ = 0.359 (b) Wet soil, τ̂ = 0.393 (c) Dry soil, τ̂ = 0.265

Figure 17.3: K-plots display the graphical goodness-of-fit for copula models on the learning stage

for TSX3 image. For the considered three classes the sample HH-VV dependences (+) are fitted by

automatically selected copulas (×). The K-plot for the Ali-Mikhail-Haq (AMH) copula (o) is also

presented for the dry soil class (c). The diagonal (–) represents the independency scenario.

Figure 17.4: The sensitivity of CoDSEM-MRF classification accuracy to the size of the learning image.

The class accuracies (water �, wet soil ◦, dry soil ♦) and overall accuracies (solid line x) are reported

for TSX3 image. The initial learning image is 250× 250 pixels.
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polarization channel on the considered datasets was 3 to 7%.

For the sake of comparison, we also provide classification maps obtained by the benchmark 2D

Nakagami-Gamma (2DNG) model [29] (Fig. 17.2(e)) and K-nearest neighbors (K-NN) method [45]

(Fig. 17.2(f)). In order to perform a fair comparison among contextual methods, the above models

were combined with the contextual MRF approach. The same MRF parameter estimation and energy

minimization procedures as in CoDSEM-MRF were employed in these benchmark experiments as well.

For the 2DNG model, the equivalent number of looks was set to L = 2.66, and for the K-NN model,

K∗ = 40 was estimated by cross-validation [45]. The overall accuracies of these two benchmark ap-

proaches were 81.5% for 2DNG-MRF and 81.9% for K-NN-MRF on the dual-pol HH/VV TSX3 image.

These accuracies were lower than the overall classification accuracy achieved by CoDSEM-MRF. K-

NN-MRF reported higher accuracy for the “wet soil” class, however this was achieved at the expense

of accuracy for the “dry soil.”

To demonstrate the accuracy of the Copula-DSEM joint pdf model directly we present K-plots

of the sample HH-VV dependence and the dependence estimated by copulas (see Fig. 17.3) on the

learning image for TSX3. A K-plot (from Kendall-plot) [52] is a rank based graphical tool developed

for visualization of dependence structure between two random variables. In our case, we build a sample

K-plot as well as K-plots corresponding to copula models. One can see a good agreement between

observations and the automatically selected models.

We now briefly compare the developed CoDSEM-MRF approach with the previously proposed

copula-based method [32]. Firstly, the approach [32] is based on the use of the Ali-Mikhail-Haq

(AMH) copula [34], which can model dependencies corresponding to Kendall’s correlation coefficient

τ ∈ [−0.1817, 0.3333]. On the employed TerraSAR-X dataset we have observed empirical values

τ̂water = 0.359, τ̂wet = 0.393, τ̂dry = 0.265. Therefore, the AMH copula can be used only for the dry

soil class and its K-plot is presented in Fig. 17.3(c). However, even in this case, the goodness-of-fit

provided by the automatically selected Frank copula is better. Thus, the use of dictionary-based copula

selection approach is more accurate and constitutes a more flexible model with a wider range of applica-

bility. Secondly, the use of the EDSEM finite mixture estimation approach for marginal pdf estimation

provides higher accuracy estimates than singular pdf models, whose use was suggested in [32], especially

for HR SAR images.

It is well known that the acquisition of the training sets required for supervised classification is a

very costly procedure. Therefore, the classification models are designed to be as robust as possible with

respect to small learning sets. To evaluate this characteristic of the proposed algorithm, we present

an experimental study (see Fig. 17.4) of the classification accuracy as a function of the size of the

employed training set. We start with the learning image of 250×250 pixels, and then repeatedly reduce

its size by a half at each iteration, i. e. by discarding 50% randomly selected pixels the learning set of

each thematic class, until 1/32 of the initial learning image is kept. At each iteration we evaluate the

class and overall accuracies of classification on the TSX3 image. To make the accuracy estimates more

consistent, the whole process has been repeated three times and the averaged results are presented in

Fig. 17.4. We observe that the algorithm behaves robustly till 1/8 (90×90 pixels) of the initial learning

image is kept. When very strong subsampling rates (> 16) are applied, the wet area classification rate

drops significantly. This is due to the fact that the histogram of wet soil lies “between” those of water

and dry soil. Thus, when the training set becomes unrepresentatively small, a lot of wet soil pixels are

misclassified as dry soil. This result suggests the capability of the developed algorithm to perform fairly

good and consistently on small training sets, i.e., up to 100 × 100 training images for the considered

dataset.

The most time consuming stages of the algorithm are the MRF parameter estimation and energy

minimization steps. Given the fairly low value K0 = 3, the EDSEM method was very fast. The
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(a) TSX4 image (HH pol) (b) nonexhaustive GT map (c) 2DNG-MRF map

(d) CoDSEM-MRF, β = 0.5 (e) CoDSEM-MRF, β∗ = 1.324 (f) K-NN-MRF map

Figure 17.5: (a) HH channel of the dual-pol TSX4 image ( c©Astrium), (b) nonexhaustive ground truth

(GT) map (water �, wet soil �, dry soil �, outside GT �). Classification maps: (c) 2DNG-MRF,

CoDSEM-MRF with (d) manually set β = 0.5 and (e) automatically estimated β∗ = 1.324, (f) K-NN-

MRF (same colors).

experiments were conducted on a Core 2 Duo 1.83GHz, 1Gb RAM, WinXP system. With the number

of iterations equal to 200, the β-estimation on a roughly 1000 × 1000 image took around 80 seconds.

The average of 200 iterations required for convergence with MMD (Energy minimization step) took

about 100 seconds. Thus about 200 seconds were required for the complete classification process of a

1000× 1000 dual-pol image with three classes.

The second test image TSX4 (see Fig. 17.5) originates from the same TerraSAR-X dataset. There-

fore, the same learning image has been employed, and, consequently, the same set of copulas were

selected. The overall classification accuracy obtained by CoDSEM-MRF was 92.4% with β∗ = 1.324.

This accuracy is higher than that reported for the TSX3 image. However, this increase is mostly due to

the use of a non-exhaustive test map in this experiment. This map did not contain many class transition

regions where misclassified pixels may be visually spotted. Once again, we provide comparisons with

the benchmark 2DNG-MRF (Fig. 17.5(c)) and K-NN-MRF (Fig. 17.5(f)) classification approaches.

Consistently with our earlier observations, here CoDSEM-MRF outperformed appreciably 2DNG-MRF

(89.7% of overall accuracy). K-NN-MRF with 92.6%, on the other hand, reported about the same level

of overall accuracy as CoDSEM-MRF. Here we come to the same conclusion as with the TSX3 image:

K-NN-MRF performs better on “wet soil” and far worse on “dry soil”. We notice also that the average

accuracy of K-NN-MRF is inferior to that of CoDSEM-MRF on both TSX3 and TSX4.

A slight oversmoothing effect can be noticed in the results obtained by CoDSEM-MRF on TSX4,

see Fig. 17.5(e). Therefore, we also show the classification map obtained by manually setting a smaller
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(a) CSK2 image (b) DSEM-MRF map (c) K-root-MRF map

Figure 17.6: (a) HH polarization CSK2 image ( c©ASI), and classification maps: (b) DSEM-MRF and

(c) K-root-MRF (water �, wet soil �, dry soil �).

value of the MRF parameter β = 0.5 (Fig. 17.5(d)). One can see that the the spatial details are more

precise at the expense of a noisier segmentation. The classification accuracies achieved with β = 0.5

(see Table 17.4) are inferior to those obtained in the β∗ = 1.324 case. This suggests that, at least for

this dataset, stronger regularization is preferable.

We now move to the experiments with COSMO-SkyMed imagery. Here the proposed classification

approach was tested on a single-pol CSK2 image (see Fig. 17.6(a)). A non-exhaustive GT was employed.

The overall classification accuracy of DSEM-MRF (Fig. 17.6(b)) was 93.1% with β∗ = 1.566. We

compare this approach with the K-root-MRF contextual classification approach that is based on a K-

root model [9] for each class-conditional statistics. The K distribution is a well-known model for a

possibly textured SAR multilook single-channel intensity and K-root is the corresponding amplitude

parametric pdf. The overall classification accuracy reported in this experiment (Fig. 17.6(c)) was

equal to 90.9%. The improved performance of DSEM-MRF is due to the more accurate pdf estimates

generated by DSEM than by the K-root model. Notice here, that in case of single-channel SAR we

do not use the K-NN-MRF classifier, as in case of one dimensional discrete feature space (i.e. with

amplitude values 1, . . . , 256) and target classes with close histograms the use of K-NN classifier becomes

impossible. More specifically, if we consider the distance zero or one in feature space, we already have

hundreds of neighbors of which we then need to somehow select K∗ “voting” neighbors.

Finally, we consider the quad-pol RADARSAT-2 imagery (see Fig. 17.7 and Fig. 17.8) classification

into the following cases: “water”, “vegetation” and “urban”. We employ a non-exhaustive ground

truth map and compare the result with the K-NN-MRF classification, with K∗ = 35 estimated by

cross-validation [45] and β = 1.419. We remind again that only the three copula families from DC
were considered, and the following were automatically selected: Gumbel for “water”, and Frank for

“vegetation” and “urban” classes. We stress here that the comparison with the Nakagami-Gamma

model is not feasible, because this model has not been defined for dimensionality higher than two [29].

In these experiments we have observed about the same level of classification accuracy for both CoDSEM-

MRF and K-NN-MRF on “water” and “vegetation” classes, and an appreciable increase of accuracy

for the “urban” class in case of CoDSEM-MRF classification. Therefore, the higher overall and average
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(a) RS2 image (VV pol) (b) nonexhaustive GT map

(c) CoDSEM-MRF map (d) K-NN-MRF map

Figure 17.7: (a) VV channel of the quad-pol RS2 image (RADARSAT-2 Data and Products

c©MacDonald, Dettwiler and Associates Ltd., 2008 - All Rights Reserved), (b) nonexhaustive ground

truth (GT) map (water �, urban �, vegetation �, outside GT �). Classification maps: (c) CoDSEM-

MRF, (d) K-NN-MRF (same colors).

(a) RS3 image (HV pol) (b) nonexhaustive GT map (c) CoDSEM-MRF map (d) K-NN-MRF map

Figure 17.8: (a) HV channel of the quad-pol RS3 image (RADARSAT-2 Data and Products

c©MacDonald, Dettwiler and Associates Ltd., 2008 - All Rights Reserved), (b) nonexhaustive ground

truth (GT) map (water �, urban �, vegetation �, outside GT �). Classification maps: (c) CoDSEM-

MRF, (d) K-NN-MRF (same colors).
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accuracies demonstrated by the CoDSEM-MRF method in these quad-pol RADARSAT-2 experiments

suggest the developed algorithm to be a competitive and efficient supervised classification approach.

Moreover, from the methodological point of view, CoDSEM might be preferable to K-NN as it provides

an explicit description of a statistical model for the data, whereas the latter operates as a “black box”.

17.6 Conclusions

In this chapter we have considered the issues of amplitude PolSAR pdf estimation and supervised clas-

sification in the framework of this high resolution satellite imagery. We have proposed a general flexible

pdf-estimation method for single channel SAR images and specifically validated it with heterogeneous

HR SAR data, which represent a very up-to-date and relevant case of SAR imagery. The developed

model is based on the dictionary-based stochastic expectation maximization (DSEM) approach recently

developed in [11] for medium resolution SAR. The developed Enhanced DSEM (EDSEM) extended

DSEM to the novel type of imagery (heterogenous HR), enhanced by a novel efficient procedure for

estimating the number of mixture components, reported very accurate and computationally fast esti-

mation results in experiments with HR SAR images acquired by the aforementioned modern satellite

systems. We stress here that the problem of modeling the statistics of HR satellite SAR amplitude

images has not been satisfactorily addressed so far, and the proposed EDSEM technique looks very

promising for this type of imagery, since it is based on a finite mixture approach, and intrinsically

takes into account heterogeneity, which is an inherent HR image property. The obtained results sug-

gest EDSEM to be an attractive approach for various application problems, e.g., it can be efficiently

used for SAR image segmentation (to discriminate the resulting mixture components) [11] and to class-

conditional pdf modeling in supervised HR SAR classification. The extension of the proposed method

to intensity data (instead of amplitudes) is straightforward and can be performed by replacing the

amplitude pdfs in the dictionary with the corresponding intensity pdfs.

We have introduced a novel model for the joint pdf of the amplitude PolSAR imagery. Based on

flexible statistical tools, such as, copulas and EDSEM estimation technique, this approach proved to

be accurate, easy to implement and fast from the parameter-estimation point of view. It enables a new

level of flexibility in modeling the joint distribution from marginal single-channel distributions, which

results in higher classification accuracies. The experiments with several datasets of HR SAR imagery

have demonstrated the high applicability and accuracy of this model.

Based on the proposed joint pdf model we have developed a supervised classification algorithm for

single channel and PolSAR satellite imagery. Specifically, it combines the Markov random field approach

to Bayesian image classification, finite mixture technique for probability density function estimation,

and copulas for multivariate pdf modeling. These three statistical concepts ensure high flexibility and

applicability of the developed method to HR PolSAR image classification. Structurally, the proposed

classification algorithm can be described as supervised and semiautomatic (a few EDSEM and MMD

parameters have to be specified). The accuracy of the proposed algorithm was validated on classification

into 3 target classes on several HR satellite SAR images: a single-pol COSMO-SkyMed image, a dual-

pol TerraSAR-X image and a quad-pol RADARSAT-2 image. The experiments demonstrated a high

level of accuracy on the experimental datasets and outperformed several parametric and nonparametric

contextual benchmark algorithms.

Finally, as far as the future extensions of this work are concerned, a promising direction is to explore

the use of more efficient optimization approaches. One of the best candidates to replace MMD is an

appropriate graph cut based approach [53]. Such approaches yield very good approximations in the

MAP segmentation problem and are known to be fast. Another direction of development lies in the

specialization of this model to urban area classification, which is an important and relevant application of
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SAR classification. To this end, the contextual MRF model would also need to incorporate geometrical

information.

Appendix A. Copula theory

A D-dimensional copula is a function C : [0, 1]D → [0, 1], which satisfies:

1. C(x) = 0 for any x: ∃i ∈ {1, . . . , D} so that xi = 0.

2. C(x) = xd for any x: xi = 1, for all i 6= d.

3. the D-increasing condition: for any 0 6 xi,1 6 xi,2 6 1, where i = 1, . . . , D,

VC ≡
2∑

i1=1

· · ·
2∑

iD=1

(−1)(i1+···+iD)C(x1,i1 , . . . , xD,iD) > 0.

The important property of copulas is given by the Sklar’s theorem [34], which states the existence

of a copula C, that models the joint distribution H of arbitrary random variables X1, . . . , XD with cdfs

F1, . . . , FD:

H(x) = C(F1(x1), . . . , FD(xD)), ∀x ∈ RD. (17.6)

Given absolutely continuous random variables with pdfs f1(x), . . . , fD(x) with corresponding cdfs

F1(x), . . . , FD(x), the pdf of the joint pdf h(x), x ∈ RD corresponding to (17.6) is given by:

h(x) = f1(x1) · · · fD(xD)
∂DC

∂x1 · · · ∂xD
(F1(x1), . . . , FD(xD)). (17.7)

where ∂DC
∂x1···∂xD

(F1(x1), . . . , FD(xD)) is the pdf corresponding to copula C(x), provided this derivatie

exists in [0, 1]D.

An important family of copulas are Archimedean copulas, which have a simple analytical form and

yet provide a wide variety of modeled dependence structures. An Archimedean copula is a copula C,

defined as:

C(x) = φ−1(φ(x1) + · · ·+ φ(xD)), (17.8)

where the generator function φ(u) is a function satisfying the following properties:

1. φ(u) is continuous on [0, 1];

2. φ(u) is decreasing, φ(1) = 0;

3. φ(u) is convex,

and φ−1(u) denotes the inverse of φ(u).

A common way to perform copula parameter estimation is by using its connection with Kendall’s

tau, which is a ranking correlation coefficient [34]. Kendall’s tau is a concordance-discordance measure

between two independent realizations (X, Y ) and (X̂, Ŷ ) from the same cdf H(x, y) defined as:

τ = Prob{(X − X̂)(Y − Ŷ ) > 0} − Prob{(X − X̂)(Y − Ŷ ) < 0}.

Given realizations (xl, yl), l = 1, . . . , N , the empirical estimator of Kendall’s tau is given by:

τ̂ =
4

N(N − 1)

∑
i6=j

I[xi 6 xj]I[yi 6 yj]− 1, (17.9)
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where I[·] denotes the indicator function.

In case of D = 2, i.e. bivariate copulas, by integrating in the definition of τ over the distribution of

(X̂, Ŷ ), we get the general relationship between Kendall’s τ and the bivariate copula C associated with

H(x1, x2), expressed by the following Lebesgue-Stieltjes integral:

τ + 1 = 4

1∫
0

1∫
0

C(u, v)dC(u, v), (17.10)

In the specific case of bivariate Archimedean copulas, the relationship is expressed in terms of generator

function φ(t):

τ = 1 + 4

1∫
0

φ(t)

φ′(t)
dt. (17.11)

In the general multivariate case (D > 3), (17.10) takes the same form, where C(u, v) is a bivariate

copula of the same type4 and τ = τ is the average of D(D−1)/2 consistent Kendall’s τ estimates (17.9)

corresponding to all combinations of bivariate marginals (Xd1 , Xd2), 0 6 d1 < d2 6 D, see [54]. Equa-

tion (17.11) holds with the same modification τ = τ .

The use of Kendall’s tau based parameter estimation, as compared to other copula parameter estima-

tion strategies, is motivated by a relatively small number of samples N available in our experiments [54].
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