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Flow problems in multi-interface networks

Gianlorenzo D’Angelo, Gabriele Di Stefano, and Alfredo Navarra

Abstract—In heterogeneous networks, devices communicate by usually battery powered and the network survivability might
means of multiple wired or wireless interfaces. By switching depend on their persistence in the network.
among interfaces or by combining the available ones, each \ye gtydy communication problems in heterogeneous net-
device might establish several connections. A connection may . . . .
be established when the devices at its endpoints share at IeastWorkS Suppprtlng m‘_J'“p'e interfaces. In the considered model,
one active interface. a network is described by a graghi = (V, E), whereV

In this paper, we consider two fundamental optimization represents the set of devices aftis the set of possible
problems. In the first one Maximum Flow in Multi-Interface  connections defined according to the distance between devices
Networks, MFMTI), we aim to establish the maximal bandwidth and the available interfaces that they share. Each E is

that can be guaranteed between two given nodes of the input . . . .
network. In the second problem Minimum-Cost Flow in Multi- associated with a set of interfacéd(e) that are assigned to

Interface Networks, MCFMI), we look for activating the cheapest both its endpoints. The set of all the possible available inter-
set of interfaces among a network in order to guarantee a faces in the network is then determined by, X(e); we

minimum bandwidth B of communication between two specified denote the cardinality of this set Iy We say that a connection
nodes. We show thatMFMI is polynomially solvable while o oqiaplished when the endpoints of the corresponding edge

MCFMI is NP-hard even for a bounded number of different L . ) .
interfaces and bounded degree networks. Moreover, we provide share at least one active interface. If an interfag¢e activated

polynomial approximation algorithms for MCFMI and exact at both the endpoints of some edge- {u, v}, then nodes:
algorithms for relevant sub-problems. Finally, we experimentally andwv consume some energyz) for maintainingz as active,

analyze the proposed approximation algorithm, showing that in gnd they provide a maximum communication bandwilth)
practical cases it guarantees a low approximation ratio. with all their neighbors which share interfaae It follows
Index Terms—Multi-Interface Networks, Flow, Computational  that a device holding interface has both the incoming and
complexity, Approximation algorithms, Experimental analysis the outgoing bandwidths bounded byi). In the paper, we
assume that the connections are point-to-point. In this setting,
|. INTRODUCTION we study two optimization problems whose aim is to guarantee

The interest in heterogeneous networks has rapidly grorfonnection between two selected noglgse V', taking into
during the last decades. Their success is certainly due 3gFount bandwidth constraints. First, we study the problem of
the wide range of applications for which such networks afi'ding the maximal possible bandwidth between two selected

designed. One of the most relevant property is the variety &pdess.t € V. In detail, we consider all the interfaces of
the devices which might interact in order to exchange da © ngtwork as active, so that all the connecuonsEirare
ablished. Then, we look for a suitable flow function that

Heterogeneous networks are, in fact, composed of devi h , o dith
with different characteristics like computational power, enerdjHarantees the maximum communication bandwidth between

consumption, communication interfaces, communication pro-a1d ¢ Successively, we study the problem of establishing
tocols, and so forth. In this paper, we are mainly interest@ COmmunication sub-network between two selected nodes
in devices equipped with multiple interfaces (like Ethernef,’t, €V of minimum CO,S’,[ in terms of energy consum_pt|0n,
ADSL, Bluetooth, WiFi, GPRS, etc.). A connection betweelNilé guaranteeing a minimum communication bandwitith
two or more devices might be accomplished by means !{5} other words, we look for the minimum cost set of active
different communication networks according to connectivitft€rfaces among the network so thas guaranteed to transfer
and quality of service requirements. The selection of tﬁjeatatot with a bandwidth of at leadB. In general, the solution
most suitable interface for a specific connection might depel?d nqt a path betweerg and t bl_Jt a more C?”‘p'ex grap_h
on various factors. Such factors include: the availability (ﬁonsst.lng of nodes with active mterfa_ces mlght be required
an interface in specific devices, the required communicati@gcerding to the topology and the available interfaces.

bandwidth, the cost (in terms of energy consumption) of
maintaining an active interface, the available neighbors, and £0 Related work
forth. While managing such connections, a lot of effort must

be devoted to energy consumption issues. Devices are, in faCMult|-|nterface networks have_ recently been _StUd'Ed In a
variety of contexts, usually focusing on the benefits of multiple
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L . . TABLE |
the minimum cost set of interfaces in such a way that all coypLexity RESULTS ACHIEVED FORMCFMI BY VARYING ON THE

the edges of7 are establishedConnectivityissues have been MAXIMUM DEGREE A AND THE NUMBER OF AVAILABLE INTERFACES k.

addressed in [5], [10], [11]. The goal becomes to activate the :
minimum cost set of interfaces i@ in order to guarantee a| A ‘ k ‘ Complexity ‘
path of communication between every pair of nodes. In [11], Fixed Optimally solvable inO(1) time
the attention has been devoted to bleeapest patiproblem. | < =1 Unbounded NP-hard (equiv. MinKnapsack),l + €)-apx in
This corresponds to the well-known shortest path problem, but ok
in the context of multi-interface networks. Fixed Optimally solvable inO(|V'])
i i i igati i LA =2

A na_tural co_nt|nuat|on on |nvest|gat|ng_ such k|nd_ of net Unboundedl NP-hard: (2 + ¢)-apx in O(|V| E2) for paths
works is certainly to consider also quality of service cor-— _ <
straints. Studies on the maximization of some network utililyixgdg Z"f% NP-hard (fromX'3C)
funcnon (e.g., the throug_hput) wh|!e taking care of pqssm(_a - Not apx within (g B). or within
interferences between different wireless communications |in k>3 Q(loglog |V])
multl-channel multi-radio wireless networks can be found P Opt. solvable InO(|V| + |E|) (equiv. shortest
in [12], [13], [14]. To the best of our knowledge, pure Any path)
pandW|dthf|s§ueT hﬁve beeEInever treated before in this context Any baax apx (optimal for constant bandwidth)
in terms of simple flow problems.
B. Our results polynomially solvable wherk =1, or A <2 andk = O(1).

In thi int ted in two fund tal ootimi Moreover, we show that the problem is not approximable
; N 'Sb‘l’aper' "ﬁ‘? 2“? 'E er ets edin ‘t’b“” dam;g a Opt'm!z\?v'ithin Q(log B) or Q(loglog |V|) for any fixedk > 3, A > 3,
uon problems which take into account bandwidih constraiNiz,essp — NP, We then provide an approximation algorithm
in the input network.

. . . . with ratio guarantee ofmax  where by, is the maximum
The first problem, calledlaximum Flow in Multi-Interface g M oo

. ; . .~~~ communication bandwidth allowed among all the available
Networks(MFMI), aims to find the maximal communication, 9

bandwidth that b teed bet h . O{gterfaces andV/ is the greatest common divisor among the
anawl at can be guaranteed between o given Noges, 4vigths allowed by the interfaces am Hence, when

Such problem is similar to the classical problem of finding thg panqwidth is constant for all the interfaces, the optimal
maximum flow between two nodes in a network. The mai ’

lution i i . We also f icul
difference resides in the fact that, MFMI, the bandwidth Solution is provided e also focus on particular cases by

" . . . roviding complexity results and polynomial algorithms for
capacities are associated to the interfaces instead of ed%s< 2. Surprisingly, when: is unbounded and the network

Therefore, a node can communicate with many other nOde?educes to a single edge the problem remaifshard. Table |

by means Of, a single !nterface b_Ut' if v uses the w_hole summarizes the results. Finally, we experimentally analyzed
bandwidth ofi to transmit to (receive from, resp.) a nelgth{h b

) s ) ) e 2=ex-approximation algorithm, showing that, in practical
u’ .'t cannot use t_o.transmlt to (receive from, resp.) anc’the{:ases, it guarantees a low approximation ratio which allows
neighborw, even ifi belongs to bothy andw. Therefore, we us to use it in real-world networks.

assume that the communications are point-to-point. We showg ine. |y the next section, we give the statements of the
that this problem is optimally solvable in polynomial time, an%roblems and introduce som;e useful notation. In Section Il

we provide an algorithm to solve it we give some preliminary results that will be used in the

The sgcorjd problem aims t_o establish the_ cheapest W_ays%sequent Sections IV and V. In Section IV, we study the
co_mmunlcatmn b_etween two given n_odes while guaranteem%<§h1putational complexity of the two problems by identifying
minimum bandwidth of communication. Such problem, callegl , .- <os where they aféP-hard or solvable in polynomial
Minimum-Cost Flow in Multi-Interface NetworksMCFMI) time. In Section V, we study the approximation properties of

IS S|mllar to the better k_nOWM|n|mum Edge—Cpst Floyi5]. the two problems by giving inapproximability lower bounds
Again, we do not consider costs and capacities for the ed approximation algorithms. In Section VI, we give an

of the network_but we have t0 cope with interfaces at tr@( erimental study on one of the approximation algorithms
nodes fchat require some C.OStS and can manage some maxingpissed in Section V. Finally, in Section VII, we provide
bandwidths. .In the specw}l case where there e?qsts a oRer o concluding remarks.

to-one mapping between interfaces and connections, that is,
each connection can be established by means of one interface

different from any other, the two problem&/CFMI and Il. DEFINITIONS AND NOTATION

Minimum Edge-Cost Flow coincide. Hence, it is not surprising Given a network, we denote by the set of nodes. For
that MCFMI turns out to beNP-hard when the numbet each pair of nodes i, the sharingfunction X: V' x V —

of interfaces is unbounded. However, in practical cases it 3§!2*} denotes the set of interfaces that the two nodes can
more realistic to consider a bounded number of interfacasse to communicate. Functiok must satisfy the following
Despite the expectations, we show that the probleWis properties: for each in V, X (u,u) = 0; for eachu,v in V,

hard even whelk is a fixed small number. In detail, we proveX (u,v) = X (v, ). FunctionX induces a global assignment
that the problem iSVP-hard for any fixedk > 2 andA > 3, of the interfaces to the nodes W given in terms of an
where A is the maximum degree of the network, while it isappropriate interfacassignmenfunction 1 : vV — 241,24}



defined asW(v) = U,cy X(u,v). If an interface: is in  Fig. 1. The graptG and its transformation in the direct gragh. W (s) =
X (u,v) for some nodes: andv, theni € W (u), i € W(v), {52} W(v) =123 W(t)=X(v,) = {2,3}, andX(s,v) = {1}.
andu andv are close enough to communicate via interfade

follows that, for eachu, v in V, X (u,v) C W (u)NW (v). The {1,2,3}
use of those functions represents a generalization of the model 3
w.r.t. earlier works on the subject, including [1], [2]. Note that, {1/ \2:3}
the above definitions o/, X induce a graphG = (V, E) 5 g
where{u,v} € E if and only if X (u,v) # (). We say thaiG L2y {23}

is induced by the sharing functiok. Unless otherwise stated,

the graphG representing the network is assumed to be undi-

rected and connected. In the remainder, we denot&\life referred as thénput graph GraphG can be easily computed
maximum node degree (. The cost of activating an interfacefrom x in time O([V| + |E|). Note that we can consider
i is given by the cost function: {1,2,...,k} — Zg and itis o variants of theVICFMI problem: the parametdr can be
denoted as(i). The bandwidth allowed by a given Interfaceonsidered as part of the input (this is called thgounded

i is defined by the bandwidth functidn {1,2,...,k} = Z;  casg, or k may be a fixed constant (tHeounded cage In
an interface: pays the same CQSff(i) and provides the gpyious solution given by ahortest pattconnectings to ¢ of
same bandwidtfb(z) by activating:. However, MFMI does maximum bandwidttb(1). The case where the cost function

therefore in this case we assume that all the interfaces are

activated. I1l. PRELIMINARY RESULTS
ProblemsMFMI and MCFMI are formulated as follows.  the gigorithms given in this paper for the general cases of
MFMI: Maximum Flow in Multi-Interface Networks MFMI and MCFMI are both based on a transformation of
In: A set of nodesV/, a source node € V, a target node the graphG = (V, E) into a directed graplir’ = (V', 4). &'
t € V, a set of interfaces = {1,2,...,k}, a sharing S defined so t_hat bandwidths and costs are _assomated to arcs
function X: V x V — 21 and an interface bandwidth rather than to interfaces. Informally, for each interface of each
function b: I — 7. node, there is an arc which has the same cost and bandwidth
Sol: A flow function f: V x V x T — Z§ such that: of the considered iqterface. The head of each of s.uch'arcs is
1) fu,0,4) = —f(v,u,8) Vuv €V, ic I connecteq to the tail of another arc of the same kind if they
2) f(u’v’i) —0if );(L’L V) = ’(0 V U cv ,i cr share an interface or they represent_ dlfferen_t mterfa_ces of the
55 B f(u ’U i) < b(i) ’Vu c V i c I same node. As_ each of these arcs is associated with t_he _cost
Z”E‘/ﬂ"v’”ﬂ:bo f(v’u’i) - b(i) Yu V’ i c If and the bandwidth of the interface it represents, the activation
2) Zvevﬂv?(fg ) ’: (7) Vo € VA {s t}" ' of an interface is modeled with the usage of one of these
vEVIEL ST b arcs, preserving the bandwidth constraints and the activation
Aim: Maximize the total flow froms to ¢, F = costs. Moreover, although the arcs are directed, the possibility
Pvevier (8,09 =X eviier f(0,8,9). to communicate towards and from every node of the original

—— - - - graph is preserved (see also Fig. 1).
MCFMI: Minimum-Cost Flow in Multi-Interface Networks Formally, for each node € V" and each interfacee W (v),

In: A set of nodes/, a source node € V, a target node there are two nodes v’ denoted ag7, i) and (v,1):
t € V, a set of interfaceg = {1,2,...,k}, a sharing , o ) ) s
function X: V x V — 2/, an interface cost function Vi={(@), (1) [veV,ie W)} U{5 ¢}
c: I — Z§, an interface bandwidth functioh: I —  The arcs are the following:

Z¢ and a boundB € Z . _ , ,

Sol: An allocation of active interfacesV,: V. — 27, A={(@1), () |veV.ie W}
Wa(v) C UuGVX(qi,v), Vv € V, and a flow function {((v,7),(7,7)) |veV,i,je W(v) sti#j}U
Jr VoV = 2o such that | {((wy ), (3,0))] i € X (u,0)}U

1) f(u,v,i) =—f(v,u,i) YVu,veV,iel, R
2) f(u,v,i) = 0if Walu)NWa(v)NX(u,v) =0 {3, (5,0), ((t,5),1) | i€ W(s),j € W(t)}.
VuveV,iel,

The capacity of each arc((v,i),(v,i)) is set to

3) Lvevistuwiyso £(wv,0) Sb@) Vu e Vi € It 54y (1.4)) = b(i) whereas the capacity of each other arc
veV:f(ouiy>0 f(018) Sb(0) Yue Vi€ I in 4 s unlimited and it is0 for each pair iV’ x V' \ A. The
4) > vevier f(w,v,1) =0 Vu e VA {s,t}; costc/(a) of each arca = ((v,4), (v,i)) is set toc(i) and it
5) 2vevier F(8,0:8) =2 evier f(0:4,1) 2 B- g for the remaining arcs.
Aim: Minimize the total cost of the active interfaces, Given a flow functionf’ from s to ¢ for G/, we define a
c(Wa) = vev 2iew,w) (1) flow function f from s to ¢ in G as follows:

For both problemsMFMI and MCFMI, we denote by NS (i), (@,4) — f'((,4), (@,9)) if @ € X(u,v)
G = (V, E) the graph induced by the sharing functi&h also (u,v,1)= 0, otherwise.



The allocation of active interfaces at noddor MCFMI is f'((@,i), (u,7)) < b(i). The last inequality directly follows
defined asW(u) = {i € W(u) | Iv € V s.t. f(u,v,i) # from Property (a).
0}. In order to address concurrentyfCFMI and MFMI, we 4) By definition of f, f(u,v,i) =0if v =wor: & X(u,v)

defineW 4 for MFMI as equivalent to the assignment functiomence - oy o, f(u,v,9) = > vev(uy(f ((w,9), (v,4))
W induced by the sharing functiok. Note that both functions N i€X (u,v)

f andW, can be computed in polynomial time once function . ((2:0), (T, 9)))- _ ,
" is known By Property (c), applied to nodes (u,i),

The next lemma shows that, if we apply the above transfmzfee)‘(/(\i’ﬁ F((u,9), (0,1)) =
mation to an instancé of MFMI or MCFMI and we compute ’
a flow function f and an assignment of interfacB§, for I 2_veVv\{u} (f’((u, i), (u,7)) = Yjex (uw) J' (0 1), (%ﬂ)) ~
by using the above definition on some flow functighnof G’, 1€ X (u,v)

J#i
ain, by Propert c), applied to nodeswu,i),
then f satisfies Properties 1-4 needed by both the definitio§ eg\/\{ }f’)(/(v 0 (pa Z)y) :( ) pPp <u, )

of MFMI and MCFMI. i€X (u,v)
Lemma 3.1:Let f and W, be a flow function and an o . , N
assignment of interfaces defined as above, then Z;’S(/(\j?}} F@9, (wd) - ngﬁ?’“ F3), (@3))
1) f(u,v,i) = —f(U,U,i) v u,veV andi € I; Hence, i:UEV\{u} (f/((ﬂ77’)7(67l)) *f%(@,i),(ﬂ,i))) =
2) flu,v,9) = 0 if Wa(u) N Walv) N X(u,v) = 0V e X (u,v)
u,v € V andi € I; Y ovev\{u} | 2ojex(uw) f((w,4), (@,1))—
3) Yvevifuviyso (W, v,0) <b(i) VueV andi € I i€X (u,v) J#
ZuEV:f(v,u,i)>0 f(v,u,i) <b(i) VueV andiel, Zﬂ'@?(%”) #((u,9), (@, §)) ) =0,

4) ZveV,ieI flu,v,9) =0V u eV \ {s,t}.
Proof: We recall that, by definition of a flow function for
a directed flow network:

. ) . Fi
in fact, for any pair of mterfacéjs andg such thatp # ¢, we
have that, when = p andj = ¢, the related term of the above

sum is f'((w, q), (@,p)) — f'((w,p), (@,q)), on the contrary,

0< f(z,y) <V'(z,y), for each(z,y) € A (@) wheni =gqandj = p,itis f'((u,p), (@, q))—f'((v,q), (@,p))
Fla,y) = —fly,z) for eachz,y € V'’ (b) and hence the overall sum is 0. [ ]
/ _ / ~ 7
;/ F(z,y) =0, for eachy € V7 {3, }. (¢) IV. COMPUTATIONAL COMPLEXITY

In this section we study the computational complexity of
MFMI and MCFMI. We first prove thatM/FMI is optimally
solvable in polynomial time in the general case, we then focus
on MCFMI. We prove thatMCFMI is NP-hard even in the

In the following we prove the four properties.
1) If i & X(u,v), then f(u,v,7) = f(v,u,i) = 0. In fact,
by definition of f and by Property (b)

flu,v,i) = f'((w,9), (©,7) — f((v,1), (u,i)) = restricted case of unit cost, fixed > 2, and fixedA > 3.
, N , o ) Then we consider graphs of bounded degree< 2. As
= ([ 1), (@ 1) = F((w 1), (©,9)) = = f(v,u,i). announced in Table I, we prove that, when the number of

2) If Wa(u) N Wa(v) N X (u,v) =0, then for each € I interfacesk is fixed, the problem can be optimally solved in

eitheri & Wa(u) ori & Wa(v) ori & X (u,v). If i € Wa(u), polynomial time. On the oth_er hand, if is unbounded, we
then by definition of 4 (u) f(u,v,4) = 0. If i & W4 (v), then show that the problem remaiféP-hard. Moreover, when the

by definition of W4 (v), f(v, u,i) = 0, moreover by the above bandwidth functionb is a constant, thed/CFMI is solvable
property, f (u, v, i) = —f(v:u,’i) =0.If i & X(u,v), then by in polynomial time (see Corollary 5.3 in the next section).
definition of f, f(u,v,i) =0.

3) We formally provide only the proof for the firstA. General Case

inequality as the second one follows from similar argu- Let A be an algorithm that finds a maximum flow in a graph

ments. By definition of f, >,y ruwis0 f(40:0) = [ = (v, By) in polynomial ime P (|Vir| + | Ex)).

Y ovevifuwiso (W, 9), (@,9) — f'((v,9), (@,19))) . Theorem 4.1:MFMI is optimally solvable within
By Property (a), for each € V, f'((v,4), (i) = 0 and  o(|v|k2 + | E| + Pa(|[V |k + |E])) time.

f'((w, 1), (v,4)) = 0, then Proof: Given an instancé; of MFMI, the algorithm first

D vev: fluwiyso (W 9), (,4) = f'((v, ), (w,7))) < transforms the grapt¥ and the functiorb of I; into a graph
veVfuuiy>od (W9), (T, ). G’ and a functiort’ as described in Section Iil, obtaining an
By the definition oft’ and Property (a), instancel, of the classical maximum flow problem. Then, in

Z F(w1), (@,0) < Z F((w4), (3, )). polynomial time, it finds a maximal flow functiofi’ for I,

by using a maximum flow algorithm. Finally, the algorithm
obtains a maximal flow functiorf for I; from f’ by using
By Property (c), applied tdu, i), >, oy f'((w9),(7,i)) = the transformation given in Section Ill. The computational
(@ 1), (w, ) = > 5en iy f/((w,9), (@, 5)). Again by Prop- time required by such an algorithm is given by the cost of
erty (a), f’((y7i)7(ﬂ,j8 > 0, for each j € I \ transformingl; into I, and that of solvingl,. As the graph
{i}, then f'((w, i), (w, i) — > ep gy [/ ((w9), (@ j) < defined forl; hasO(|V|k) nodes and)(|V|k* + |E|) edges,

veV:f(u,v,i)>0 veV



Fig. 2. The subgraphs used in the proofs of Theorems 4.2 and 5.1. Fig. 3. The graphG in the transformation fromX3C' to MCFMIp,.

Pl

the first cost isO(|V|k? + |E|) while the second one is
O(PA(IVIE* + | EI)).

We now show thatf is an optimal solution forr;.
By Lemma 3.1, f satisfies properties 1-4 of the defini-
tion of MFMI. We show thatf is maximal by contradic-
tion. We recall that by definition of maximal flow function,
Y wev f'(3,v) is maximal. By contradiction, let us suppose
that there exists a flow functiofi” : V x V x I — ZZ for
Iy such thaty " v e f7(s,0,9) > D cvicr f(s,0,0). We

define a flow functionf” : V! x V! — Z{ for I, as follows, X3C: Exact Cover by3-Sets
if i€ X(u,v), Input:  Set S with |S| = 3¢ and a collectionC' of 3-
element subsets &f.
P, 0), (3,4)) = { fu,v,0) if f(u,0,7) >0 Question: Is there an exact set cover fd, i.e. a subset
R 0 otherwise. C' C C such that|C’| = ¢ and every element of

S belongs to exactly one member 6f?

For  edges in {((v,9) (v,0) [veVieW(v)} U Given an instance ofX3C, we construct an instance of

N S ] "

{((.Q’Z)’(.U’])) | ve V’Z’.j € W(v) s.t.i#j}, . ! IS MCFMIp where the graphG consists of copies of sub-

defined in order to satisfy the flow conservation constraints h d - b W

and it is0 for any other pair inV” x V. gfap_sN(f) and 7(¢), ¢ = 1 (see Fig. 2). Subgrapiv(()

. consists of3¢ nodes {z1,x2,..., 2} U {y1,¥2,...,ye} U

Similar arguments as Lemma 3.1 can be used to show tf{%tl ws we) and edgesz;, wii1 ), {wi,wiss}, for i =
1

" 7 i H
f"" fulfills the properties of flow functions and that 2.0 —1 and {zi,y}, {yiwid, for i = 1,2,....1
Subgraphl’(¢) is a binary tree consisting of a complete binary

Z f3v) = Z (s, 0,4), tree BT with 2M'°g2¢1 — 1 nodes, and’ nodes adjacent to the

veV? veViel leaves of BT. These nodes are the only leavesTaf), i.e.
S FGY) = > fsvi). every leaf of BT is connected to at least one leafBf(). We
veV’ vev,iel call r the root of T'(¢). Note that, each path fromto a leaf

e . ‘ of T'(¢) is constituted offlog, ¢] + 1 nodes. Moreover, when
It follows that > ¢y f (5»”2 = 2vevier I7(8,0:9) > =1 BT is empty andI’(¢) consists of a single node.
>ovevier [(8,v:1) = 30 e f'(5,v), a contradiction to the  For the sake of simplicity, in this proof we first define the

maximality of f. _ B graphG and then we define functiodd and X accordingly.
Theorem 4.2:MCFMI is strongly NP-hard even when See Fig. 3 for a visualization @. Let s and¢ be two nodes of

restricted to the unit cost interface case for any fixed> 3 3. For each elemerd; of C,i=1,2,..., |C|, G contains a

andk > 2. nodec?, a copy of N (3), denoted asv‘(3) and a copy of/’(3),

Proof: We prove that the underlying decisional problemdenoted ag™(3), with rootr* and leaves}, 13, I5. Nodesz!
denoted byMCFMIp, is in generalVP-complete. We need to and wi of N¢(3) are adjacent te’ andr?, respectively. All
add one further bound € Z§ such that the problem consistsnodesc form a pathP in G, that is{¢, ¢!} is an edge of
in deciding whether there exists an activation function whiaofy, for i = 1,2,...,|C| — 1. Node s of G is adjacent tac!,
induces a total cost of the active interfaces of at mist while nodec/®! is adjacent to node! belonging to a copy

Given an allocation function of active interfaces for av°(1) of N(1) with nodesz?, y? andw?.
instance ofMICFMIp, checking whether the induced subgraph Lete;, j =1,2,..., 3¢, be the elements of and lety(e;)
allows a bandwidth greater than or equal Boof total cost be the number of setS; € C' containinge;, for eachj. Let
smaller than or equal t® requires linear time in the numbery = max;{u(e;)}. For each element;, G contains a copy of
of edges of the input grapty. Then, MCFMIp is in NP. T(p), calledTV(y), with rootr7, and a copyN7 (1) of N(1),
The proof proceeds by a polynomial reduction from the welwith nodesz?}, y] andw]. Rootr’ is adjacent tac] € N7 (1),
known Exact Cover by3-Setsproblem. The problem is known for eachj = 1,2,...,3q. If ¢; is in C;, for some: and j,
to be NP-complete [15] and it can be stated as follows:  then there is an edge from a leaf Bf(3) to a leaf of 77 (u).



These edges are pairwise disjoint. Note that, even if each I€&f(1), j = 1,2,..., 3¢ subgraphs, implies the activation of
of T(3), i =1,2,...,|C| is adjacent to a leaf iff7(u), for the interfaces iny’ > ¢ subgraphs among th&/‘(3), i =

somej € {1,2,...,3q}, the contrary is not true: there couldl,2,...,|C| copies of N(3). In this case there will bey;

be a leaf of 77 (), for somej, not adjacent to any leaf of subgraphs having one unit of flog, subgraphs having units

T(3),i=1,2,...,|C| of flow, and ¢; subgraphs having units of flow such that
G also contains a copy df(3¢+1), having the root adjacent ¢} + 2¢5 + 3¢5 = 3q.

to nodet, and leaves adjacent to node$, ;j = 0,1,..., 3q. The total cost for the interfaces activation 2s:for nodess

The set of interfaced is {1,2}, with ¢(1) = ¢(2) = 1 and and¢; |C|, for nodes inP (all the interfaces irP are active as

b(1) =1, b(2) = 3¢ + 1. NO(1) receives one unit of flow)q; +114¢5+15¢5 for nodes in

Function is defined as follows. All the nodes i@ have N*(3); 6¢ for nodes inT(3),i =1,2,...,q; 3q([log, 1] +1)
interface2 apart from nodes labeleg in the copies ofN(1) for nodes inT7(u), j = 1,2,...3q; 5(3¢ + 1) for nodes in
and N (3). All the nodes in the copies d¥ (1) andN(3) have N’(1), j = 0,1,...3¢q, and 2/'°523¢+D1 4+ 34 for nodes in
interfacel: no further node inG has interfacel. FunctionX 7'(3¢+ 1).
is defined as follows, given two nodeswv in G, (Tht(an t?}e total cost is|C| + ¢(27¢ + 3[log, p1]) +

. 2Moga(3a+D1 17 4 7¢) +11¢h +15¢5. As ¢} + 11¢h +15¢, >
{ g/(“) NW () gtég;vzi}'ss E 5(¢1 + 2g5 + 3g3) = 15¢, the total cost is greater thaR,
' a contradiction. Hence there are exaeilgubgraphsvVi (3),

When all the interfaces of the nodes in copies¥f¢) j =1,2,...,q with 3 units of flow each and the corresponding
(T'(¢), resp.), for a certaif > 0, are active the total costsetsC;,, j =1,2,...,q, represent a solution fak 3C. ]
is 5¢ (2M°&2¢1 — 1 + ¢, resp.). InT(¢), when only the
interfaces of the nodes in a single path frento a leaf are B. Particular cases foMCEMI, A < 2

active, the total cost iglog, ¢ Jl.qogl'(;ﬁtlﬁ =3¢+1and  Theorem 4.2 shows thattCFMI is NP-hard even for fixed
D =|C| +q(42 + 3[log, p) + 2/1%2 + 7. . A>3andk > 2. As the case wherk = 1 is trivial, we now
Assume thatX 3C' has a positive answer, i.e., there exists adcus on the case that < 2. ForA < 1. the input graph can
/ — i 1
exact set covet” = {C;,, Ci, ..., Gy, } © Cfor . We show o .o mnosed of either one single node or two nodes connected
that alsoMCFMIp has a positive answer, i.e., there exists a&, one edge. In the first case, there are no interfaces to be
activation functioni¥ 4 of the available interfaces such that th%ctivated as the source and the destination coincide. In the

bandwidth allowed froms to ¢ is bigger than or equal t@
and the total cost is smaller than or equall2o FunctionW 4
is defined as follows. Along with interfaces of nodeg, all O(1) time in the bounded case with = 1.

the interfaces of nodes (3¢ +1), N7(1), j = 0,1,...,3q, Proof: MCFMI can be solved by an exhaustive search

andc’,i=1,2,...,|C], are active. All t/h? interfaces of nodes, ong all the possible combinations of interfaces shared by

in N*(3) and 1™ (3), for eachCy; € (", j = 1,2,..-,4, @€ s and¢. The number of such combinations@2*). Among

active. Moreover, ife; € 5 is covered byC; € ¢, then all yhem 4 resolution algorithm has to choose the cheapest one

the interfaces of nodes i (1) belonging to the path from - guarantees at least bandwidth. -

7 to a leaf inT*(3) are active. No further interface is active. £q\ the unbounded case, i.e., wheis not a given constant,

The flow function is defined as 1 in nodegsof active copies ihe same arguments of Theorem 4.3 do not applyf&FMI

of N(1) and N(3) and in the remainder of? it is defined 10 55 the provided algorithm would show an exponential behavior.

satisfy the flow conservation constraints. Surprisingly, in this setting the problem turns out to be already
The total cost of active interfaces is given Byfor nodes np_harg by means of a simple polynomial transformation

s andt;. |C|_' for nodes_c’ € P i=1,2,...,|C[; 15¢+6q for from the well known Minimization Knapsack problem [16],

nodes inN"* (3) and7" (3), j = 1,2,...,q; 3q([logy ] +1) [17].

for nodes inT”(u), j = 1,2,...3q; 5(3¢ + 1) for nodes in

Ni(1), j = 0,1,...3q; and2M°22Ba+D1 4 34 for nodes in

T(3¢+ 1). Summing up all the values we obtain a cost equdin: An integer d € Z; and a set ofn items, each

X(u,v) =

second case, the problem already starts to be interesting.
Theorem 4.3:MCFMI is polynomially solvable within

MinKP: Minimization Knapsack

to D. one having weightw; € Zg and profitp; € Z,
Regarding the total bandwidth, note that a copyNd¥) has i=1,2,...,n.

a maximum bandwidth of. As X3C has a positive answer, Sol.. An allocation of variablesy; € {0,1}, for i =

each element ofS is covered, then the flow through each 1,2,...,mn, such thaty ;" | w;y; > d

subgraphN7(1), j = 1,2,...,3q, is exactly3q. As all the Aim: Minimize 377", p;y;.

interfaces inP are active, we also have a flow 8f; + 1 MinKP problem is the corresponding minimization version

throughN°(1) that reaches through theT’(3¢+ 1) subgraph. of the Knapsack problem. In other words, the goal is to

Then MCFMIp has a positive answer. minimize the profits of the items that remain out of the

Now, let us assume we have a positive answevit@FMIp. knapsack. Ifz;, i = 1,2,...,n, are the variables selecting
As the total flow received by is greater than or equal tothe items for the classical knapsack problem and Z;
B = 3q+1, there is a flow of value in each subgrapiv’(1), its capacity, then the problem can be solved by means of

j=0,1,...,3q, meaning that each element Sfis covered. MinKP, by settingd = > " ,w; —c andy; = 1 — x;,
Let us suppose, by contradiction, that the flow reaching the=1,2,...,n.



When A = 1, that is when the input grap& consists of width is greater than or equal t®, formally: v(z,) =
a single edge frons to ¢, the required solution must select{ W C X (z,z,-1) | > ,cy b(i) > B }. Then, the minimum
a subset of interfaces among the ones shared bypd ¢ in  cost is given by:
such a way that a bandwidth o is guaranteed, and the )
cost for activating such interfaces is minimized. Intuitively, ~ OPT=min {2c(W1) +c(W2 \ W1) + ¢(Wa2) + ...

thisbf)articular case oMCFMI is equivalent to thel/inKP it Wt \ Wag) + c(Wp_1) |
problem.
Theorem 4.4:MCFMI is polynomially equivalent to Wi € y(21), Wa € ¥(22),..., Wno1 € y(zn-1)},

MinKP ifr_‘ the rt]mboundehd caie Wir:‘h =1 I _a;fvhere 2¢(W1) is the cost of interfaces used to connegt
_ Proo ..We ave to show that there exist t_wo polynomia) 21 and e(W, \ We_1) + c(Wy) is the cost of interfaces
time algorithms.A and 5 such that, for each instande of

) . ¢ ¢ used to connecty | to zy, 2 < £ < n — 1. In particular,
MinKP, A(I1) returns an Instancé; of MCFMI, for any c(Wy\W,_1) is the cost of activating in,_; the interfaces in
solution ¢’ of I, B(¢') = o is a solution forl;, and the

; , W, not contained iiV,_; andc¢(W) is the cost of activating
values of solutionss and ¢’ are equal. Moreover, we have

. o . 1 interfacesW; in z,.
to show that there exist two polynomial time algorithms For eachl < ¢ < n — 1. let us define the function
andB~! such that, for each instande of MCFMI, A=*(I3) o, . '

X ¢ MinkP. f Ut A : y(x¢) — Z§ as the minimum cost needed to establish
reELllrns an |/n§tancé1 of MinKP, for any solutions of 11, 5 communication path from to node z, with bandwidth
B~!(¢) = ¢’ is a solution forl,, and the values of solutions

uarantee greater than or equalBoby activating interfaces
o ando’ are equal. 9 9 q y g

, W e in z,, formally:

We now show the first part of the above statement by defin- V(@) in y

ing the polynomial algorithms4 and B. Given an instance ~ Cy(W) = min {2¢(W1) + ¢(Wa \ W1) 4+ c¢(Wa) + ...

I, of MinKP, we consider an instandg of MCFMI made

of nodess andt, and, for each item of I;, an interface: oA (WA W) + (W) |

shared between andt with costc(i) = 1p; and bgndwic_ith Wi € v(z1), Wa € y(22), ..., We_1 € y(zs_1)}.

b(i) = w;. HenceW (s) = W(t), moreover, functionX is o _ o
defined asX(s,t) = W(s). Finally, letk = n and B = 4. BY definition, OPT = miny e, (s, _,) Cn-1(W). Hence it is
Note that, if, for some, p; is an odd number, we can multiply€nough to show that functions;, for eachl < £ < n —1,
all the profitsp; of a factor 2 in order to have(i) € Z¢ for Ccan be computed i (n) time. By cut-and-paste arguments,
eachi = 1,2, ..., n. This does not affect the generality of thdt follows that:

proof as it is enough to divide by 2 the value of the objective Co(W) = min {Cor (Wi_y)
function for the solution ofl; which will be defined in the We_1ev(ze—1) - -
following. A feasible solution forl; selects a set of interfaces Fe(WA\ Wil + e(W))

W, by means of an activation function, in such a way that

B < 3 ,ewb(i). Asd = B < 3,4, 0(i) = > ,cyywi  Therefore, functiong”y, can be computed by using dynamic

and the cost of activating interfaces iy at boths andt¢ programming starting fromC; (W) = 2¢(W), for each

is2),cw ci) =3, cw i, We can define algorithri¥ as the W € v(x1). Moreover, ask is a bounded constanty(z)| <

algorithm which selects itemi&” in order to output a solution 2¥ = O(1). Hence, givenl < ¢ < n —1 and W € ~(z,),

for I. Finally, both.A and 5 are polynomial time algorithms. computingC, (W) requiresO(1) time and computing function

This proves the first part of the theorem. For the second pélt requiresO(1) time. Then, all the functiong”,, for all

of the theorem, it is enough to note that algorithhsand 3 1 < ¢ < n — 1, can be computed i®(n) time. [ |

can be naturally inverted. [ ] When the input graph is a cycle, since there are two paths
Corollary 4.5: MCFMTI is NP-hard in the unbounded casefrom s to ¢, it is not always clear how the bandwidfh must

with A = 1 and it admits a pseudo-polynomial-time algorithmbe split among the two possible ways. However, the following
For A = 2, the input graph ofVICFMI is either a path or theorem can be stated for the bounded case.

a cycle. Clearly, from Corollary 4.5)/CFMI remains NP- Theorem 4.7:MCFMI is solvable withinO(|V]) time in

hard in the unbounded case. The following theorem givesttee bounded case when the input graph is a cycle.

polynomial time algorithm for the bounded case. In the next Proof; Let P; and P, be the two edge-disjoint paths from

section, we will derive a pseudo-polynomial-time algorithm to + composing the input cycle. As by definitiob(i) € Zg,

for the unbounded case. 1 < <k, the required flowB is provided by summing two
In the remainder, for a set of interfacég, we denote as integersg; and 3, that are the contributions to the total flow

c¢(W) the cost of activating the interfaces v, formally: passing viaP; and P», respectively. The value$, andgs vary

c(W) = > cw cli). among all the integers obtainable by summing the bandwidths
Theorem 4.6:MCFMI is solvable withinO(|V]) time in provided by each possible subset of interfaces, fgand 32

the bounded case when the input graph is a path. can assume at mo8t values. For each subset of interfaces of

Proof: Let us denote the input path as a sequenceand for each subset of interfacestpthe algorithm proposed

of n nodes:s = zp,21,...,2,-1 = t. Given a node by Theorem 4.6 is applied to solve the/CFMI instance

ze, 1 < ¢ < n—1, y(xy) denotes the set of sub-setsrising for P; with boundg;, and the one arising faP, with

of interfaces ofz,, shared withz,_,, whose total band- boundg, = B—{;. The over all trials are at mo&t*, each of



them require2” tests, one for each possible value®t As Fig. 4. The graphG in the transformation fromX3C to MCFMI .
k = O(1), then23* = O(1). Among the obtained solutions,

we choose the cheapest one which guarantees a flow of at least
B from s to ¢. Such algorithm requires to rufi(1) times the
algorithm in Theorem 4.6 and hence it requi@§V|) overall
computational time. [ ]

V. APPROXIMATION

In this section, we study the approximation properties of
MCFMI. We first show that, unlesB = NP, MCFMI cannot
be approximated within a factor dR(log B), or within a
factor of Q(loglog|V|), even for fixedA > 3 and fixed
k > 3. We also provide ab';;%—approximation algorithm for
the general case, whetg,,x = max;c;b(¢) and M is the
greatest common divisor among the bandwidths allowed by the
interfaces and the required bandwidsh Finally, we analyze
the case of fixed\ < 2. As in the previous section, it has been
shown that, in this casey/CFMI is polynomially solvable
if k is fixed, then we focus on the approximability of the
unbounded case. We give two results which show that, if
A = 1 or the input graph is a path, theWCFMI admits
a FPTAS, while in the case that the input graph is a cycle the
approximability of MCFMI remains open. edge from a leaf off (|S;|) to a leaf of T'(x;). These edges
are pairwise disjoint.

The set of interfaces i§1,2,3}, with ¢(1) = 0,¢(2) =
1,¢(3) = 0 andb(1) = n,b(2) = n,b(3) = 1. All the nodes
Theorem 5.1:MCFMI cannot be approximated within ajn ; have interface apart from the central nodes of thet+
factor of (log B), or within a factor ofQ2(loglog |V]), for S| copies of theN (1) graph. All the nodes irTVi(l) have
any fixedA > 3 andk > 3, unlessP = NP. interface2, for eachi = 1,2,...,|S|. All the nodes inN7(1)

A. General case

Pr<_)of: _We will show t_he statement by providing an,, e interfaces, for eachj = 1,2,...,n. Then,
approximation gap preserving reductioii8] from the Set .
Cover (SC) problem to MCFMI. X (u,v) = W) nW(v) i {u,v} € E
SO Set Cover ’ 0 otherwise.

In: A set U with n elements and a collectios = Let B = n, we denote bySOLsc(I1,01) the value of

{51,5,,...,5,} of subsets of. the cost function ofSC for a solutiono; on instancel,
Sol: A cover for U, i.e. a subses’ C S such that every and letSOL%.(11) be the optimal cost foSC' on instance

element ofU/ belongs to at least one member $f I,. Moreover, let us denote b§O L ycra (I2,02) the cost
Aim: Minimize |S']. function of MCFMI of a solutiono, on instancel,, and let

. - — .. SOL} 15) be the optimal cost foMCFMI on instance
We first show that there exists a polynomial time algorith vcen (12) P

that transforms any instande of SC' into an instance, of
MCFMI such that the optimum valu6OL%. on I, for the
grgizl*e m S(Jolz ?rigﬁaéhsg&;m?g};%the optimum valu erfacesl and3 in G and the interfaceg only in the nodes
MCFMI 2 . N . : .
The transformation is similar to the one provided for The®@f SubgraphsV=(1), j = 1.2,...,|S|, we obtain a*fea8|ble
rem 4.2 (see Fig. 4). The graghis given by two nodes and Selution o ffr I such thatSOL(Iy,0) < 350L5o(h),
¢ wheres is adjacent to the root node of a copy®f|s|) and NeNCeSOLicry (I2) < 3SOLgo(1h).

t to the root node of a copy GF(n). For each element; of Now we show that it is possible to transform in polyno-
S,i=1,2,...,|S|, G contains a copy ofV(1), denoted by mial time any solutiono, for the instancel, of MCFMI

i . i into a solutiono; for the instancel; of SC such that
N (1 d b 1(|S; th root r* ad tt d .
(1) and a subgraphi’(|S;|) with root 7 adjacent to node 350Lsc(I1,01) = SOL i (In, 7). A solution o, con-

ngeoivT(lg Eaf; ngd@l_elj\; (1) 'SUadjggiﬂtetZ@n?gLetrseg; sists of a flow ofn units passing through each subgraph
(5. uj J =1,2,.., U}, o Ni(1), j = 1,2,...,n, corresponding to a covering of all
U and lety; be the number of setS; € S containingu,, for : . .
. - the elements inJ. A solution o; then consists of the sets

eachj. For each element;, G contains a subgrapii'(s;), : —i;

: , ‘ . ;77 8, S, .,5;,, corresponding to those subgraphs’ (1),
with root 7, and a copyN’(1) of N(1), with nodeszy, y; 7 1,2 m, having a positive flow. As consequence
and w{. Rootr; is adjacent tax] € N7(1), and each node’ — %o gap ' q '

v1 € N7(1) is adjacent to a different leaf df (), for each 3ﬁ?€ﬁ(§rgllé§ilgt: an L?gcc?g?(éz’arzo));imation algorithmdA
j=12,...,n If u; € S;, for somei andj, then there is an @ PP 9

for MCFMI, we would obtain ana factor approxima-

2.
Let us assume that we have an optimal solution
éSil,Siz,...,Sim} for SC. Then, by activating all the in-



tion algorithm for SC. In fact, given an instancd; of flow function f} as follows, ifi € X (u,v),

SC, we could find a solutions; for SC by using the fllu,v,d) i fl(u,0,4) >0
above transformation frond; to an instancel, of MCFMI fo((w, i), (0,1) = { BT otherwise,

and applying A to find an a—approximate solutionos.

Hence obtainingSOLsc(Il,al) = SOL]V[CF]\H(IQ,O'Q) < In edges in {((’U Z) )) | veVie W( >} U
2SOLY e (I2) < aSOL%E (1), In [19], the authors show {((z. 7). (7,5)) | v € V.i,j W( ) st.i # j}, fy is defined
that no approximation algorlthm f&#C exists with an approx- in order to satisfy flow conservation constraints, and i is
imation factor less thaf(logn). Then there is no algorithm for any other pair ini” x V. We now prove that the feasibility
for MCFMI with an approximation factor less thar(log B), ©of f2 (f1, resp.) implies the feasibility of: (f3, resp.). By

since we setB = n. By observing that for the instanck, Lemma 3.1, properties 1-4 of the definition afCFMI
V| < a1|S| + aon + as < 2"a1 + agn + az < 2"ay for follows. Moreover, similar arguments can be used to show

certain constants,, as, a3 and a; = 3max{ay,as,as}, we that f; satisfies flow constraints and that

haven > log(|V|/a4). By using the same inapproximability . _ .

result as before, we obtain the thesis. ] ; fa(8v) = 6;6[ fils,0,9)
Theorem 5.1 also holds when the number of interfaces is . - -

unbounded. We now provide %= -approximation algorithm Z fils,vid) = Z fa(3,0

for any instance ofMCFMI, where by, is the maximum veviel vev’

bandwidth value among the interfaces Inand M is the Hence, to show property 5 of the definition G#CFMI,
greatest common divisor among the bandwidths allowed By is enough to note that if); _., f2(5,v) > B
the interfaces and the required bandwidh The algorithm (3_, v c; fi(s,v,4) > B, resp.) therd_ ., fi(s,v,i) >
consists in relaxing/CFMI to the well-knownintegral Mini- B (3_, . f3(5,v) > B, resp.). This shows that the feasibility
mum Cost FlowIMCF) problem [20]. In the proof of the next of f> (fi, resp.) implies the feasibility of; (f3, resp.). To
theorem, we transform an instanceM©FMT into an instance conclude the first part of the proof, note that, the cosifpf
of IMCF, and we show that such a transformation guarante@§, resp.) is equal to the cost gf (f3, resp.) as the cost of
an approximation factor o%. Let A be an algorithm arcs((7,i),(v,4)) in A is ¢(i) and it is0 for any other arc.
which optimally solvesIMCF on a graphH = (V',E’) in By the above discussion it follows that we can solyeby

polynomial timeP(|V'| + |E']). solving I.

Theorem 5.2:There exists a polynomial timebumax- We find an approximate solution fdp by using an/MCF
approximation algorithm for MCFMI which requires instance. ThelMCF problem consists of finding an integral
O(|V|k* + |E| + Pa(|V|k? + |E])) time. flow greater than or equal to a given quan@ybetween two

Proof: Given an instancd; of MCFMI, the algorithm nodes in a directed grapi where each are has a capacity
works in four phases. First it transforms the gra@ghand ((a) and costy(a). The objective is to minimize the function
functions b and ¢ of I; into a graphG’ and functionst’ >, 4+ x(a) - f”(a), where f”(a) is the flow on arca and
and ¢ as described in Section Ill. Hence, we obtain ad™ is the set of arcs with positive flow. This problem admits
instancel, of an equivalent problem defined on a directed polynomial time algorithm (see, e.g., [21]).
graph G’ = (V’, A) without using multiple interfaces but We obtain an/MCF instancels from I, by settingH = G/,
associating costs and bandwidths only to arcstinThe aim © = B/M f(a) = 0'(a)/M, and x(a) = ¢'(a)/b'(a), for
of such problem is finding a flow function which satisfies flogacha € A. Given a feasible flow functiorfs for I3, a flow
constraints and such that the flow going from the sodrte function f, for I is obtained by multiplyingfs by M, that
the sink? is greater than or equal tB. Then, the algorithm is f2(a) = M - f3(a), for eacha € A. The feasibility of f
transforms I, into an instancel; of IMCF. In the third for I3 clearly implies the feasibility off, for Is.
phase, the algorithm solvels by using a known algorithm  Let us denote ag™ and f™“* two optimal flow func-
and, finally, it transforms the obtained solution by into a tions for I, and I3, respectively and ast* and A™CF the
solution for I, made of a flow functiory’. Functionf’ can be corresponding sets of arcs with positive flow. By definition,
transformed into a solution faf;, as described in Section Ill, OPT= " . 4. ¢'(a). As f*(a) < b'(a), it follows that

obtaining a flow functionf and an assignment of interfaces F*(a)
Wa. > @z 3 da) s = Y xla) S (@)
In the following, we first show that the problems of solving  acA* acA* acA*

I, and I are equivalent, then we show how to approximatgy the optimality of ATMCF it follows that
an optimal solution for/; by optimally solving/s.

Given a solution forl,, which defines a flow functiorfs, Z x(a) - f*(a) = M- Z fIMCF( )
we can define a solution faf; by assigning a flow function agA* agAIMEF
f1 as explained in Section lll, that is, | _ . Z (a) fIMCF(a).
Fi (v, i) = fol(u,9), (,1)) — f2((v,1), (u,q)) if i € X(u,v) QEATMCF (

15 0, otherwise.

As fIMCF(q) € 7,8, for eacha € A, then fIMCF(q) > 1,
Vice versa, given a solution fof;, which defines a flow for eacha € A™CF, Moreover,byax > b'(a), for eacha €
function f{, we can define a solution fof, by assigning a A™CF,
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Therefore, Foreachl <i <n-—1,letus denote ab/;* C X (z;-1,2;),
¢(a) M the sets of active interfaces in nodes_; and z; in an
M- > L M g) > - Y dla). optimal solution of MCFMI for the input path; and let
b'(a) Dmax ag AIMCF WMK C X(x;_1,x;) the sets of active interfaces in nodes
1 and x; in an optimal solution of the\/in KP problem
ained byC for the input path.

Note that, for some, the setiV; N W;,1 is not necessarily
empty, which means that nodg uses a set of interfaces for
communicating with bothe;_; andz; ;. Thus, in this case,
the cost paid for activating the interfaces usedahyis less
than ¢(W;) + ¢(W;4+1) and the same holds for solutiofi;*
and WME 1t follows that, for eachl < i < n — 1 the cost
paid for activating interfaces ii/; in nodesz; andx;_; is at
most2¢(W;) and the overall cost of the solution provided®y
2 ; : ) is less than or equal mz;:f c¢(W;). As from Corollary 5.4
it is enough to solve the problem with required bandwidth %e are using in each edge(&+ ¢)-approximation algorithm
B = [£] and bandwidthb(i) = 1, for each interface. The < . o knapsack problem, it follows thet:>""~! ¢(IW;) <

. . . . . . 1 . i=1 [3 =
computational time required by this algorithm is equal to th§t2?71(1 + e)e(WMK), As WMK is an optimal solution

. . . . =1
required by the algorithm defined in Theorem 5.2 " for MinKP on edgee; which guarantees a bandwidth of

B, c¢(WME) < ¢(Wy), for eachl < i < n — 1, and
. n—1 y n—1 *
B. Particular casesA < 2 hence:2(1 + €) Y70, c(WME) <201+ €) Y70, e(Wy) <

n—2 * * *
We now analyze some special cases where the approxin%él-+€) izt (Wi U W) + e n—l)) < 2(1+¢)OPT,

tion bound can be improved. In the previous section, it hi¢ere the two last inequalities follow from the fact that in
been shown that when < 2, MCFMI is NP-hard in the an optimal solution the cost of activating interfaces for each
unbounded case and it is polynomially solvable in the boundB@de z; is c(W;" U W7 ;) > (W) and the overall cost is
case. Theorem 5.1 shows that even for fixed> 3 MCFMI  OPT=c(W;) + Y 1= e(W; UW/,y) + c(Wi_y).
is not approximable within a constant approximation bound. The complexity ofC is O(n%) as it is composed of — 1
Hence, we focus on the approximation for the unbounded caseecutions of algorithmA of Theorem 4.4 which requires
where A < 2. We give two results which show that, in theO(k) time, andn — 1 executions of algorithm from [22]
unbounded case, i\ = 1 or the input graph is a path, thenwhich requiresO(’“;) time. By defininge’ = 2¢, Algorithm
MCFMI admits a FPTAS, while in the case that the inpuf provides a(2 + €')-approximated solution and requires
graph is a cycle the approximability afCFMI remains open. O(|V| ’%f) time. ]

The following corollary gives an FPTAS in the case that The FPTAS provided directly implies the existence of a
A =1 and it follows from Theorem 4.4. pseudo-polynomial-time algorithm for the case where the input

Corollary 5.4: In the unbounded case witl\ = 1, graph is a path. This implies that, in this case, the problem is
MCFMI admits a(1 + €)-approximation algorithm which not NP-hard in the strong sense.
requiresO(%) time, for anye > 0.

Proof: It follows by applying the linear time algorithmd V1. EXPERIMENTAL ANALYSIS

of Theorem 4.4 which require@(k) time, and the algorithm  In this Section, we report the results of our experimental
from [22] which provides &1-+¢)-approximation forMinKP  study on the approximation algorithm given in Theorem 5.2

ac€ AIMCF

The computational time required by the algorithm define@%}
in this proof is given by the cost of transforming into I,
that of transformingl, into I3, and that of solving/s. As the
graph defined fod, hasO(|V'|k) nodes and)(|V|k? + |E|)
edges, the first and the second costs@fg/|k? + | E|) while
the third one iSO(PA(|V|k2 + | E|)).

Corollary 5.3: Let b € ZZ. If b(i) = b for eachi € I,
MCFMI is solvable withinO(|V |k2+|E|+ Pa(|V |k*+|E|)).

Proof: If b = 1, then thebmﬁ-approximation algorithm
given in Theorem 5.2 optimally solve®/CEMI. Otherwise,

in O(%) time. m which is denoted bydLG in the remainder of the section.
The following theorem gives an FPTAS in the case that the The experiments have been carried out on a workstation
input graph is a path. equipped with a 2.66 GHz processor (Intel Core2 Duo E6700

Theorem 5.5:In the unbounded case, if the input graph is Box) and 8Gb RAM running Linux 2.6 kernel and Gcc
path, MCFMI admits a(2+¢)-approximation algorithm which compiler, version 4.3.5.
requiresO(|V|ﬁ) time, for anye > 0. We implemented algorithmdLG by using the LEMON

Proof: Let us denote the input path as a sequence OfGraph Library [23] framework. In order to solve tHMCF
nodes:s = g, a1, ..., an_1 = t. We define an algorithm mstapces requwed_ byLG we used th_e.Network Slmplex_
C as follows. It defines: — 1 MinKP problems, each one algorithm [2.4]. pro_vlded by LEMON as it is the most experi-
arising from one different edge; = {z;_1,x;} of the path, mentally efficient in general cases.

1 < i < n—1, by using the linear time algorithril of

Theorem 4.4. From Corollary 5.4, this implies that for each A- Input data and executed tests.

and for anye > 0, a (1 + ¢)-approximation forMinKP can Instances of MCEFMI have been randomly generated by
be guaranteed. Algorithréi chooses, for each < i <n —1, using two different models: Thiealls-into-bins[25], [26] and
interfacesW, arising from the approximate solution of thethe Barabasi-Albert power-law [27] models.

related knapsack problem on edgethat is interfacedV; are The balls-into-bins model is used to simulate devices thrown
activated on nodes;_; andz;. at random in a two-dimensional space [25]. In this model, each
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TABLE Il

instance quCFMI is made of a grapli’gg = (VB|B., Egg), SIZE OF THE INPUT DATA.
a set of interfaceslgg = {1,2,...,k} along with cost
and bandwidth functionggg, and bgis, and two allocation Graph = 100\V| o - ’g =

1 . 1 . 1 _i _bhi ) DR} » Oy
fL!nCtIOﬂSWBug. : Veis — 288 and Xgig: Vg X .‘/BIB — 2788, Balls-into-bins {10, 100, 1000, 10000} | {2,4,...,16}
First, nodes inVgg are generated and a uniformly random BarathsiAlbert | {50, 100, ., 1000} 13,6,9}
position in a unit size square is associated to each of them. {10, 100, 1000, 10000} | {2,4,...,16}

From the “balls-into-bins” theory [26], we know that throwing

randomly n points in a unit square, the probability that NGig. 5. Graphses: average upper bounds on the approximation ratios for
nodes are inside a circle of diametée= /298" is smaller VBl € {50,100,...,1000}, k = 9 and three values of required flow.
n

thann~ 7, hence, fory > 4 and largen, this probability is very ~ 2.6
low. Therefore, to generate edges and interfaces we proceed4
as follows. For each interfadec Igg, the radius,; > 0 ofthe 2.2
circle covered by interfaceis generated uniformly at random 2 |

; 1 log([Veg) 1 ; ; 1.8
in [\Vmsl”w Vael |VB|B\] In this way, interfaces cover 16

a circle having an average diameten@f-s£1"%2l. Then func- 14 |
tion Wgg is defined by independently assigning the generated o | 4
interfaces to nodes with probability.5. Given two nodes 1 :
u,v € Vg, let (z4,y.) and(x,,y,) be their associated coor- g g A A A . ) . . . .
dinates in the unit square. §/(z, — )% + (yu — ¥u)? < 0 100 200 300 400 500 600 700 800 9001000
r;, for somei € Wgpg(u) N Wgs(v), an edge{u,v} is Vais|

added toFEgpg and interfacei is added toXgig(u,v), i.e.,
Xaig(u,v) = Was(u) N Waig(v). In this way, for large values
of |Vgig| and~ > 4, we have a high probability to obtain a
connected network. Finally, functiomgg andbgg are defined
as CB|B(i) = ’I“? and bB|B(i) = T?, for each: € Igig and for
suitable tuning parameter, and which are fixed tol.5, and

For each edggu,v} € Fgp, interfacei € Iga is added to
Xga(u,v) with probability 0.5. For each node, Wga(v) is
induced by the interfaces associateign(u, v) for each edge

2, respectively in the experiments. Source and target nodes %ﬁgﬁ&ngﬁiﬂt ttohz Seonuerfaete%ngotdaéget nodes are chosen at
chosen as the nodes with the biggest Euclidean distance. F h fgtjh q gf d inst N both th dels ab
Baralasi—Albert networks have been proven to model man or each of the detined Instances ih bo € mogels above,
: e considered four values of required flow equally distributed
real-world networks such as the Internet, the World Wide We o . . .
o . L étween the minimal bandwidth assigned to an intertage
citation graphs, and some social networks [28]. A Basib . :
) . . . nd the maximum flow possiblé,.., computed by the
Albert topology is generated by iteratively adding one no . . ) . .
. g . . algorithm given in Theorem 4.1. That is, we required a flow
at a time, starting from a given connected graph with at lea SE . .
. Of byyiy 44 - ~max—"min for 4 =0, 1,2, 3. In the remainder, we
two nodes. A newly added node is connected to any other, .3 . L
will not consider the case where the required flow,js, (i.e.

existing nodes with a probability that is proportional to th?: 0) as in this case we are able to find an optimal solution to

r hat the existing n Ir have. Hen he m ) .
degree that the e S.t g nodes a gady \ave. He ce,.t € 8‘FMI by computing a cheapest path (see [11]) connecting
connected a node is, the more likely it is to receive new C . . )
connections to the new node. This mechanism is known S2Urce and destination. When the considered instance is clear

' the context, we denotéuex—bmin simply by 4.

preferential attachmerdnd it has been observed in many reaf?y o -
In order to measure the approximation ratio in the above

world networks. . ;
. . . settings, we need to know the optimal value of eAdhFMI
In this model, each generated instance MICFMI is L
instance. As it isNP-hard to compute such value, we mea-

made of a graphGga = (Vea, Ega), & set of interfaces . o .
Tea = {1,2,..., k} along with cost and bandwidth functionssured the ratio between the objective function value computed

can. andbea, and two allocation function®Ves : Vea —s 224 by our algorithm and a lower bound to the optimal value,

and Xsa: Vaa x Via — 218, The graph generation aIgorithmObtammg an upper bound to the actual approximation ratio.

In detail, we computed two lower bounds to the optimal value
works as follows. We start from a graph made of two nodes .

. and then we use the maximum among them to get a better
connected by an edge and add one node at a time. A né

: o . Iy s&fimate of the approximation ratio. One lower bound is simply
nodev is connected to an existing nodewith probability . : . X :
(v, u) = deg(u) wheredeg(u) is the degree of node before given by the optimal solution of thBVICF instance defined in

2m i i
adding andm is the number of edges that already exist whe;)ﬁlLG' Another lower bound to the optimal value is computed

v is added. Interfacedga and related costs and bandwidth y observing that, if we relax the bandwidth constraints by

. . o . .Increasing the bandwidth of an interface, we decrease the
functions are generated in a way similar to the balls-into-bins ..

. : ) .~ optimal value. Hence, we computed a lower bound to the
model, that is, for each interface € Iga, @ numberr; is

: N Toa([Ver) L optimal value as the optimal value of an instance obtained
generated uniformly at random h@’ VY Vel |VBA|lv by setting the bandwidth of each interface to the maximum
thencga(i) andbga(i) are set tacga(i) = ri* andbea(i) = ;. bandwidth assigned to the original instance. Such a value can
Parameters;, «, and 3 are set to 51.5, and 2, respectively. be polynomially computed by using Corollary 5.3.
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Fig. 6. GraphsGgs: average upper bounds on the approximation ratios for Fig. 5 shows the average values and the standard deviations
Veig| € {50,100,...,1000}, k = 3 and three values of required flow.  of the computed upper bounds on the approximation ratio as a

2.2 function of the number of nodes in the netwdFigg|, ranging

2L from 50 to 1000, when the number of interfacdsis 9. The
181 maximum value obtained i8.12, achieved by an instance of
161 350 nodes and 5229 edges, when the required flow,is,.

' However, there are very few instances with an upper bound on
14+ , the approximation ratio ifi3, 4). In detail, for 3 instances it is
1.2 in [3,4), for 71 instances it is if2, 3), for 507 instances it is in

1t | (1,2) and for all the other 19 instances it ensures the optimal
08 L i value. On average, the upper bound is always smaller than
0.6 . . . . . . . . 2.04. Moreover, we remind that these are only upper bounds

0 100 200 300 400 500 600 700 800 900 1000 to the real ratio. The curves do not show a strict dependency
Vas| from the number of nodeS/%g|. Conversely, there exists a

small dependency from the required flow, that is the upper

bound on the approximation ratio slightly increases with the

Fig. 7. Graphs/gis: average upper bounds on the approximation ratios f¢aquired flow. The relevance of the obtained results is also

[Veie| = 10000, k € {2,4,....,, 16} and three values of required flow. o1 by the difference between the obtained upper bounds to

2.8 the approximation ratios and the values%zjl guaranteed by
2.6 the theoretical analysis of Theorem 5.2. The vailrﬁ;m can
gg be in fact very much higher than the experimented results.
‘2 For instance, networks providing Fig. 5 shows an average
18 value forb,,., larger thanl0.000. This confirms the interest in
1.6 studying the algorithm for practical instances in order to better
1.4 understand its real performances. Fig. 6 shows the three curves
1.2 whenk = 3 and the other parameters are in the same setting
1 % as Fig. 5. As expected, the upper bound on the approximation
0.8 : : : L L L ratio is improved here. This is due to the fact that reducing
2 4 6 8 100 12 14 16 the number of interfaces implies that the possible overhead
k at each node is also reduced. In detail, the maximum upper

bound on the approximation ratio obtaine@i%1, achieved by
an instance of 400 nodes and 5311 edges, when the required

Table Il reports the size of the input data used in tHéOW iS Fiax. The upper bound to the approximation ratio is
experiments. We perform two kind of experiments: welfito  in [2,3) for 16 instances, ir{1,2) for 382 instances and the
3, 6, and9 and we let vary the number of nodes in the grapl’@gorithm finds the Optimum for the remaining 202 instances.
from 50 to 1000; we fix the number of nodes in a graph to Fig. 7 refers to the case whef&gg| is fixed to 10000,
10, 100, 1000, and 10000 and letk vary from 2 to 16. In and the number of interfacésranges fron2 to 16. Also in
each setting, we considered three values of required flow thi case, the upper bound on the approximation ratio is very
explained above. For each of the above test configurations $fall. In detail, in the worst case it achieves3. The curves
performed 10 different experiments and, in the next sectiofiow that there is not a strict dependency from the number

we report average values and standard deviations. of interfacesk, apart for small values of iti( < 4) and that,
also in this case, there exists a small dependency from the

required flow. In fact, the upper bound on the approximation
ratio slightly increases with the required flow.

The results of our experiments are reported in Fig.s 5-11We can conclude that, in graphisz g, the approximation
and in Table Ill. For a better visualization, all the obtainedatio is always very small and it depends neither on the number
values are normalized td/zg| for the experiments referring of nodes nor on the number of interfaces, while there is a small
to graphsGgs, and to|Vga| for the experiments referring to dependency from the required flow.
graphsGga. This is equivalent to consider each instance graphFig.s 8 and 9 show the experimental results in the same
G = (V,E) inside a|V| x |V| square instead of a unitarysettings as Fig.s 5 and 7 for grapligsa. Also in these
square. The figures show the average values and the standasks, the properties inferred f6gg hold. In fact, the upper
deviations of the computed upper bound to the approximatibound on the approximation ratio is small and it does not
ratio of our algorithm. Each figure contains three curvedepend neither on the number of nodes nor on the number
one for each considered required flow. In particular, for eadf interfaces. However, we can observe a worsening of the
instance, we consider three possible values of required flpgrformances of the algorithm. In detail, although in most of
equally distributed in the intervelb, i, - - ., Fimax }- Namely, the cases the approximation ratio is the same as for graphs
the curves refer t@yin + 0, Flnax — 0 and Fi.x, as forb,in  Ggg there are some instances where it is much higher than the
we can compute the optimal value. average. For instance, Fig. 8 shows a case where the average

B. Analysis of experimental results
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Fig. 8. Graphsisa: average upper bounds on the approximation ratios f‘Pi'ig. 10. GraphsGga when l;,,@ is bounded: average upper bounds on the
|Veal € {50,100, ...,1000}, kK =9 and three values of required flow. approximation ratios in the Saffie setting as Fig. 8.
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Fig. 9. Graphdiiga: average upper bounds on the approximation ratios farig. 11. Graphsiga when 24z is bounded: average upper bounds on the

[VBal = 10000, k € {2,4,...,16} and three values of required flow. approximation ratios in the same setting as Fig. 9.
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value is 2.65 and the standard deviation is 3.12 which is duel@ge scale networks.
an instance where the upper bound on the approximation ratio
is 11.80. Similar instances also appear in the other experiments VIl. CONCLUSION

on Gga. It is worth to note that the bad approximation bounds We have considered two fundamental optimization prob-

on these parﬂcular cases are mainly due to thg bad esumaﬁ'é)rrﬁs which take into account bandwidth constraints in Multi-
of the optimal value rather than to the behaviorAfG. In

fact, it is known that graph&gs have a small diameter [29] Interface NetworksMFEMI and MCEMI. In MFMI, we aim

t8 establish the maximal bandwidth that can be guaranteed

and hence. both relaxatlpns used for obtaining the lower bourbe ween two given nodes of the input network. MCFMI,
of the optimal value give a rather small value. In order tQ

obtain a better estimation of the lower bound in graphg, we look for_ activating the cheapest Se.t .Of mterfaces.among
. a_network in order to guarantee a minimum bandwidth of
we performed a new set of tests with the same parameters_as

those of Fig.s 8-9 but in instances where the ratio between t Qmmunication between two specified nodes. The obtained
9. feSults have shown thatFMI is polynomially solvable while

maximal and the minimal bandwidth of the involved interfaceﬁ[ FMT is NP-hard. Polynomial exact and approximation al-

e e o e e o rocifinms for e generlcas an for spci casesar.t
' ' ave been provided. Moreover, we experimentally analyzed

mentioned ratio is upper bounded. Such instances allow orithm ALG for MCFMI, showing that in practical cases

to better es_tlmate the Op“”.‘a' val_ue because in such cases;llitarantees a low approximation ratio which allows us to use
two relaxations used can give a tight lower bound. Results on
I |r1 real-world.

the case where the ratio between the maximal and the minima
bandwidth of an interface is at most 10 are given in Fig.s 10—
11. Note that the values are similar to thoseChis graphs. REFERENCES
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