N

N

Gaussian Copula Multivariate Modeling for Image
Texture Retrieval Using Wavelet Transforms

Nour-Eddine Lasmar, Yannick Berthoumieu

» To cite this version:

Nour-Eddine Lasmar, Yannick Berthoumieu. Gaussian Copula Multivariate Modeling for Image Tex-
ture Retrieval Using Wavelet Transforms. IEEE Transactions on Image Processing, 2014, 23 (5),
pp.2246 - 2261. 10.1109/TIP.2014.2313232 . hal-00727127v3

HAL Id: hal-00727127
https://inria.hal.science/hal-00727127v3
Submitted on 25 Mar 2014

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/hal-00727127v3
https://hal.archives-ouvertes.fr

> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATIONNUMBER (DOUBLE-CLICK HERE TO EDIT) < 1

Gaussian Copula Multivariate Modeling for
Texture Image Retrieval Using Wavelet

Transforms

Nour-Eddine Lasmar, and Yannick Berthoumiklember, IEEE

Abstract—In the framework of texture image retrieval, a newfamily of stochastic multivariate modeling is prompsed based on
Gaussian Copula and wavelet decompositions. We takadvantage of the copula paradigm which makes it @sible to separate
dependency structure from marginal behavior. We intoduce two new multivariate models using respectilg generalized Gaussian
and Weibull densities. These models capture both ¢hsubband marginal distributions and the correlation between wavelet coefficients.
We derive, as a similarity measure, a closed formxpression of theJeffrey divergence between Gaussian Copula-based multivate
models. Experimental results on well-known databaseshow significant improvements in retrieval rateausing the proposed method

compared to the best known state-of-the-art approdes.

Index Terms—Texture, Gaussian Copula, Multivariate generalizedGaussian, Multivariate Weibull, Jeffrey Divergence Wavelet

transforms.

I. INTRODUCTION

Characterizing textures is fundamental for varionage processing applications ranging from imageeneal to segmentation
or compression. In the framework of texture retalethe challenge is to provide baseline algorithmeking a system able to

retrieve, from a textured image databases, theaetecandidates similar to a given query accordgiintpe texture cue. A typical
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retrieval scheme consists of two major tasks. Tits¢ dne is devoted to feature extraction, whegaatures are estimated from
each image in the database and from the querys@ébend task evaluates a similarity measure, basguavious features, to
decide which images of the database are closeetqubry. Thus, one important issue of texture biogver searching systems
is to provide a tractable mathematical descriptidmatural textures. The question of determiningiueal features with a

selective similarity measure has been addressemsxely during the last three decades. The lileeadbn the topic has pointed
out that probabilistic approaches are well-foungreterms of retrieval performance [1], [2]. If irElly some approaches made
use of descriptive statistics such as co-occurremateices [3]-[5], recent works have proposed t® eplicit parametric random
field modeling [1], [2], [6]-[9].

In fact, standard random field modeling consistprioviding a parametriprobability density function@PDF) which enables
us to fit the empirical histograms of specific \abaues [1], [2], [6]-[9]. The reason is, on theedmand, stochastic model-based
approaches are theoretically justifiable since rimiation divergences such as the Kullback-Leibleredience (KLD) are
asymptotic limits of likelihood functions that cdre used to measure the similarity between data rdritem different
distribution families; the stochastic framework heven to be asymptotically optimal in terms of tietrieval rate when the
KLD between PDF models is used [1], [2]. On thesothand, the parametric models achieve reasonabiputational cost for a
nearest similar sample search.

In practice, the question of describing a visuaiteat in terms of PDF modeling has been alreadyesséd. Most popular
methods show the interest of working with waveletnsforms to project the visual information in a ltisgale and
multiorientation domain by using filter banks orweet transforms [10]-[13]. These approaches asedhan studies of human
and mammalian vision systems which support thatistale analysis maximizes simultaneous localiratioboth spatial and
frequency domains [14]-[17]. However, whatever ¢heice of decomposition, authors pointed out the-@aussian behavior of
subband coefficients in the wavelet domain [2],-[l] Many studies propose the generalized Gausdemsity (GG) to
successfully characterize the marginal distributésubband coefficients in the wavelet domain [189], [2]. The GG model,
jointly used with closed form KLD, leads to sige#int improvement in retrieval rate over traditionsthods based on basic
statistics [2]. Srivastavat al.[6] proposed to characterize filter bank outputsubing the Bessel K forms (BKF). In [7], it was
conjectured that magnitudes of wavelet coefficieftsome classes of textured images have Gammribditdn (Gam). Recent
works of Kwitt and Uhl propose to model the desaibband coefficient magnitudes by Weibull distribat(\Wbl) [8], [9]. Their
approach achieves higher retrieval rates than thsisgy GG or Gam distributions.

All these univariate models lead to a simple amdtable approach. Nevertheless, univariate modeloes not provide a
complete statistical description of subband cokffits. While it implies low complexity retrieval sgms, it neglects one of the

important statistical aspects characterizing autexd image which is the spatial dependency of veavabefficients across the
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same subband. For this reason, some authors hantedsto study the joint statistics of wavelet ic&fnts via multivariate
modeling. Tzagkarakist al.[20] proposed a computationally compl&aussianizatiorprocedure of filter bank outputs in order
to model wavelet coefficients by the multivariataussian distribution. Powerful statistical algamighhave been developed for
image denoising using a Multivariate generalizedisa@an distribution (MGGD) [21] or Elliptically Céoured Distribution
(ECD) [22], but no closed expression exists for khd between these joint distributions to measuneilarity in a retrieval or
classification context. The responses of filterksaaxhibit non-Gaussian joistatistical behavior and the dependency between
local coefficients can be captured using Gauss@eSMixture (GSM) [23]-[25]. Boubchiet al. [25] recently used the GSM
model to define the Multivariate Bessel K Form dimttion (MBKF) which is an extension of the uniiee model BKF
introduced by Srivastawet al.in [6]. The multivariate Gaussian mixture (MGmixas introduced to model wavelet coefficients
or DCT coefficients obtained from overlapping shigiwindows [26]-[28]. Since there is no closed fdon KLD between two
MGmix PDFs, Goldbergeet al. used an approximation of KLD to achieve good estl rates [27]. For the same reason, in
[28], the likelihood was employed for similarity asurement leading to competitive results. More mdgeMGmix was used
for texture classification and segmentation [290)][and other approximations for KLD between MGmirdels were proposed
[31]. Recently, Verdoolaege and Scheunders intreddbe Multivariate Power Exponential (MPE) distitibn, also called the
Multivariate generalized Gaussian distribution (MG@&s an adequate model for the wavelet statisficlor texture images
[32]. Because a closed form of KLD was difficult fiod —except the bivariate case— they have consitithe Rao geodesic
distance on the manifold of MGG distributions asrailarity measure.

Latterly, researchers started to study the mulétarwavelet modeling using copulas [33]-[37]. Thavelet coefficients of
multichannel images have been modeled by a comdaecbPDF and the normalized Euclidean distancdéas employed as
similarity measure in a retrieval context [33]. Base of the lack of a closed form expression, thE Ketween copula-based
models has been approximated by an empirical etioging a Monte-Carlo (MC) approach [34], [35]isTMC procedure is
computationally expensive and thus the KLD closadif when it exists, is to be preferred [9]. Indegently of our work, Kwitt
et al. recently took a similar approach where they inficetli several copula-based models to characterezeasbociation
between subband coefficients from color channete@asame decomposition scale, in the context lofr ¢exture retrieval [36].
They claim that no closed form expression of KLDsexin the case of copula-based models; hencedtmjoyed likelihood
similarity as an alternative strategy to measurelarity between models.

Considering the case of multivariate stochastic elind in the wavelet domain, the proposed methatsists in providing a
flexible non-Gaussian model based on Gaussian @amd the corresponding closed form of KLD for tegtclassification. As
briefly presented in our previous work [37], theimanterest of copulas is to allow constructing tivalriate distributions to

jointly model wavelet coefficients while keepingg@aod usability for fitting various kinds of margirdistributions. According to
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earlier works on marginal distribution modeling tiis paper, our contribution can be summarizefimws:

 Two multivariate distributions are presented to elogpatial dependency of intraband wavelet coeffits; namely, the
Gaussian Copula-based Multivariate generalized Sawisdistribution (GC-MGG) and the Gaussian Copased
Multivariate Weibull distribution (GC-MWhbl). Usinthese two models, we show the ability of the comyproach to easily
provide various models suitable for different apglion domains. Under the assumption that the cativel distribution
function of the marginal is continuous and invdejlany family of marginal distribution can be ugedorm a multivariate
distribution with Gaussian Copula.

» The KLD and its symmetrized version called ftedfreydivergence (JD) are derived for Gaussian Coputzthanultivariate
distributions. To our knowledge, this is the fitshe that the closed form of the KLD is proposed $ach multivariate
models. This derivation shows that the KLD assedatith Gaussian Copula-based models corresponaglysiio the
contribution of two orthogonal parts. The first foigrdevoted to evaluating the divergence along@hassian manifold due
to the Gaussian Copula choice. The second paresmonds to the KLD component resulting from evahgathe
divergence along the product of marginal manifold.

The outline of the paper is as follows. In sectipimve summarize briefly the statistical retriefi@mework and then motivate
our choice to model intraband wavelet coefficiamgBg multivariate modeling. In section 11, we peat the Gaussian Copula-
based multivariate modeling and provide an overvifwGC-MGG and GC-MWbI models. Hyperparametersnestion is
investigated and closed form expressions for th® Kletween the models presented are derived inoset¥l. Experimental
results in section V show the improvement in retaleate by using the new approach. Section VI kates with a discussion

and an outlook on future works.

Il. MULTIVARIATE STATISTICAL RETRIEVAL

Vasconcelos and Lippman [1], [26] have defineddtaistical retrieval framework and shown that ki is the asymptotic
limit of the maximum likelihood similarity criterialn the context of this framework, authors consid@velet subbands as
realizations of scalar random variables and thistograms are defined as univariate probabilityridistion functions [2], [6]-
[9]. In our approach, multivariate modeling is udeddescribe wavelet subbands. A natural extensiowavelet subband

univariate modeling for texture retrieval is to swer the joint density of a vector of neighborimgvelet coefficients.

A. Multivariate stochastic retrieval framework

We consider an image database withimagesl;,i = 1,...,M . The goal is to retrieve from a database theNojmages
(N « M) similar to a given query imagk. For multivariate modeling purposes, each imagis represented by a data set

X; = {X;1, %, .., % } whereX;;,j = 1,...,L are vectors with elements obtained after a tramsition step such as wavelet
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decompositionl is the number of vector samples considered. Furthee, each data s&Y is assumed to be an independent
identically distributed (i.i.d) realization fromraultivariate PDFp;(X; 8;) where8; contains the hyperparameters of the model.
We associate an image index indicator varidb&{1, ... M} to the images in the database.
The optimum rule (in terms of error probabilitfigr retrieving theN relevant images similar to the query imdgeselects those
which obey
P(Y = ki|Xq) = P(Y = ky|Xy) = - = P(Y = ky|X,)
kef{l,..,M},l=1,..,N andk, # k,,ifl #m @

From the Bayes’ formul®(Y = k;|X,) = =
q

,l=1,...,N, if the images ara priori equally likely, this optimum

rule becomes the ML selection rule [28]
P(X,lY = ki) = P(X,lY = k) =+ = P(X,|Y = ky)
k;e{l,..,M},l=1,..,Nandk; # k,ifl #m @
whereP(X,|Y = k;) = [T5-1 b, (%4 Ox,)
This likelihood selection rule is equivalent torieting imagesiy,, [ € {1,..., N} which maximizeP(quY = kl) and then
ordering theV relevant images close to the quéyy
Vasconcelos and Lippman have shown [1] that indglpiasymptotic conditionL(— ), the ML decision rule of (2) is

equivalent to

KLD (pq(%; 0q) |Pr, (% 6x,)) < KLD(pq (%; 64) [[pic, (%5 6,)) < -+ < KLD (pg (% 0q)|Pry (% 01y )) -
k,e{1,...M},l=1,..,N andk; # k,,ifl #m
Hence, the optimal ML decision rule to select Shéop matches to the query imafjeis asymptotically equivalent to compute

the KLD(py(%;6,)|lpx,(%:6x,)),1 =1,..,M , and then use the decision rule (3) to sort thetop similar images

(I, ey o Ty )
Moreover, taking into account the fact that KLDaisymmetric the symmetrized version JD is more Blgtéor image retrieval

or classification [38]. Thereafter, for evaluatirggrieval performance we will use the JD whichéfiided by

JD (1 (%5 6,),:(% 6)) = KLD (pg (% 04)Ipi (% 6) + KLD (i (%5 6))|[pq (% 6,)) )
The two steps of retrieval applications (featur&aotion and similarity measurement) must also ntleettiming constraint
and are required to have low computational costs Téquirement remains true for cert@arametricapproaches which are a
computationally efficient implementation [9]. Firstinding consistent estimators to ensure convergeaf the model’s

hyperparameted; to the true oné; is addressed. For instance, the Maximum Likelihgdt) estimator is defined by
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L
0; = arg mgaxz logp(%;; 6) ®

j=1

Second, similarities are computed using the esa'mtslyperparameteé;l and®;. This step must be done in a timely manner, so
a closed form expression is required becauseniioie efficient compared to employing a Monte-Canlethod to estimate KLD
and therefore JD. Even if probabilistic approachas lead to a significant gain in retrieval accyrate drawback is its
computationally expensive complexity. The optimwatestion rule (2) could be high computationally expive and a reduction
of data sizd. is required to decrease this complexity [26], [36dwever, this comes at the expense of the retfri@ecuracy. For
these reasons, the closed form of the KLD/JD, wiesxists, is more computationally efficient thametuse of likelihood

similarity.
B. Selecting a multivariate model

Several authors have studied the dependency betwekiscale oriented subband coefficients. Po and39] measured the
level of dependency based on mutual informatiomiraband and interband coefficients. In the framwof image denoising
in the wavelet domain, Taet al.[22] and Portillaet al. [24] proposed various structures for wavelet doigfifit neighborhood.
All these works point out that the predominant defemcy corresponds to the spatial one, i.e. thabanhd neighborhood
structure. To illustrate the importance of theabaind dependency compared to interorientation atedscale ones, Chi-plot
graphs [40] can be used to observe the differggegsyof dependency. Fig. 1 shows a set of Chi-ftota selection of wavelet
coefficient pairs. The Chi-plot can be consideredia extension of the scatterplot. We have usedremon setting as it is noted
in [40] to define the tolerance band which is shagna gray-shaded region. A deviation from theréolee band indicates a
dependence structure. We observe that the devifithom tolerance band is more prominent for theaipénd dependence than
the interorientation or interscale cases. The nreasare located inside or closely around the tordand for interorientation
and interscale wavelet coefficient pairs. Althowghcannot categorically claim interorientation amerscale independency, the
dependencies across subbands are less importanthtbee within them. We opted for modeling only thteaband dependence
even though information can be disregarded for smxt@ire classes.

Note that assuming statistical independency betwebbhands enables us to usedhain rule[41] for the overall JD derivation

between two images. Thus, the whole JD is simmystm of JDs across subbands.
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Dependence between a wavelet coefficient and its Dependence between a wavelet coefficient and its Dependence between a wavelet coefficient and its
neighbor cousin parent

chi-plot for (X;,X,)

chi-plot for (X, x®)
0.2 .

0.15
0.1
0.05
[o] = &g o
&
-0.05 fp =4

0.1%

-0.15

Fig. 1. Chi-plots to illustrate the different deggeof dependence between, intraband, interorientatid interscale, wavelet coefficient pairs.
Indeed, taking into account the interorientation @mterscale independencies, we considered inpiiper a wavelet subband
B,k =1,..,K as a realization of a random vecly, resulting from overlapping sliding windows (or dmer neighborhood
geometry). The wavelet coefficient set is a rediliwaof the overall random vectdr = [)?Bl; ...;)?BK]. In this case, assuming all

subbands are pairwise independent, the total J®eeet two joint distributions is the sum of the J&ween the corresponding

wavelet subbands PDFs
K
]D(Pl(fi 61),p2(%; 92)) = Z]D (pl(ka; 9,51))'172(3?3,(; 9,52))) (6)
k=1

whereg; = {9,51)}1 B andé, = {9,52)}1 . are the hyperparameters of the two PpfFandp, respectively.

In the following, since this does not lead to caidm, each random vectd?Bk,k =1,..,K will be notedX without

specifying the subband index.

lll. GAUSsSIAN COPULA BASED MULTIVARIATE MODELS

In this section we establish stochastic multivariatodeling. Two families of Gaussian copula-basettivariate PDFs are
considered, incorporating the intrasubband dependehile keeping a good fit to marginal distributd As mentioned above,
independency between subbands in orientations eakdssis assumed while intrasubband dependenceexateited. The
proposed approach characterizes statistical irtterescwithin local neighborhoods.

After image decomposition into subbands at multgtales and orientations, neighbors around a refereoefficient are
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X1,1 Xl'r e XL
X=

Xd,1 e Xy o Xg

Observation matrix (data set)
Fig. 2. Intraband multivariate modeling schema

gathered into a-dimensional column vectof = (x,, ..., x;)* whered is the neighborhood size. Under the spatial homeige

assumption of each subband, multiple observatidniseovectorX are obtained by moving a window across a subbaddtze

samples of the-dimensional vectak are notedt, = (xl_r, ...,xd,)t,r =1, ..., L wherelL is the size of a wavelet subband.
As shown in Fig. 2 , the data set to be model¢ldn reorganized into the observation matrix

X= [ B ] )

A. A brief review of copulas

Copulas have become a popular multivariate modétinbin many fields such as finance, biomedicatlgts or hydrological
modeling, where multivariate dependence is of adef42]-[44]. The concept of copula relies on thesirable property of
separating the study of marginal distributions fritrat of dependence. Indeed, the dependence betwesmonents is entirely
embedded in the copula, so it provides a simplerge®n of the dependence structure independefttiile marginals.

This section recalls a few basic definitions thdt te useful for the remainder of the paper. Faigorous mathematical
presentation of the concept of copulas, see [45jopulaC is a joint cumulative distribution function (CDHgfined on theil-
dimensional unit cub¢0,1]¢ such that every marginal is uniform ¢1]. The fact that the copula can be very useful for
representing multivariate distributions with ariy marginals comes from the following result. $klaheorem [46] states that
given ad-dimensional random vectdr= (x4, ..., xg)t with continuous marginal CDH3, ..., F4, there exists a unique copula
such that

F(xy, e, xq) = C(Fy(x1), o, Fg(x0)) V x = (34, ..., Xg) € RY

Conversely, ifC is a copula and;, ..., F; are CDFs then the function defined tb(/Fl(xl), ...,Fd(xd)) is a joint CDF with

marginalsF;, ..., F;. Moreover if the functior® is continuous and differentiable, then the comldasity is given by

94 C(uy, ..., uyq)
ouy ...0uy

®

c(uq, ...,ug) =

In this case, the joint probability density functiof X can be written as

da
fGouerxa) = (i), Falr) | | i) ©
i=1
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wheref; ,i = 1, ...,d are the marginal PDFs. Thus, a joint multivarRE¥F is uniquely defined given marginal PDFs anduap
density.

Several copula families were previously proposethsas elliptic copulas, Student t copula or Arctdesn copulas which
differ in their dependence representation. Foruteximodeling, previous works have highlighted tleg kole played by the
linear dependenceeg. the correlation. Thus, in our work, among elligid-family of copulas, we consider the GaussiapuGo
[47] for three reasons:

* Gaussian Copula-based multivariate PDFs are a fijptul the statistics of wavelet coefficient subbdanThey accurately
capture both the marginal and joint distributiofisvavelet subband coefficients.

» Related hyperparameters can be easily estimatad Mi-based estimator (see sub-sections C and D).

» The existence of a closed form of KLD and consetjyexi JD between Gaussian Copula-based multivafddFs (see sub-
section E).

The Gaussian Copula is of practical interest sincan be easily implemented and its dependenaetste is intuitive, based
on correlation coefficients. The Gaussian Copulasidg is expressed by re-writing the multivariatgmal density in the form

given by equation (9) as follows

-y @ -Dy

5 (10

1
c(Uq, o, Ug) = BEE exp

whereyt = (yy, ..., y4) stands for the transpose of vecfawhich is a vector of normal scores such that ¢~ (u;), andg for
the CDF of the normalized Gaussian distributi®0,1). The matrix/ is the d-dimensional identity matrix an@ is the

covariance matrix with ones in the diagonal.

B. Gaussian Copula-based multivariate modeling estionat

Letn = (1, ...,nq) be the set of marginal parameters. The hyperpaeamef the Gaussian Copula-based multivariate inode
to be estimated a = {n, £} whereX is the covariance matrix of a Gaussian distributio

The ML estimator of the hyperparameters associatéoe joint PDF (X; 8) is given by

L
6={ncs}= argmaleogl_[f(a'c’r; 0)
1
r=1

It has been shown in [48] that the marginal paramsét= (#,, ..., ;) could be estimated separately from the covariamaigix
¥. This leads to a simple procedure to estimatdutheet of unknown hyperparameters:

1. (m4,..,mq) are estimated by using the ML estimator of margimadependently:

L
f; = arg n}ﬁxlognﬁ(xi,r: )
' r=1
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Initial subband Gaussianized subband
Fig. 3. The transformed subband (b) is obtainenhfthe initial one (a) bsaussianizationn order to estimate Gaussian Copula covariandexma

2. Each observatio®, = (x;,, ...,xd,)t from the observation matriX (7) is transformed tg, = (v, ...,yd,)t by y;, =
¢! (F(xi_r;ni)), r=1,..,L and i =1,...,d. The transformed data set is then reorganized int@tix ¢ = [y, ..., ¥,
containing realizations of a Gaussian vedgior (v4, ..., v4)t. This transformation is &aussianizatiorprocedure of the

subband. TheGaussianizedsubband is considered as a realization of a GausséctorY. An example of subband
Gaussianizatioris illustrated in Fig. 3; each neighborho®din the initial subband (a) is transformed3jtowhich is an
observation of a random Gaussian ved#toHence, the subband resulted (b) is a realizatfdhis Gaussian vector and said
to beGaussianized

-

Finally, the ML estimate foE is the sample covariance matrix of Gaussian obsiensy, ..., y,:

Since generalized Gaussian and Weibull distribstimere successfully used to represent margindilalisions of wavelet
coefficients and their magnitudes respectively [2], we propose the Gaussian Copula-based Muititeugeneralized Gaussian
(GC-MGG) and the Gaussian Copula-based Multivarigteibull (GC-MWhbI) distributions for modeling theipt PDF of

subband coefficients or their magnitude.

C. Gaussian Copula-based Multivariate generalized Gaursdistribution GC-MGG

Using Gaussian Copula density, we define the GC-M@&shability density function by

L1 et =Dy BN ol
foc-mec(%;0) = [Z[1/2 exp 2 X (ZaF(l/ﬂ)) eXP_; <7>

(11)
V¥ = (xg,..,x5) € R?
wheref = (a, 8,Z) denotes the hyperparameters get; 0, § > 0 are the scale and the shape parameter respechvislyhe

covariance matrix of the Gaussian vegtatefined byy; = ¢‘1(F(xi; a,ﬁ)).

1+y((t/a)?, 1/5)) t>0

is the generalized Gaussian CDF,
1-F(-t)t<0

¢ is the CDF of the normal distribution(0,1) andF(¢t; a, ) = {0'5(

wherel'(z) = f0°° e~tt?"1 dt is theGamma functiomndy (y, z) = %foy e~tt?1dt is theincomplete Gamma functida9].
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Note that the definition of GC-MGG (11) includegtparticular case of the multivariate Gaussianitlefr g = 2 and of the
generalized Gaussian density whes 1.

The ML estimate of marginal parameters can be fdongxample in [2] or [50]. By construction, due the use of a sliding
overlapping window to construct the observationrma (7), all the marginals have the same paramétei®). Hence, we can
use any observatior) = (xl-,l, ...,xi,L) which contains all the coefficients of a wavelgblsand to estimatér, ).

Fig. 4 and Fig. 5 show examples of bivariate anatiate empirical PDFs of intraband wavelet carédfints compared to the
estimated GC-MGG densities. When empirical joinhgiées exhibit a striking non-Gaussian behavibe fitted GC-MGG
densities can characterize this behavior. Thedfits quite good and support the use of Gaussian |&tyased densities for
modeling wavelet coefficients. The third columng(F) corresponds to a special case. The two oisftis are Gaussian and
decorrelated as shown by the empirical PDF (dottedtours are nearly circular); this behavior is foomed by the
hyperparameters of the fitted GC-MGG: the shaperpater is near 2 which characterizes a Gaussiagimahrand the

covariance matrix is close to the identity matrixieh implies independence.

D. Gaussian Copula-based Multivariate Weibull disttibn GC-MWhblI

We generalize the novel univariate model introdusgd&witt and Uhl in [8], [9] by defining the GC-MWI to model the joint

statistics of wavelet coefficients’ magnitude. TB€-MWhI probability density function is given by

d
. 1 —utEt-Du_ a\dIIE Xt Xy
fec-mwpi(%;6) = PEE €xp 2 X (E) paa-1) exp _Z (E) (12
=

VX = (x1,..,xq) € (RY)?

where8 = (a, b,X) denotes the hyperparameters set; 0, b > 0 are the shape and scale parameter respectivalythe
covariance matrix of the Gaussian vediovector defined by; = ¢‘1(F(xi; a, b)). ¢ is the CDF of the normal distribution
N(0,1) andF(t;a,b) =1 — e /D%y ¢ > 0.

The ML estimator ofa, b) can be found in [8] or [50] arlis estimated as indicated in part B.
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Bark.0000 Fabric.0000 Metal.0000 Brick.0005

-0.1 -0.05 0 0.05 0.1 -0.5
Xl
a=00171,p5 = 1.2776, a =0.2921,5 = 0.9562, a =1.0025,5 = 1.8652, a =0.1023,8 = 1.5309,
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first scale using Daubechies’ filter ‘db4’.
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E. Similarity Measurement between Gaussian Copula @asdtivariate Models

In this work, the similarity between two imagesrigasured by comparing the sets of texture featxeacted from wavelet
decomposition. We use Gaussian Copula-based nmigtigamodels (GC-MGG and GC-MWobI) to represent idirttensional
histograms of subband coefficients or their magltatu

x: = d . .
Given two Gaussian Copula-based multivariate m e%’ 01) = c(Fy(x1), -, Fa(xa)) l'[ldzlﬁ(xz)
g(x;0,) = C(Gl(xl). ---:Gd(xd)) [Ti=1 g:(x0)

we notes, = {(nil), ...,n,(il)),zl} andg, = {(niz), ...,7732)),22} the hyperparameters ffandg respectively.
We measure the similarity using JD which is the myatrized version of KLD. In order to compyte(f (¥; 0,)|lg(%;0,)) we
first derive the general formula for KLD betweenotaussian Copula-based multivariate models giwe(fax more details,

please see the Appendix)

KLD(f (% 6,)llg (% 6,)) = f f FG0) logﬁi ZS i
d
- ; KLD (fi (xi”li(l)) ”gi (xi:rlfz))) +0.5 <tr(22‘121) + 10g% — d) (13)

Hence, the closed form of JD is

JD(f (%; 61)1lg(%; 82)) = KLD(f (%; 611l g (; 82)) + KLD (g(%; 0) | f (%; 61))

d

= Z]D (ﬁ (xl-; ngl)) ”gi (xl-; nl@)) + O.S(tr(Zz'lZl) + tr(Zl'llz)) —d (19

i=1
Finally, if we denotes” and 6, k =1,...,K the wavelet subband hyperparameters estimated fromimvegesl; and I,

respectively, then the overall similarity measwsréhie sum of JD across all subbands:

K
D(Ly, 1) = Z}D (£ (%6) | o (%:6))
k=1

In the case of the two proposed multivariate mo@IsMGG and GC-MWbl, the JDs between two joint PRFes

ID(foc-mee (XK ax, B, 2N goc—mee (K @z, B2, 22))

B+1 Bit1
") 1 (g _ _ (19
-4 @) F(l—/;)_W(a_i) F(l—/[;)_a 05 2 + ) - d

and
S S ay by o ai b,
ID(foc-mwni(X; ag, by, 2O goc—mwii(X; az, b2, 25)) = d( T (— + 1) (—) +T (— + 1) (—)
a1 b, az by

(16)

+(a; —ay)In (E—l) + y(— +—=- 2) - 2) + O.S(tr(Zz‘lzl) + tr(E;lzz)) —d
2

wherey = =¥ (1) = 0.57721 denotes Euler-Mascheroni constant.
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IV. EXPERIMENTALRESULTS

A. Experimental Setting

In this section experiments are conducted to etaline performance of multivariate modeling in iegal framework using
wavelet transforms. A comparison is made betweenptioposed Gaussian Copula-based models (GC-MGGsaaifiwhbl),
and previous works including the univariate mogekssented in [2], [9] (GG and Wbl) and, Mixture Gsian model (MGMix)
of [27]-[29], multivariate Gaussian (MG) model uség [20] and the Multivariate generalized Gauss{MGG) model
introduced in [32].

In our simulations, three experimental benchmarkscansidered to evaluate the retrieval performance
 EBZI 40 grayscale texture classes from the MIT Visi@xture Database (VisTex) [51] are addressed. &kierimental

setup is conventional and thus is largely usednliterature devoted to texture image retrievaligs[2], [9], [35]. From
each of these texture images of size 512x512 pigélson-overlapping subimages (128x128 pixels)caeated in order to
form 16 samples of each texture class. A test databf 640 texture images is then obtained.

» EB2 from the entire Brodatz texture album [5&],texture classes are randomly selected, with isangavalues of (N =
10,15,20,25,30,35,40). For each value af, we take 25 random subsetshotexture classes from the album. In a random
subset, each of theé texture images of size 640x640 pixels is thenddigliinto sixteen 160x160 non-overlapping subimages
creating a test database ®fx 16 texture samples. In summary, the second benchisackmposed oR5 x 7 = 175
random test databases of different si¥ges= N x 16 (N = 10,15,20,25,30,35,40) while the classic one is composed from
one test database of 640 samples.

 EB3 250 texture classes from Amsterdam Library oftliees (ALOT) [53], and 476 texture classes fromnbgel texture
image database Salzburg Textures (STex) [54] arsidered. In the case of ALOT database, we sdieagitayscale version
under the C1L1 capture condition. The STex databassists of true color texture images, hence aasform all images
to grayscale ones. As f@B1 and EB2 Each image class is split into 16 non-overlapmobimages and two large test
databases of 4000 and 7616 images are created.

We employed the orthogonal wavelet transform (OW¥ith Daubechies’ filters (db4 and db5) [55] and Kiaekgsbury’s Q-
Shift (14,14)-tap filters in combination with (13)ttap near-orthogonal filters for Dual Tree Comxp\gavelet Transform (DT-
CWT) [56]. We consider a square neighborhood af 2i%2 to construct observation matrices of intrabemefficients. Although
we could consider a bigger neighborhood, it dogsmake relevant differences in accuracy retriegalva will show at the sub-
section F of this part. A maximum of three scaledecomposition is chosen. Our experiments agréie [&] in that the size of

the smallest subband resulting from a transfornukshbe more than 16x16 to ensure the consistend3Ddf hyperparameter
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estimation.

For similarity measurement, JD is used which issyrametrized version of KLD. The closed form of K& bor GG and Wbl
are derived in [2] and [8] respectively. In theeas MGmix no closed form expression of KLD exigs,the variational method
introduced in [31] as an analytic approximationktdD for MGmix models is considered.

In each retrieval experiment a query image is arg/foom the test database of sie The relevant images for each query are
the other 15 subimages obtained from the same iro@gs. The number of correctly retrieved imagetegiant images for a
guery image) is determined among tieretrieved ones, in this ca$e represents the size of the query. In our experisen
Ng = 15 is the number of relevant subimages in each ckmsa query image, let,(K) be the number of correctly retrieved
images among thE retrieved ones. The quantitative evaluation cassiscomputing the three measures [57]:

» The retrieval recall with respect to a quetyis the ratio of the number of relevant imagesaeéd over the total number of

relevant images in the database for the respegtieey. The average retrieval recall is then givanK = 1 ... N; by

number of relevant images retrieved )

R(K) = (
(K) = mean number of relevant images

 Tgting(K)
A

» The retrieval precision with respect to a querys the ratio of the number of relevant imageseeéd over the number of

total retrieved images. The average retrieval pregiis then given fok = 1 ... N, by

number of relevant images retrieved
P(K) = mean( - - )
number of retrieved images
 Tgtyng(K)
Ny XK
» The average retrieval rate (ARR)
ARR — Yot ng(Ng)

N, X Ng
In information retrieval literature, threcall/precisioncurve is commonly used to evaluate the performarficetrieval systems
[58]. A method withrecall/precisioncurve which will be on above of another is consédioetter and more suitable. The ARR is
the average retrieval precisi®iNg) after retrieving a number of images equal to thelper of relevant images. High values of

ARR denote a high retrieval rate.

B. Retrieval Performance with EB1: univariate modedsGaussian Copula-based multivariate models

Table | summarizes the ARRs obtained by using GCaviad GC-MWhbl over the corresponding univariate ele &G and

Wbl respectively. We can observe from the Tableat:t
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TABLE |
AVERAGE RETRIEVAL RATES(%) IN THE TOP16 MATCHES USING ORTHOGONAL WAVELET TRANSFORM WITHDAUBECHIES FILTER db4 AND DUAL TREE COMPLEX
WAVELET TRANSFORM ONEB1(VISTEX)

16

Type of Transform Models
GG Wbl | GC-MGG | GC-MWhI
1 scale
OWT, db4 70.52 | 69.37 79.78 75.81
DT-CWT 72.89| 73.17 81.66 77.59
2 scales
OWT, db4 76.42 | 75.92 81.94 79.61
DT-CWT 78.74 | 79.63 83.70 82.36
3 scales
OWT, db4 78.78 | 78.27 83.19 81.55
DT-CWT 80.36 | 82.05 84.33 84.41
1
0.8
= 0.6
K]
@
8
a 04
0.2
0O

Recall

Fig. 6. Recall-Precision curves BB1using DT-CWT with 1 decomposition level for GG, WBC-MGG and GC-MWbI.
100

95

90

85

80

75

I

Average retrieval rate (%)

70

65

60

20 30 40 50 60 70 80 90 100
Number of retrieved images considered

Fig. 7. Retrieval effectiveness according to theber of samples retrieved &B1using DT-CWT with 1 decomposition level for GG, WBC-MGG and

GC-MWhl.

1) Using Gaussian Copula-based models leads to imprenkin retrieval accuracy. GC-MGG and GC-MWhbl perf better

2)

than GG and Wbl by around 6% and 4% respectivelgnEhough GG and Wbl give equivalent performanG&;MGG is
slightly more efficient and improves retrieval perhance by about 2% compared to GC-MWbI. This magkplained by
the fact that GC-MGG modeling fits well the subbandltidimensional histograms and especially intfdscomposition
level.

The improvement from one to two scales is moreairigmt for univariate models GG and Wbl (around @#@n for
multivariate models GC-MGG and GC-MWhbl (around 3%8.reported in [2] and [9], increasing decompositievel does

not provide further improvement. In addition, usfogr decomposition scales in our case leads teeledgubbands of size
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8x8 forEBlandEB3or 10x10 forEB2 so the estimate of covariance matrices becomestnate.

3) There is a slight improvement using DT-CWT besid&(around 2%). This observation is coherent with tesults
obtained in [8], [9]. This can be explained by fhet that six oriented subbands are provided by@VT for each scale
while the OWT provides only three. Hence, the sizsignatures for DT-CWT is twofold compared to OWHowever it is
interesting to observe that the two univariate ne@G and Wbl are almost equivalent when one usesame wavelet
transform for both of them to extract signatureq8], [9] Kwitt and Uhl suggest the use of Wblasalternative to GG and
they employ Wbl with DT-CWT while they use GG withWWT. We emphasize the fact that models must be wsibdthe
same transform tools to have a fair comparisoredfogpmance.

Fig. 6 depicts theecall/precisioncurves for the four different models. These rassitpport the remarks mentioned above: the
two univariate models, i.e. GG and Wbl, are eq@nalwhile the use of Gaussian Copula-based modé€lMGG and GC-
MWhbl improves significantly the retrieval accura€yg. 7 compares the ARRs as a function of a qaeK. This plot leads to
a receiver operating characteristic (ROC) curvesefach model. We can observe that whées 42 GC-MGG approach
retrieves 90% of relevant texture samples ffeB1 while K = 48, 64, 66 are required in order to retrieve the same peacgent
using GC-MWhbl, GG and WhlI respectively. Using GC-R@nd GC-MWbI models, 95% of relevant samples caoltained

when we retrieve 100 ones while the ARR still restah this level of percentage for the two univarabdels, i.e. GG and Whbl.

C. Retrieval Performance with EB2: univariate modedsBaussian Copula-based multivariate models

The benchmarEB2is random and thus more objective than the comwealtEB1 for providing additional justification to use
Gaussian Copula-based models. Table Il summatimeARRs using different numbers of classes fofdlie compared models.
We can observe an important improvement in rettiest@s for all the numbers of classes randomlgatetl when Gaussian
Copula-based models are used. The improvementisdr6% for GG versus GC-MGG and about 4% from WHEC-MWhblI.
Thus, we can conclude that univariate models GG\Whtlare almost equivalent while using Gaussian Ulmpased models

GC-MGG and GC-MWhbl increase significantly the retal rates.

D. Retrieval Performance with EB3: univariate modedsGaussian Copula-based multivariate models ondatgtabases

In Table Il we summarize the ARR for the two ladgtabases STex and ALOT. The GC-MGG and GC-MWHdetwshow
again higher retrieval rates than GG and Wbl modéévertheless, the ARRs obtained on STex or ALB/T34% and 43.25%
respectively) are unsatisfactory. These resultateeally surprising; especially for STex databfs which the color features
appear very discriminant as shown in the work ofitket al. [32]. We point out that we can improwrieval rates for these
databases if we take into account color informatioaddition to spatial dependency as it was shiowjp9], but this is beyond

the scope of our work where we are interested inigxture content of grayscale images.
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TABLE Il
AVERAGE RETRIEVAL RATES(%) ACCORDING TO THE NUMBER OF CLASSES CONSIDERED USSN'WO LEVELS ORTHOGONAL WAVELET TRANSFORM WITHDAUBECHIES
FILTER db4 AND DUAL TREE COMPLEX WAVELET TRANSFORM ONEB2

Number of classes GG GC-MGG Improve Whl GC-MWhl Improve
OWT, db4
40 71.39 79.16 7.77 71.49 77.29 5.80
35 72.75 80.64 7.89 72.86 79.00 6.14
30 73.62 81.29 7.67 73.74 79.41 5.68
25 74.82 81.88 7.06 74.91 80.62 5.71
20 77.51 84.23 6.72 77.60 82.80 5.21
15 81.60 87.41 5.81 81.60 86.04 4.44
10 81.83 86.91 5.08 81.85 85.50 3.65
Mean=6.86 Mean=5.23
DT-CWT
40 72.51 79.69 7.18 72.62 77.95 5.33
35 73.94 81.24 7.3 74.05 79.89 5.84
30 74.59 81.84 7.25 74.90 80.15 5.25
25 75.77 82.46 6.69 76.22 81.29 5.07
20 78.23 84.50 6.27 78.40 83.39 4.99
15 82.48 87.63 5.15 82.86 86.67 3.81
10 82.16 86.99 4.83 82.40 85.80 3.40
Mean=6.38 Mean=4.81
TABLE 11l
AVERAGE RETRIEVAL RATES(%) IN THE TOP16 MATCHES USING ORTHOGONAL WAVELET TRANSFORM WITHDAUBECHIES FILTER db4 ON LARGE DATABASES OFEB3
STex ALOT
GG GC-MGG Whl GC-MWhl GG GC-MGG Whl GC-MWblI
1 scale
OWT,db4 31.64 43.91 31.05 37.60 23.68 30.02 23.42 27.01
DT-CWT 34.82 46.42 34.18 40.44 23.86 30.58 23.28 27.69
2 scales
OWT,db4 40.70 50.11 40.18 44.70 31.99 36.44 31.55 34.52
DT-CWT 44.97 53.34 45.38 49.78 33.38 38.20 33.56 37.68
3 scales
OWT,db4 45.89 53.81 45.69 50.11 37.86 41.86 37.39 40.14
DT-CWT 50.7¢ 57.2¢ 51.8i 55.3¢ 39.3:% 43.0¢ 40.01 43.2¢

E. Retrieval Performance with EB1: other multivaria®dels vs Gaussian Copula-based multivariate models

Here, the performance of the proposed Gaussian|@dyased models and three others multivariate nsodled compared:
multivariate Gaussian (MG), Multivariate generatiZéaussian (MGG) and multivariate Gaussian mix{M@&mix). We use the
Gaussianizationmethod described in [20] to obtaiGBaussianizedwavelet subbands and hence we can model wavelet
coefficients with MG model. The KLD and as a consatre the JD between MG models are widely useiteiraiure, they can
be found for instance in [60]. Approximated Rao dg=sic distance is used as similarity measure betWs®G distributions
[32]. The MGmix model is fitted with 2, 3 and 4 cpanents using the conventional Expectation maxitiimg EM) algorithm.
Initial component parameters are randomly chosehtla@ EM algorithm is stopped after convergencaftar 100 iterations. A
small regularization number= 1075 is added to the diagonal of covariance matricemase them positive-definite. There is
no closed form for KLD and JD between MGmix modalg we can use an analytic approximation as meeation [27]. We
have chosen the variational method to compute ldden MGmix models, because among all methodsdotred in [31] it is
the one which leads to the best retrieval rates.

Table IV summarizes the ARRs resulting from the a¢he compared multivariate models on the corigeat EB1 with

OWT combined to Daubechies’ filter db5 and DT-CVAE.we can see, on the one hand, the proposed GC-ME&C-MWhbI
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Fig. 8. Recall-Precision curves &B1using OWT, db5 with 3 decompositionFig. 9. Retrieval effectiveness according to thenber of samples retrieved on
levels for multivariate models. EB1using OWT, db5 with 3 decomposition levels for tiuariate models.

TABLE IV
AVERAGE RETRIEVAL RATES(%) FOR MULTIVARIATE MODELS IN THE TOP16 MATCHES USING ORTHOGONAL WAVELET TRANSFORM WITHDAUBECHIES FILTERAD5 AND
DUAL TREE COMPLEX WAVELET TRANSFORM WITHEBL

Type of Transform MG _ MGmix _ MGG GC-MGG | GC-Mwbl
nc=2 nc=3 nc=4
1 scale
OWT, db5 62.38 71.79 73.12 75.18 64.16 79.57 75.18
DT-CWT 65.71 78.19 79.90 80.05 71.51 81.66 77.59
2 scales
OWT, db5 70.17 78.30 79.53 79.97 71.56 82.05 80.08
DT-CWT 71.27 81.77 83.41 83.24 75.25 83.70 82.36
3 scales
OWT, db5 73.74 81.06 81.41 80.07 75.06 83.31 81.75
DT-CWT 74.59 83.82 84.04 83.07 78.08 84.33 84.41

in most cases outperform MG, MGG and MGmix mod&&e remark that as for the previous experimentstethe an
improvement in retrieval accuracy for all modelsewhadditional scales are used for wavelet decoriposOn the other hand,
the best results are always obtained with DT-CWingared to OWT. We note that adding mixture comptmér MGmix
model does not improve significantly retrieval satehile it reduces the computation efficiency esglbcfor similarity measure.
For this reason, taking 2 or 3 components is a goade-off for MGmix model to achieve competitiverfpormance while
respecting the constraint of computing time. Weertbat, although using computationally comp{&xussianizatiorprocedure
of [20] to obtain Gaussian subbands in order tdatxMG model, the retrieval performance of MG mbieless than these of
univariate models. We point out that even if MGGdmlohas achieved good performance when it was witldcolor texture
images [32], its discrimination power decreases rwiteis employed to model only the spatial depengenf wavelet
coefficients from grayscale texture images.
The same conclusions can be obtained frewall/precisioncurves (Fig. 8). Finally, ROC curves provide aritidnal

justification of the improvement in retrieval framerk using Gaussian Copula-based models (Fig. &).example, for GC-
MGG we need to use queries of size 28 to reach @fdlevant samples while we must retrieve 30, 8& 80 images to reach

the same percentage with MGmix, GC-MWhbI, and MGGilais respectively.

F. Dimensionality trade-off

We studied the effect of the neighborhood size taedhumber of decomposition levels on retrievalusacy. We compared
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the ARRs using GC-MGG and MGmix models. The resaflesreported in Table V. We observe that the perdmce decreases
for both models when using 4 scales. This subststithe claim of Do and Vetterli [2] to use sulalsawith sufficient sizes to
estimate model parameters. For instanceEBd considering 128x128 images, the use of 4 scakxdsléo subbands with a
smallest size 8x8 which is insufficient to estimpégameters regardless of the model used. Witthbeitpood of dimension 4x4
it is obvious that the estimation of covariancennas of 16x16 size using data set of length 266 fa subband of size 16x16
will be inconsistent. Hence, the ARRs decrease whassing from 2 to 3 scales with neighborhood sigger than 3x3.
Unfortunately it is difficult to provide analytielationship between neighborhood size (neted Fig. 2) and the data set length
(notedL in Fig. 2) to have effective estimation neither @aussian Copula-based models nor for MGmix. Haregtata set
must be large enough. ¢ d) to properly estimate the model hyperparameters. flWther observe that the expansion of
neighborhood size does not significantly improveiegal performance while this increases the JD matational complexity

which depends on the dimensidras it will be seen at the end of next part (Eq 17)

G. Computational Complexity

These experiments have been implemented in a MR 1b environment on a Core 2 Duo (2.66 Ghz) i@ SvGB of
memory for tests oEB1 andEB2 and on a Core i7 (2.93 Ghz) with 8 GB for testse®8. The comparative computational
runtime is summarized in Table VI. To extract ansigire of a 128x128 image, the runtime is less ttaifor all compared
models except for MGmix with more than 3 componemd for MGG. Almost twofold time is required torspute GC-MGG
signature compared to GG signature or GC-MWhbI caegbao Whbl, while 3 components MGmix and MGG requa
computation time multiplied by 6 compared to GC-MG%®r example, the computational time to in@#d is about 96 seconds
when GC-MGG is used whereas it is about 9 minubesViGmix with 3 components. In a retrieval systdm tomplexity of
similarity measurement is crucial. The use of Gaums€opula-based models needs 14 times more rumntimesasure similarity
than the use of univariate models, but it staydiegpe even in case of large databases. For examping GC-MGG or GC-
MWbI requires only 2.5 seconds to measure simjldrétween a 128x128 image and all the candidatgesan test database of
size 640 which is a reasonable runtime for a datlwd this size. We further observe that the usMllofsimilarity between
Gaussian Copula-based models has a high compwhtiomplexity compared to the use of JD. If we G&&MGG with ML
and 1/8 subsampling to reduce data set, 19 seésrmi=eded to compute likelihood similarity betweeguery image and the
640 candidate images, while only 2.5 seconds ajeined if we use JD as similarity measure. Accagdia the results of
computational time, we note a relevant increaseeirieval accuracy using GC-MGG or GC-MWhbI whileekéng the use of
these models tractable as in the case of univamatels GG and Whbl, and this is not the case whersame models are used

with ML similarity measure.
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TABLE V
AVERAGE RETRIEVAL RATES(%) USING DIFFERENT NEIGHBORHOOD SIZES AT DIFFERENT DBMPOSITION LEVELS WITHDAUBECHIES FILTERdb4 ONEB1
1 scale 2 scales 3 scales 4 scales
Smallest subband size 64x64 32x32 16x16 8x8
neighborhood size | MGmix, nc£3GC-MGG |MGmix, nc=3 GC-MGG | MGmix, nc=3 GC-MGG | MGmix, nc=3 GC-MGG

2x2 76.18 79.78 80.58 81.94 81.63 83.19 76.75 80.43
2x3 76.39 81.77 80.65 83.46 81.10 83.83 76.62 79.99
3x2 76.15 81.58 80.14 83.29 80.66 83.87 77.28 80.10
3x3 77.19 82.66 80.66 84.31 81.21 83.72 76.28 78.29
Ax4 75.98 82.46 78.54 84.29 78.68 82.45 68.63 73.07
5x5 74.69 81.50 76.95 83.48 76.63 80.49

TABLE VI

COMPUTATIONAL COST(IN SECONDS OF SIGNATURE EXTRACTION(OF AN 128¢128IMAGE) AND SIMILARITY MEASUREMENT (OF A QUERY IMAGE TO640
CANDIDATES IN EBJ) USING3 LEVELS OWT WITHDAUBECHIES FILTERdI5

Models GG Whl GC-MGG GC-MWhl __MGmix MGG
nc=2 | nc=3| nc=4
Signature runtime 0.06 0.03 0.15 0.06 0.44 Q.9 1.7 1.1
L . JD ML JD ML
Similarity runtime 0.15 0.17 55 19 55 128 4.9 9.1 15.5 8.7

We propose to analyze the computational cost qooreding to the use of JD compared to the use ofblkimilarity measure

to retrieve images indexed using GC-MGG model. \Wesider a wavelet subband of a query imihgeresented by observation

matrix X = [%,...,%,] where ¥, = (xl,r,...,xd,r)t, r=1,..,L and d =pxq is the dimension of the considering
neighborhood. The computational complexity of timilarity measurement between the query image &edVi candidate
images is only function a¥,, L andd. The computation of functions involved (produatimsnation,In (%), exp(*), T'(-), ¥ (),
¢~ 1, v(,.), etc.) depends on the implementation (Matlab, @/@tc.) and on machine configuration (processamary, etc.).
We propose to analyze the computational complexdtya function ofV,, L andd, so all involved numerical functions have
complexityO(1) (they do not depend aw,, L andd). We tried to perform the same optimization dessxliin [36] consisting of
precomputing of matrix inversions or determinantewimage database is indexing.

Using JD between the query imalgeand thel, candidate images which are indexed using GC-MG@ahoequires first the
estimation of hyperparameters to model the observahatrix of/,. The estimate of marginal parametéss ) using ML
estimator has a complexity 6{L); it does not depend neither &ip nor ond. Then, we transform the observation makiinto
Gaussian realization& = [y, ...,¥,] (as described in section IlI-B). ThiSaussianizationprocedure has the complexity
0(d x L). Finally, the estimate & using Gaussian realizatiofishas a complexitp(d? x L), and0(d?) is the complexity of
calculatingz~?! using Gaussian-Jordan elimination. The whole cemipl to estimate the hyperparameters of the gireage is
O((d2 +d+1)xL+ d3). The next step is to use the closed form of JBdpation (15) to compute similarity. This closed
form does not depend dn unlike ML similarity, it is independent from trabservation matriX. The complexity of the JD
depends only od because the covariance matrices of candidate snagd their inverse are already precomputed. So, it
complexity is the complexity of two matrix multipAtions and two trace functions which (Ds(Z(d3 +d)). Then, the

complexity of the use of JD closed form to meassineilarity between/, and theN, candidate images of the database has
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TABLE VIl
AVERAGE RETRIEVAL RATES(%) AND COMPUTATIONAL COST TO MEASURE SIMILARITIES BEWEEN EACH IMAGE INEB1AND THE CANDIDATE IMAGES, USING
DAUBECHIES FILTER db4 AND GC-MGGMODEL WITH JD ORML AS SIMILARITY MEASURE

GC-MGG with JD GC-MGG with ML, GC-MGG with ML, GC-MGG with ML, GC-MGG with ML,
without subsampling subsampling factor=1/4| subsampling factor=1/8| subsampling factor=1/16
ARR Time ARR Time ARR Time ARR Time ARR Time
1 scale 79.78 ~284s 73.82 ~11h14m 73.9 ~3h36m 773.5 ~1h56m 70.96 50m
2 scales 81.94 ~560 s 76.15 ~14h38m 76.44 ~4h4pm  .2676| ~2h42m 73.63 ~1h35m
3 scales 83.19 ~835s 77.27 ~15h4Qm 77.68 ~5hlgm  .4377| ~3h10m 75.14 ~2h2m

complexity0(2(d® + d) X N,).
Finally, the overall complexity including estimatiof the hyperparameters of the query and the fistEDoclosed form to
measure similarity to image database is
02(d®*+d)X N, +(d*+d+1)xXL+d? a7

ML similarity measurement requires evaluating tbg-likelihood of all vector sampleg,, ..., ¥, under allN, candidate
models in the database. Considering the expressittre GC-MGG PDF in equation (11), the computalaomplexity of ML
measurement for each candidate model consists of:
e 0(d x L) for theGaussianizatiomprocedure to obtain the transformed vecfgys.., y, using the marginal parameters of the

candidate model.

«  0((d*+d) x L) for calculating-y;"(2* = Dy, i = 1, ..., L.

*  0(d x L) for calculating— 3¢, (@)5 ,i=1,..,L.
The overall computational complexity of ML measuegrnbetween the query image andMlicandidate models in the database
is then

0((3d +d*) X L X N;) (18)
We remark that ML measurement is more computatipritEdmanding than the use of the JD closed form.example, with a
neighborhood of sizd = 2 x 2 = 4, and a subband of siZe= 64 x 64 = 4096, to measure a similarity of a query image to
N, = 1000 candidates, we need 114688000 operations usingvitile only 222080 operations is required when gsiiD
closed form. Even if the number of coefficiehtcan be reduced by a factorigfn using uniform subsampling as mentioned in
[36], the ML measurement still has a considerablaputational complexitgb((3d +d?) x L/n X Nt).
We repeated experiments &1 using different subsampling factors/@, 1/8 and1/16) to compare the computational time
of using JD or ML as similarity measure in Matlab/eonment. We observe that the use of JD is byrfare lightweight than
the use of ML. We further observe that the usebdtperforms the use of ML similarity in term oRR even if all data set is

used without subsampling (Table VII).
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V. CONCLUSIONS

In this paper, a multivariate stochastic modelipgraach for wavelet subbands using Gaussian cdmadabeen presented.
Extending previous works, we provide two sub-modfepending on the marginal density definition: Galized Gaussian or
Weibull. The advantage of using Gaussian Copuladbanodels over the existing univariate cases is they enable to
incorporate correlations between wavelet coeffiienhile keeping a good fit to the marginal disitibns. The Gaussian
Copula framework exhibits flexibility for modelirg wide variety of multidimensional data. Furthersydior such multivariate
models, we have derived the closed forms of Kulbagibler andJeffrey divergences in order to derive efficient similgarit
measures for indexing or classification applicagidn the retrieval context, experimental resutisfgrmed on distinct databases
show that the proposed models GC-MGG and GC-MWiipe significant improvement of performance coneplato state-of-
the-art methods.

We conclude that the combined use of Gaussian @dmded modeling andeffrey divergence as a similarity measure,
improves retrieval performance compared to univ@amaodeling or the multivariate models MGmix and GGNe can extend
the proposed approach for texture segmentatiorfiance research includes derivation of Bayesianedetvestimator for image

denoising using Gaussian Copula-based models.
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APPENDIX

The KLD between two Gaussian Copula-based mulataensitieg (X; 6,) andg (X; 6,) is given by (14).

We have

R gtz = D
f(#6,) = exp . ) [ [ Gean®)
i=1

1
PARE

wheref,; = {(nil), ...,nl(il)),Zl} andut = (uyg, .., ug), u; = =1 (Fl- (xi;nl.(l))),i =1,..,d.

I R 1 - S
9(%:62) = {7 2P 2 Hgi(x“”i )
i=1

wheref, = {(r}iz), ...,nff)),zz} andvt = (vy,...,v), v; = 1 (Gi (xi;ni(z))),i =1,..,d.

Hence,
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0
KLD(f (% 6)1lg(%: 6,)) = f f £ 00 1o gfgx Gli .

=[] f(f;el)log:?:zjd -] Mf(x oai+| .. Mf(x 6,) d

filxsm;
f ff(x Hl)log (o )dic’
l 19i (xum )
On another hand we have

a)

PARS |Z,]1/2 S 5 |Z,|/2
f ff(x 01) log 3 |1/2d = log PARE xf...ff(x;@l)dleog TARE (19)

b)
f...fwf(f; 0,) dX = trace <f ...fwf(f; 0,) d)‘c’)
= 0.5] f trace (ﬂt(Zfl - Duf @ 61)) dx
= 0.5 trace (f ...J-f(f; 0.)(2, 7 — 1t dfc')

= 0.5 trace ((21_1 - I)f ...J-f(f; 0,)uut d)‘c’)

(20)

While [ ... [ f(%; 0)uut d% = [ ... [ N(4; 0, Z,)uut du = ¥, whereN (4; 0, Z;) denotes a multivariate Gaussian distribution, {&&omes

f f :(21 f(x 0,) dX = 0.5trace ((21 - 1)21)

=0 (21)

¢) Inthe same manner of b) we have
St 5 -1 -1 -
[-] "(22—)"foz; 6,) dz

= 0.5 trace <(22_1 —I)f ...ff(ic’; 0,)vvt d)‘c')

= 0.5 trace ((22'1 - 1)21) =05 (trace(lz'lll) - d) (22)
d)
M f (eon) & ) fi(xin®)
f ff(x 8,) log - :gl (o) 7 =;f ...ff(x; 6,) log mdx 23)
Since

(. (1) - (x;; L(l)
f"'ff(f; 6,) log %di = ffi(xi;nl(l))wg qu
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Then (23) becomes

d
[ rsooroa i e -5 st o) @
=1dJ1 l' i=1

Finally, we sum up (19), (21), (22) and (24) toaibt

(1]

(2]

(3]
(4]

(5]
(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

KLD(f (% 6)llg(%; 6,)) = ZKLD fi (xinP) || g: (xisn)) + 05 <tr(22'121) +log%—d>
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