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Gaussian Copula Multivariate Modeling for
Texture Image Retrieval Using Wavelet
Transforms

Nour-Eddine Lasmg¢, andYannick Berthumier, Member, |IEEI

Abstract—In the framework of texture image retrieval, a new
family of stochastic multivariate modeling is propsed based on
Gaussian Copula and wavelet decompositions. We take
advantage of the copula paradigm which makes it psgle to
separate dependency structure from marginal behavio We
introduce two new multivariate models using respedtely
generalized Gaussian and Weibull density. These mel$ capture
both the subband marginal distributions and the corelation
between wavelet coefficients. We derive, as a sianiity measure,
a closed form solution of theleffrey divergence between Gaussian
Copula-based multivariate models. Experimental reslis on the
well-known databases show significant improvements retrieval
rates using the proposed method compared to the keknown
state-of-the-art approaches.

Index Terms—Texture, Gaussian Copula, Multivariate
generalized Gaussian, Multivariate Weibull, JeffreyDivergence,
Wavelet transforms.

I. INTRODUCTION

haracterizing textures is fundamental for variooeage

processing applications ranging from image retli¢goa
segmentation or compression. In the framework efute
retrieval, the challenge is to provide baselineoatgms
making a system able to retrieve, from a texturedhge
databases, the relevant candidates similar to angouery
according to the texture cue. A typical retrievahame
consists of two major tasks. The first one is degdb feature
extraction, where signatures are estimated frorh @aage in
the database and from the query. The second taskitpeo
evaluate a similarity measurement, based on previgatures,
to decide which images of the database are clofeetquery.
Thus, one important issue of texture browsing @arcing
systems is to provide a tractable mathematicalrrggim of
natural textures. The question of determining teattteatures
with a selective similarity measure has been adeéks
extensively during the last three decades. Theatiiee on the
topic has pointed out that probabilistic approacaes well-
founded in terms of retrieval performance [1], []initially
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some approaches made use of descriptive statsstasas co-
occurrence matrices [3]-[5], recent works have psmgl to
use explicit parametric random field modeling [2], [6]-[9].

In fact, standard random field modeling consists in
providing a parametrigrobability density functiongPDF)
which enables us to fit the empirical histogramspkcific
visual cues [1], [2], [6]-[9]. The reason is, oretbne hand,
stochastic model-based approaches are theoretjoatifiable
since information divergences such as Kullback-lezib
divergence (KLD) is the asymptotic limits of liketiod
functions that can be used to measure the sinyilagtween
data drawn from different distribution families;etistochastic
framework has proven to be asymptotically optinmatérms
of the retrieval rate when the KLD between PDF nhode
used [1], [2]. On the other hand, the parametridet® permit
to achieve reasonable computational cost for aeseaimilar
sample searching.

In practice, the question of describing a visuahteat in
terms of PDF modeling has been already addressedt M
popular methods show the interest of working withvelet
transforms to project the visual information in altiscale and
multiorientation domain by using filter banks or wetet
transforms [10]-[13]. These approaches are basexusiies of
human and mammalian vision systems which suppat th
multiscale analysis maximizes simultaneous loctbmain
both spatial and frequency domain [14]-[17]. Howeve
whatever the choice of decomposition, authors pdimtut the
non-Gaussian behavior of subband coefficients énviavelet
domain [2], [6]-[9]. Many studies propose the getieed
Gaussian density (GG) to successfully charactetiize
marginal distribution of subband coefficients ire tivavelet
domain [18], [19], [2]. The GG model, jointly useslith
closed form KLD, leads to significant improvememnt i
retrieval rate over traditional methods based midustatistics
[2]. Srivastavaet al. [6] proposed to characterize filter bank
outputs by using the Bessel K forms (BKF). In [Ttheors
conjectured that magnitudes of wavelet coefficierftsome
classes of textured images have Gamma distribytBam).
Recent works of Kwitt and Uhl propose to model treail
subband coefficient magnitudes by Weibull distribot(\Whl)
[8], [9]. Their approach achieves higher retrievales than
those using GG or Gam distributions.

All these univariate models lead to a simple ardtable
approach. Nevertheless, univariate modeling doépmwide
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a complete statistical description of subband dcieffts.
While such models imply low complexity retrievalssgms,
they neglect one of the important statistical
characterizing a textured image which
dependency of wavelet coefficients across the ssubband.
For this reason, some authors have started to shelyoint
statistics of wavelet coefficients via multivariateodeling.

Tzagkarakiset al. [20] proposed a computationally complexthe main

likelihood similarity as an alternative strategy toeasure
similarity between models.

agpec Considering the case of multivariate stochastic eling in
is the spatithe wavelet domain,

the proposed method consists in
providing a flexible non-Gaussian model based omsSian
Copula and the corresponding closed form of KLDtéxture
classification. As briefly presented in our presonork [37],
interest of copulas is to allow constngti

Gaussianizationprocedure of filter bank outputs in order tomultivariate distributions to jointly model wavelebefficients

model wavelet coefficients by the multivariate Gaas
distribution. Powerful statistical algorithms havbeen
developed for image denoising
generalized Gaussian distribution (MGGD) [21] oliically
Contoured Distribution (ECD) [22], but no closedbeession
exists for the KLD between these joint distribusomno
measure similarity in a retrieval or classificaticontext. The
responses of filter banks exhibit non-Gaussiarnt jstatistical
behavior and the dependency between local codfficiean
be captured using Gaussian Scale Mixture (GSM)-[23].

Boubchiret al. [25] recently used the GSM model to define

the Multivariate Bessel K Form distribution (MBK®hich is
an extension of the univariate model BKF introdudegd

Srivastavaet al. in [6]. The multivariate Gaussian mixture

(MGmix) was introduced to model wavelet coefficerdr
DCT coefficients obtained from overlapping slidimindows
[26]-[28]. Since there is no closed form for KLDtiveen two

MGmix PDFs, Goldbergeet al. used an approximation of

KLD to achieve good retrieval rates [27]. For tleng reason,
in [28], the likelihood was employed for
measurement leading to competitive results. Moemnty,
MGmix was used for texture classification and segfiaion
[29], [30] and other approximations for KLD betweitsmix

models were proposed [31]. Recently, Verdoolaege an

Scheunders introduced the Multivariate Power Exptake
(MPE) distribution, also called the Multivariate rggalized
Gaussian distribution (MGG), as an adequate mooletHe
wavelet statistics of color texture images [32].c8&se a
closed form of KLD was difficult to find —exceptetbivariate
case— they have considered the Rao geodesic distanthe
manifold of MGG distributions as a similarity measu
Latterly, researchers started to study the mukatar
wavelet modeling using copulas [33]-[37]. The watel
coefficients of multichannel images have been nmedidly a
copula-based PDF and the normalized Euclideanrdisthas
been employed as similarity measure in a retriegltext
[33]. Because of the lack of a closed form, the Kih&ween
copula-based models has been approximated by airieshp
estimate using the Monte-Carlo (MC) approach [§28]. The
MC procedure is computationally expensive and thesKLD
closed form, when it exists, is more recommendeuah tinsing
the MC approximation [9]. Independently of our woKawitt
et al. recently took a similar approach where they intit
several copula-based models to characterize theciatisn
between subband coefficients from color channetheasame
decomposition scale, in the context of color texttetrieval
[36]. They claim that no closed form expressiofKbD exists
in the case of copula-based models; hence they oyexbl

similarity

while keeping a good usability for fitting variodsnds of
marginal distributions. According to earlier woidks marginal

using a Multivariatelistribution modeling, in this paper, our contrilbbmt can be

summarized as follows:
e« Two multivariate distributions are presented to elod
spatial dependency of intraband wavelet coeffigent
namely, the Gaussian Copula-based Multivariate
generalized Gaussian distribution (GC-MGG) and the
Gaussian Copula-based Multivariate Weibull disttiitou
(GC-MWhl). Using these two models, we show theigbil
of the copula approach to easily provide variouslatiag
suitable for different application domains. Unddwe t
assumption that the cumulative distribution funatiof
the marginal is continuous and invertible, any fgnof
marginal distribution can be used to form a mulint
distribution with Gaussian Copula.
 The KLD and its symmetrized version called theffrey
divergence (JD) are derived for Gaussian Copuladas
multivariate distributions. As far as we know, tlésthe
first time that the closed form of the KLD is prgea for
such multivariate models. This derivation showd tha
KLD associated with Gaussian Copula-based models
corresponds simply to the contribution of two ogbpal
parts. The first part is devoted to evaluating the
divergence along the Gaussian manifold due to the
Gaussian Copula choice. The second part corresgonds
the KLD component resulting from evaluating the
divergence along the product of marginal manifold.
The outline of the paper is as follows. In sectibnwe
summarize briefly the statistical retrieval framelvand then
motivate our choice to model intraband wavelet ficiehts
using multivariate modeling. In section Ill, we peat the
Gaussian Copula-based multivariate modeling andigheoan
overview of GC-MGG and GC-MWbl models.
Hyperparameters estimation is investigated andedidserm
expressions for the KLD between the models predeate
derived in section IV. Experimental results in gatty show
the improvement in retrieval rate by using the regproach.
The section VI concludes on discussions and arookitbn
future works.

Il. MULTIVARIATE STATISTICAL RETRIEVAL

Vasconcelos and Lippman [1], [26] have defined the
statistical retrieval framework and shown that Ki€D is the
asymptotic limit of the maximum likelihood simil&yicriteria.

In the context this framework, authors consider Weatv
subbands as realizations of random scalar variabidstheir
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histograms are defined as univariate probabilitstriiution
functions [2], [6]-[9]. In our approach, multivateamodeling
is used to describe wavelet subbands. A naturansidn of
the wavelet subband univariate modeling for texteteieval
is to consider joint density of spatial wavelet fficgents
neighborhood vectors.

A. Multivariate stochastic retrieval framework
We consider an image database with imagesl/;,i =

3

The two steps of retrieval applications (featuréramtion
and similarity measurement) must also meet the ntimi
constraint and are required to have low computati@ost.
This requirement remains true for certaiparametric
approaches which are a computationally efficient
implementation [9]. Firstly, finding consistent iesators to
ensure convergence of the model’s hyperparantgtén the
true one 6; is addressed. For instance, the Maximum

. . . Likelihood (ML) estimator is defined by
1,..,M . The goal is to retrieve the tdp images (V < M)

similar to a given query imagé, from a database. For
multivariate modeling purpose, each imageds represented =

by a data seX; = {X;;, X2, ..., ¥;,} whereX;;,j = 1,..,L are  Secondly, similarites are computed using the et
vectors of elements obtained after a transformagtep such hyperparameterﬁq and®;. This step must be done in a timely
as wavelet decompositioh; is the number of vector samplesmanner, so a closed form is needed and highly yaietie
considered. Funhermore, each data)éﬁﬁs assumed to be Compared to emp|0ying Monte-Carlo approach to edgBbm
independent and identica”y distributed (lld)lmlon from KLD and therefore JD. Even if probabi"stic apprbas can

L
6, = arg meaxz logp(%; 6) (5)

a multivariate PDF p;(¥;6;) where 6; contains the
hyperparameters of the model. We associate an irmaigs
indicator variablg’” € {1, ... M} to the images in the database
The optimum rule (in a minimum-probability-of-erreense)
to retrieve theV relevant images similar to the query imdge
is to select those that obey
P(Y =k|Xy) = P(Y = ky|X,) = - = P(Y = ky|X
k ef{l,..,M},l=1,..,N andk, # k,,ifl #m

From Bayes formulaP(Y = k;|X,) = W,l =
q

1, ..., N, if the images ara priori equally likely, this optimum
rule becomes the ML selection rule [28]
P(X,lY = k) = P(X,lY = k) = - = P(X,|Y = ky) @
k;€{1,..,M},l=1,..,Nandk; # k,ifl #m
whereP(X,|Y = k;) = [T5= pi, (%43 0x,)
This likelihood selection rule is equivalent toriete images
Iy, 1€{1,..,N} which maximizeP(X,|Y =k;) and then
order theN relevant images close to the quéyy
Vasconcelos and Lippman have shown [1] that incifpi
asymptotic conditionI( — o), the ML decision rule of (2) is
equivalent to
KLD (pq (f’ eq)”pkl (55’ ekl))
< KLD(pq (% 0q)|Ipi, (%; 6x,)) < -
<KLD (Pq (f; Hq)”pkzv (f; lev))
ke{l,...M},l=1,.., N andk; # k,ifl #m
Hence, to select thé top matches to the query imag it is
asymptotically optimal to compute

@)

lead to a significant gain in retrieval accura¢ye tirawback is
an increasing computational complexity. The optimum
- selection rule (2) could be high computationallpexsive and
a reduction of data sizé is required to decrease this
complexity [26], [36]. However, this comes at th@ense of
the retrieval accuracy. For this reasons, the ddeem of the
KLD/JD, when exists, is more computationally eféict than
the use of likelihood similarity.

B. Selecting a multivariate model

Several authors have studied the dependency between
multiscale oriented subband coefficients. Po and [B9]
measured the level of dependency based on mutual
information in intraband and interband coefficients the
framework of image denoising in the wavelet domdian et
al. [22] and Portillaet al.[24] proposed various structures for
wavelet coefficients neighborhood. All these wopant out
that the predominant dependency corresponds tcsphéal
one, i.e. the intraband neighborhood structureillUistrate the
importance of the intraband dependency compared
interorientation and interscale ones, Chi-plot gsap40] can
be used to observe the different types of dependdrig. 1
shows a set of Chi-plots for a selection of wavetsfficient
pairs. The Chi-plot can be considered as an exiensi the
scatterplot which is usually employed to illustrateossible
dependency. We have used a common setting asdttésl in
[40] to define the tolerance band which is showraagray-
shaded region. A deviation from the tolerance haditates a

to

thedependence structure. We observe that the devidtam

KLD(pq(%; 64)||pk,(%: 6x,)).1 = 1,..,M , and then use the tolerance band is more prominent for the intraband

decision rule (3) to sort theN top similar
Iy ey oo Ty )

Moreover, taking into account that KLD is asymmettine
symmetrized version JD is more suitable for imagjdeval or
classification [38]. Without loss of generality, well use the
JD to evaluate retrieval performance for the follogvof this
work by

JD (pq(f; 64) pi (%; 91’)) = KLD(pq(%; 64)llpi(%;6)))
+KLD (pi(%; 8))||pq (%: 6,))

images

4)

dependence than the interorientation or interscakes. The
measures are located inside or closely around dlegahce
band for interorientation and interscale waveleeffioient
pairs. Although that we cannot categorically claim
interorientation and interscale independency, ggeddencies
across subbands are less important than thosenwfitein. We
opted to model only the intraband dependence ekengh
information can be disregarded for some texturesgsa.

Note that assuming statistical independency betweaebands
enables us to use thehain rule [41] for the overall JD
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Dependence between a wavelet coefficient and its Dependence between a wavelet coefficient and its Dependence between a wavelet coefficient and its
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Fig. 1. Chi-plots to illustrate the different deggeof dependence between, intraband, interorientatid interscale, wavelet coefficient pairs.

derivation between two images. Thus, the wholesIBimply
the sum of JDs across subbands.
Indeed, taking into account the interorientation émterscale

independencies, we considered in this paper a whvelyhere d
subbandBy, k =1, ...,K as a realization of a random vectohomogeneity assumption of

)?Bk resulting from overlapping sliding windows (or &mer
neighborhood geometry). The wavelet coefficient seta
realization of the overall random vectfir= [Xp,; ...; X5, |-

In this case, assuming all subbands are pairwidependent,
the total JD between two joint distributions is then of the
JD between the corresponding wavelet subbands PDFs

]D(P1 (%;61), 0, (%; 92))
K

= 310 (11 (i 667, pan:67)
k=1

where 6, = {9,&1)}1 . and 6, = {9152)}1 r

hyperparameters of the two PDfssandp, respectively.

(6)

are the

In the following, without loss of meaning, each dam
vector)?Bk,k =1,...,K will be notedX without specifying the
subband index.

I1l. GAUSSIAN COPULA BASED MULTIVARIATE MODELS

After image decomposition into subbands at multgdales
and orientations, neighbors around a referenceficiagit are

gathered into @-dimensional column vectof = (xy, ..., xz)"
is the neighborhood size. Under the spatial
each subband, multiple

observations of vecta¥ are obtained by moving a window
across subband and the samples ofitidémensional vectokX

are notedt, = (x,, ...,xd_r)t,r =1,..,L whereL is the size
of a wavelet subband.
As shown in Fig.2 , the data set to be modelechént
reorganized into the observation matrix
X = [X1, 00, Xy o, X1 ]

)
A. A brief review of copulas

Copulas have become a popular multivariate modeting
in many fields such as finance, biomedical studas
hydrological modeling, where multivariate dependeig of
interest [42]-[44]. The concept of copula relies ¢me
desirable property of separating the study of mmelgi
distributions from that of dependence. Indeed,dbgendence
between components is entirely embedded in thelappa it
provides a simple description of the dependencectsire
independently of the marginals.

This section recalls a few basic definitions thatl Wwe

In this section we establish stochastic multivariatuseful for the remainder of the paper. For a rigsro

modeling. Two families of Gaussian copula-basedinvariate
PDFs are considered, incorporating the
dependency while keeping a good fit to marginairitistions.

mathematical presentation of the concept of copsias [45].

intrasubbark copulaC is a joint cumulative distribution function (CDF)

defined on thel-dimensional unit cubg,1]¢ such that every

As mentioned above, independency between subbamdsmarginal is uniform orj0,1]. The fact that the copula can be

orientations and scales is assumed while
dependences are exploited. The proposed
characterizes statistical interactions within
neighborhoods.

intrasubbavery useful for representing multivariate distribas with
approadfpitrary marginals comes from the following resiBklar's
locatheorem [46] states that giverdalimensional random vector

X = (x4, ..., x4)" with continuous marginal CDFBE;, ..., Fy,
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X1,1 Xl'r e XL
X=

Xd,1 e Xy o Xg

Observation matrix (data set)

Fig. 2. Intraband multivariate modeling schema

there exists a unique copulauch that
F(xq, oo, %q) = C(F(x1), o, Fa(x2)) V x = (%, ..., x4) € RY

hyperparameters of the Gaussian Copula-based idtie
model to be estimated afle= {n, £} whereX is the covariance

Conversely, ifC is a copula and, ..., F, are CDFs then the Matrix of a Gaussian distribution.

function defined byC(F, (x), ..., F4(x4)) is a joint CDF with
marginalsF,, ..., F;. Moreover if the functior€ is continuou
and differentiable, then the copula density is gilg

94 C(uq, ..., ugq)

The ML estimator of the hyperparameters associtatetie
s Joint PDFf(¥;0) is given by

L
6={n2}= argmaleogl_[f(ﬁ'c’r; 0)
)
r=1

c(Uy, .., ug) = (8) . = .

Ouy ... 0uy It has been shown in [48] that the marginal paranset
In this case, the joint probability density functiof X can be % = (4, ...,fg) could be estimated separately from the
written as covariance matrixz. This leads to a simple procedure to
estimate the full set of unknown hyperparameters:

d
fOxy, e, xg) = c(Fy(xy), ---.Fd(xd))l_[fi(xi) 9 1. (n,..,my) are estimated by using the ML estimator of
i=1

marginals independently:
where f;,i = 1,...,d are the marginal PDFs. Thus, a joint

multivariate PDF is uniquely defined given margirRDFs
and copula density.

Several copula families were previously proposethsas o

elliptic copulas, Student t copula or Archimedearpulas
which differ in their dependence representationr. fexture
modeling, previous works have highlighted the keer
played by the linear dependence, i.e. the coroglafThus, in
our work, among elliptic sub-family of copulas, wensider
the Gaussian Copula [47] for three reasons:

* Gaussian Copula-based multivariate PDFs are gttirfi
to the statistics of wavelet coefficient subbandbey
accurately capture both the marginal and
distributions of wavelet subband coefficients.

* Related hyperparameters can be easily estimated) usi

ML-based estimator (see sub-sections C and D).
* The existence of a closed form of KLD and consetijyen

of JD between Gaussian Copula-based multivariateésPD

(see sub-section E).

The Gaussian Copula is of practical interest sihcan be
easily implemented and its dependence structurstustive,
based on the usual correlation coefficients. TheisGian
Copula density is expressed by re-writing the matiate
normal density in the form of equation given by é8)follows

b o1 -
y (22 Dy (10

c(Uq, oy Ug) = BEE exp

where jt = (y4, ..., y4) stands for the transpose of vecfor Weé Ppropose
generalized Gaussian (GC-MGG) and the Gaussian I&opu

which is a vector of normal scores such that ¢~1(u;),

joint

L
f; = arg rr}]qxlogl_[ﬁ(xz,ri m:)
: r=1

Each observation J_c’r=(x1'r,...,xd'r)t from the
observation matrixX (7) is transformed toj, =

Oas oY) BY yir = &7 (FQrim)) 7= 1,01

and i=1,..,d. The transformed data set is then
reorganized into a matrixg = [y, ...,¥,] containing
realizations of a Gaussian vectpr= (yy, ..., v4)t. This
transformation is aGaussianizationprocedure of the
subband. TheGaussianizedsubband is considered as a
realization of a Gaussian vectdf. An example of
subbandGaussianizationis illustrated in Fig. 3; each
neighborhoodx, in the initial subband (a) is transformed
to ¥, which is an observation of a random Gaussian
vectorY. Hence, the subband resulted (b) is a realization
of this Gaussian vector and so callgdussianized

Finally, the ML estimate foE is the sample correlation
matrix of Gaussian observatio#s ..., y,:

L
§=12f)7t=166t
L& L

r=1

Since generalized Gaussian and Weibull distribstioere

successfully used to represent marginal distrilmgticof
wavelet coefficients and their magnitude respebtiy2], [9],

the Gaussian Copula-based Multivariate

and ¢ for the CDF of the normalized Gaussian distributiobased Multivariate Weibull (GC-MWblI) distributiongor
N(0,1). The matrix/ is thed-dimensional identity matrix and modeling the joint PDF of subband coefficients beit

¥ is the covariance matrix with ones in the diagonal

B. Gaussian Copula-based multivariate modeling estionat

Letn = (14, ...,n4) be the set of marginal parameters. The

magnitude.
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C. Gaussian Copula-based Multivariate generalized
Gaussian distribution GC-MGG

Using Gaussian Copula density, we define the GC-MGC(

probability density function by

1 —E-Dy
foc-woa (% 0) = Tz exp yi( _ )y
&l (11)
(20{1“(1//3)) b ;( )
VX = (xq,..,%5) € R?

wheref = (a,,Z) denotes the hyperparameters get; 0,
B > 0 are the scale and the shape parameter respectvisly
the covariance matrix of the Gaussian vegiodefined by
= ¢_1(F(xi; a,[)’)).
¢ is the CDF of the normal distributiov(0,1) and
Flsa,p) = {0.5 (1+v(/@)P,1/p)) t=0
1-F(-t)t<0
Gaussian CDF, wherg(z) = f°° e tt?"1dt is the Gamma

function and y(y,z) = - y e tt?"1dt is the incomplete

I'(z)
Gamma functiorf49].
Note that the definition of GC-MGG (11) includeseth
particular case of the multivariate Gaussian dgrfsit § = 2
and of the generalized Gaussian density when1.
The ML estimate of marginal parameter can be foford
example in [2] or [50]. By construction, due to thse of a
sliding overlapping window to construct the obsépora

is the generalized

matrix X (7), all the marginals have the same parameters

(@, B). Hence, we can use any observatipr: (x; 1, ..., x; )
which contains all the coefficients of a waveleblsand to
estimate(a, ).

Fig. 4 and Fig.5 show examples of bivariate andhtrate

6

Initial subband

Gaussianized subband

Fig. 3. The transformed subband (b) is obtainedhfthe initial one (a)

by Gaussianizationin order to estimate Gaussian Copula covariance
matrix

wheref = (a, b,X) denotes the hyperparameters set; 0,
b > 0 are the shape and scale parameter respecti/édythe
covariance matrix of the Gaussian vediovector defined by
u; = ¢ Y(F(x;ab)). ¢ is the CDF of the normal
distributionN (0,1) andF(t;a,b) = 1 — e~ ®»* v ¢ > 0.

The ML estimator ofa, b) can be found in [8] or [50] anxi
is estimated as indicated in part B.

E. Similarity Measurement between Gaussian Copula
Based Multivariate Models
In this work, the similarity between two imagesrisasured

by comparing the sets of texture features extradtech
wavelet decomposition.
multivariate models (GC-MGG and GC-MWhbI) to repmetse
multidimensional histograms of subbands coeffigemt their
magnitude.
{f(f: 01) = c(Fy(x1), .., Fa(xa)) TT= 1 fi(x:)

g(%;6;) = C(G1(x1) . Gd(xd)) H;:l gi(x)
we noteg, = {(nil),. ,ny)),zl} and 6, = {(niz),.
the hyperparameters ffandg respectively.

.7)((12)) 22}

We use Gaussian Copula-based

Given two Gaussian Copula-based multivariate models

empirical PDFs of intraband wavelet coefficientsnpared to We measure the similarity using JD which is the iswtrized
the estimated GC-MGG densities. When empirical tjoinversion of KLD. In order to compute (f(%; 8,)|lg(%; 6,))
densities exhibit a striking non-Gaussian behavioe, fitted we first derive the general formula for KLD betwe&mo

GC-MGG densities can characterize this behavioe fith are
quite good and support the use of Gaussian Comdaeb
densities for modeling wavelet coefficients. Thidtcolumn

(Fig. 4) corresponds to a special case. The twfficents are
Gaussian and decorrelated as shown by the empiPbD&

(dotted contours are nearly circular); this behavis

confirmed by the hyperparameters of the fitted GG® the

shape parameter is near 2 which characterizes &staau
marginal and the covariance matrix is close to ittentity

matrix which implies independence.

D. Gaussian Copula-based Multivariate Weibull

distribution GC-MWbI

To model the magnitude of wavelet coefficients vedirte
the GC-MWhbI in order to generalize the novel uniztr
model introduced by Kwitt and Uhl in [8], [9]. THeC-MWhbI
probability density function is given by

i _GtE - D
fec-mwpi(%;0) = 5172 exp 2
d
I ! i (12)
X (b) pdla—1 eXp_Z (Z)
=1
VX = (x1,...,xg) € (R)4

Gaussian Copula-based multivariate models given(fais
more details, please see the Appendix)

KLD(f (%; 0,119 (%; 62)) = f f f(E 6 logl it

Z’“D fiin®) o (eim®))

f(l 1)d

g(%;6,)

(13)
+05 (tr(Zz 13.) + log :22: d>
Hence, the closed form of JD is
JD(f (% 009 (%; 62)) = KLD(f (%; 0l g(%; 6))
] +KLD(g(%; 8)If (%; 61))
_ (D @)
= 70 s eint®) o en'®) ”

+ 0.5(tr(22'121) + tr(z;lzz)) -
Finally, to measure similarity between two imadesand/,
represented respectively by a hyperparameters etgdn

6, ={6,..,60°} ande, = {6,..,6}, the total distance is
the sum of JD between all wavelet subbands sigesitur

(1) = Y p(f (%6(°) |9 (%:6))
k=1
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Fig. 4. Wavelet subband coefficient bivariate empirPDF (dotted lines) fitted with a (-MGG density (solid lines). First row: four textumages from VisTe
database. Second row: the neighborhood geometrsideyed to estimate the bivariate empirical PDF &@-MGG density. Third row: the fitting of the bivaré
empirical PDF with a GBAGG density in a 3D view. Fourth row: the fittin§the bivariate empical PDF with a GAMGG density in a 2D view using isolines. Fi
row: the hyperparameters of the estimatedNBGG density. The wavelet subbands considered are Ifeft to right horizontal, diagon diagonal, and horizontal at t
first scale using Daubechies’ filter ‘db4’.
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Fig. 5. Wavelet subband coefficient trivariampirical PDF (green surfaces) fitted with a-MGG density (red surfaces). First row: the neighbod geometr
considered to estimate the trivariate empirical RDE G(-MGG density. Second to Fourth row: the fitting loé trivariate empirical PDF wi a GCMGG density in
3D view using isosurfaces. The images, subbandswarelet filter used are the same as in Fi
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In the case of the two proposed multivariate mo@IsMGG
and GC-MWhl, the JDs between two joint PDFs are

ID(fec-mee (% a1, Br, 2N Goc—mee (K @z, B2, Z2))

4 (g)ﬁzr(%) 1 (g)ﬁlr(ﬁlﬁtl) 1

a/ T (1/[31) B1 " &/ T (1/82) B2/ (15)
+0.5(tr(22'121) + tr(z;lzz)) —d
and
ID(foc—mwui(%; ag, by, 2O ggc—mwni (%5 az, bz, Z3))
a by\?2 a b\
= d<l‘(i+ 1) (b—:) + r(£+ 1) (b—j)
(16)

b
+(al—a2)ln(—1)+y(a—2+a—1—2)—2)
bz a

a 2

+0.5(tr(s315y) + tr(37'5,)) - d

Textures (ALOT) [53], and 476 texture classes fribm
novel texture image database Salzburg Texturesx|STe
[54] are considered. In the case of ALOT database,
select the grayscale version under the C1L1 capture
condition. The STex database consists of true color
texture images, hence we transform all images to
grayscale ones. As f&B1 andEB2 Each image class is
split into 16 non-overlapping subimages and twadar
test databases of 4000 and 7616 images are created.

We employed the orthogonal wavelet transform (OWT)
with Daubechies’ filters (db4 and db5) [55] and the
Kinkgsbury's Q-Shift (14,14)-tap filters in combiian with
(13,19)-tap near-orthogonal filters for Dual Tre®n@lex
Wavelet Transform (DT-CWT) [56]. We consider a sgua
neighborhood of size 2x2 to construct observati@trices of
intraband coefficients. Although we could considegger
neighborhood, it does not make relevant differenaes

where y = —¥(1) = 0.57721 denotes Euler-Mascheroni &ccuracy retrieval as we will show at the sub-seck of this

constant.

IV. EXPERIMENTALRESULTS

A. Experimental Setting
In this section experiments are conducted to etaltize

part. A maximum of three scales of decompositionhissen.
Our experiments agree with [2] that the size of shaallest
subband resulting from a transform should be mdrant
16x16 to assure the consistency of PDF hyperpammet
estimation.

For similarity measurement, JD is used which is the

performance of multivariate modeling in retrievedrhework  symmetrized version of KLD. The closed form of KLEs
using wavelet transforms. A comparison is made eetwthe GG and Wbl are derived in [2] and [8] respectively.the
proposed Gaussian Copula-based models (GC-MGG &hd Gase of MGmix no closed form expression of KLD &xiso
MWhbl), and previous works including the univariatedels the variational method introduced in [31] as an |yt
presented in [2], [9] (GG and WhbI) and, Mixture Gsian approximation to KLD for MGmix models is considered
model (MGMix) of [27]-[29], multivariate GaussiarMQ) In each retrieval experiment a query image is amg foom
model used by [20] and the Multivariate generali@alissian the test database of si2¢. The relevant images for each
(MGG) model introduced in [32]. query are the others 15 subimages obtained fromssinee
In our simulations, three experimental benchmarks ajmage class. The number of correctly retrieved iesag
considered to evaluate the retrieval performance: (relevant images for a query image) is determinadray the
< EBL 40 grayscale texture classes from the MIT Visiolx retrieved ones, in this cadé represents the size of the
Texture Database (VisTex) [51] are addressed. Thifiery. In our experimentd]; = 15 is the number of relevant

experimental setup is conventional and thus iselgrg sybimages in each class. For a query images ) be the

used in the literature devoted to texture imageenl
issue [2], [9], [35]. From each of these texturages of

number of correctly retrieved images among kheetrieved
ones. The quantitative evaluation consists in cdmguthe

size 512x512 pixels, 16 non-overlapping subimaggf ee measurements [57]:

(128x128 pixels) are created in order to form 1@sas
of each texture class. A test database of 640 rextu
images is then obtained.

« EB2 from the entire Brodatz texture album [52Y,
texture classes are randomly selected, successity
an increase value foN with (N = 10,15,20,25,30,35,
40). For a fixed value oN, we take 25 random subsets of
N texture classes from the album. In a random sapset
each of theN texture images of size 640x640 pixels is
then divided into sixteen 160x160 non-overlapping
subimages creating a test databaseNot 16 texture
samples. In summary, the second benchmark is cadpos
of 25 x 7 = 175 random test databases of different sizes
N, =N x 16 (N =10,15,20,25,30,35,40) while the
classic one is composed from one test databasel®f 6
samples.

« EB3 250 texture classes from Amsterdam Library of

The retrieval recall with respect to a queryis the ratio
of the number of relevant images retrieved overtthtal
number of relevant images in the database for the
respective query. The average retrieval recall hient
given for K = 1...N, by

number of relevant images retrieved
R(K) = mean( )

number of relevant images
N
gt ng(K)

N; X Ng
The retrieval precision with respect to a queryis the
ratio of the number of relevant images retrievedrahe
number of total retrieved images. The average enedtfi
precision is then given fd¢ = 1 ... N, by
number of relevant images retrieved)

P(K) = mean(

=V g (K)
N, xK

number of retrieved images
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« The average retrieval rate (ARR) TABLE |
N¢ AVERAGE RETRIEVAL RATES(%) IN THE TOP16 MATCHES USING
ARR = ZQ=1nq(NR) ORTHOGONAL WAVELET TRANSFORM WITHDAUBECHIES FILTER db4 AND
Nt X NR DUAL TREE COMPLEX WAVELET TRANSFORM Ol\EBl(VISTEX)
In information retrieval literature, thecall/precisioncurve is
commonly used to evalyate the p_e_rformance (_)f ms_{rie Type of Transform—=~——m '\gg-el\liee Wb
systems [58]. A method wittecall/precisioncurve which will T scale
be on above of another is considered better ané suitable. OWT, db4 7052 | 69.37| 79.78 75.81
The ARR is the average retrieval precisi®iNg) after 5 DIT-CWT 72.89| 73.17| 81.66 77.59
retrieving a number of images equal to the numbeelevant SCS\i/ST, dba 642| 7592 | 8194 70,61
images. High values of ARR denote a high retrieats. DT-CWT 7874 | 7963| 8370 82.36
B. Retrieval Performance with EB1: univariate modeds v SSCSI\(;VST, dba 1878| 7827| 8319 8155
Gaussian Copula-based multivariate models DT-CWT 80.3¢ | 82.00 | 843: 84.41
Table | summarizes the ARRs obtained by using GOaVIG 1
and GC-MWhbl over the corresponding univariate mede
and Wbl respectively. We can observe from the Tatiat: 0.8
1) Using Gaussian Copula-based models leads t
improvement in retrieval accuracy. GC-MGG and GC-
MWbI perform better than GG and Wbl by around 6% 506
and 4% respectively. Even though GG and Wbl give §
equivalent performances, GC-MGG is slightly more T 04
efficient and improves retrieval performance by @296 GG
compared to GC-MWhbI. This may be explained by the ool | Wol
fact that GC-MGG modeling fits well the subband ' — GC-MGG
multidimensional histograms and especially in first | GC-MWbI
decomposition level. % 02 04 06 08 1
2) The improvement from one to two scales is more Recall

important for univariate models GG and Wbl (aroGftl) Fig. 6. Recall-Precision curves o&B1 using DT-CWT with 1
than for multivariate models GC-MGG and GC-MWbI decomposition level for GG, Wbl, GC-MGG and GC-MWhbl

(around 3%). As reported in [2] and [9], increasing 100 ‘ ‘
decomposition level does not provide further 95
improvement. In addition, using four decomposition
scales in our case leads to wavelet subbands ef8&
for EB1 and EB3 or 10x10 forEB2 and the estimate of
covariance matrices should not be accurate.

3) There is a slight improvement using DT-CWT beside
OWT (around 2%). This observation is coherent i
results obtained in [8], [9]. This can be explairBdthe
fact that six oriented subbands are provided by@MvT
for each scale while the OWT provides only threenét, 65
the size of signatures for DT-CWT is twofold congxhr
to OWT. However it is interesting to observe tha two 600 30 20 50 60 70 80 90 100
univariate models GG and Wbl are almost equivalen_ _ Number of retrieved images considered _

Fig. 7. Retrieval effectiveness according to thenber of samples retrieved
when one uses the same wavelet transform for bbth bnEB1 using DT-CWT with 1 decomposition level for GG, WBC-MGG
them to extract signatures. In [8], [9] Kwitt andhlU and GC-Mwhbil.
suggest the use of Wbl as an alternative to GGtheg
employ Wbl with DT-CWT while they use GG with

OWT. We emphasize on the fact that models must k%‘Qamples fronEB1 while K = 48, 64, 66 are required in order
used V‘_"th the same transform tools to have a fafB retrieve the same percentage using GC-MWbl, 6&Valbl
comparison of performance. respectively. Using GC-MGG and GC-MWbI models, 9686

d'f'f:Ig' 6 d(—()jp|lcts thherecaII/pIreC|S|on curr\:es for thg fo‘ér relevant samples can be obtained when we retri@Geohes
ifferent models. These results support the remaristione while the ARR still not reach this level of percage for the

aboye: the two univariate models,' i.,e. GG and Wik two univariate models, i.e. GG and Whl.
equivalent while the use of Gaussian Copula-basedefa
GC-MGG and GC-MWhbI improve significantly the retrag
accuracy. Fig. 7 compares the ARRs as a functioa gdiery
size K. This plot leads to a receiver operating charatter

)
85
8011

7507

Average retrieval rate (%)

(ROC) curves for each model. We can observe thanwh

K =42 GC-MGG approach retrieves 90% of relevant texture
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TABLE Il
AVERAGE RETRIEVAL RATES(%) ACCORDING TO THE NUMBER OF CLASSES CONSIDERED USSN'WO LEVELS ORTHOGONAL WAVELET TRANSFORM WITHDAUBECHIES
FILTER db4 AND DUAL TREE COMPLEX WAVELET TRANSFORM ONEB2

Number of classes GG GC-MGG Improve Whl GC-MWhbI Improve
OWT, db4
40 71.39 79.16 7.77 71.49 77.29 5.80
35 72.75 80.64 7.89 72.86 79.00 6.14
30 73.62 81.29 7.67 73.74 79.41 5.68
25 74.82 81.88 7.06 74.91 80.62 5.71
20 77.51 84.23 6.72 77.60 82.80 5.21
15 81.60 87.41 5.81 81.60 86.04 4.44
10 81.83 86.91 5.08 81.85 85.50 3.65
Mean=6.86 Mean=5.23
DT-CWT
40 72.51 79.69 7.18 72.62 77.95 5.33
35 73.94 81.24 7.3 74.05 79.89 5.84
30 74.59 81.84 7.25 74.90 80.15 5.25
25 75.77 82.46 6.69 76.22 81.29 5.07
20 78.23 84.50 6.27 78.40 83.39 4.99
15 82.48 87.63 5.15 82.86 86.67 3.81
10 82.16 86.99 4.83 82.40 85.80 3.40
Mean=6.38 Mean=4.81
TABLE 11l
AVERAGE RETRIEVAL RATES(%) IN THE TOP16 MATCHES USING ORTHOGONAL WAVELET TRANSFORM WITHDAUBECHIES FILTER db4 ON LARGE DATABASES OFEB3
STex ALOT
GG GC-MGG Whl GC-MWhl GG GC-MGG Whl GC-MWblI
1 scale
OWT,db4 31.64 43.91 31.05 37.60 23.68 30.02 23.42 27.01
DT-CWT 34.82 46.42 34.18 40.44 23.86 30.58 23.28 27.69
2 scales
OWT,db4 40.70 50.11 40.18 44.70 31.99 36.44 31.55 34.52
DT-CWT 44.97 53.34 45.38 49.78 33.38 38.20 33.56 37.68
3 scales
OWT,db4 45.89 53.81 45.69 50.11 37.86 41.86 37.39 40.14
DT-CWT 50.7% 57.2¢ 51.8i 55.3¢ 39.3% 43.0¢ 40.01 43.2¢

C. Retrieval Performance with EB2: univariate models v 2 it was shown in [59]’ but this is beyond thepscof our
work where we are interested only in texture canteh

Gaussian Copula-based multivariate models .
grayscale images.

The benchmarleB2 is random and is thus more objective
than the conventiondB1 to provide additional justification E. Retrieval Performance with EB1: other multivariate
to use Gaussian Copula-based models. Table Il suzesa models vs Gaussian Copula-based multivariate models
the ARRs using different numbers of classes for finer Here, the performance of the proposed Gaussian |&opu
compared models. We can observe an important inegpnent based models and three others multivariate modeds a
in retrieval rates for all the numbers of classeaadomly compared: multivariate Gaussian (MG), Multivariate
selected when Gaussian Copula-based models are Tised generalized Gaussian (MGG) and multivariate Ganssia
improvement is around 6% for GG versus GC-MGG anthixture (MGmix). We use theGaussianization method
about 4% from Wbl to GC-MWhbI. Thus, we can concldlol® described in [20] to obtailGaussianizedwavelet subbands
univariate models GG and Wbl are almost equivalehife and hence we can model wavelet coefficients with iM&el.
using Gaussian Copula-based models GC-MGG and GThe KLD and as a consequence the JD between MG Isode
MWhbl increase significantly the retrieval rates. are widely used in literature, they can be foundifistance in
[60]. Approximated Rao geodesic distance is used as
similarity measure between MGG distributions [3d]he
databases MGmix model is fitted with 2, 3 and 4 componentingshe
conventional Expectation maximization (EM) algonith

q IanabIe Sll'll' we s;rr;\rln_gr_irze_rtr:]e é‘g?ﬂ(‘;oé thed t\g% Wﬁ itial component parameters are randomly choseth the
atabases ex-an - 'he J an ) M algorithm is stopped after convergence or aftéo

moge:s S’\TOW ‘3?6}'” hlg?[L]erArSthlevatl)trgteZ thans_segl_\g?_l iterations. A small regularization number= 10~5 is added to
mo eso. ever eeis, € ARRS obtained on the diagonal of covariance matrices to make thesitipe-
(57.24% and 43.25% respectively) are unsatisfactbhese definite. There is no closed form for KLD and JDtvbeen
results are not really surprising; especially fdre$ database MGmix models but we can use an analytic approxionatis
for which the color features appear very discrimires shown mentioned in [27]. We have chosen the variationathod to

in the work of Kwitt et al. [32]. We point out thate can compute JD between MGmix models, because among all

improve retrleyal rate§ for th.e.se databases .'f ale tinto methods introduced in [31] it is the one which k&dlthe best
account color information additionally to spatiapé&ndency retrieval rates

D. Retrieval Performance with EB3: univariate modeds v
Gaussian Copula-based multivariate models on large
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Fig. 8. Recall-Precision curves &B1using OWT, db5 with 3 decompositionFig. 9. Retrieval effectiveness according to thenber of samples retrieved on
levels for multivariate models. EB1lusing OWT, db5 with 3 decomposition levels for tiuariate models.

TABLE IV
AVERAGE RETRIEVAL RATES(%) FOR MULTIVARIATE MODELS IN THE TOP16 MATCHES USING ORTHOGONAL WAVELET TRANSFORM WITHDAUBECHIES FILTERAD5 AND

DUAL TREE COMPLEX WAVELET TRANSFORM WITHEBL

Type of Transform MG _ MGmix _ MGG GC-MGG | GC-Mwbl
nc=2 nc=3 nc=4
1 scale
OWT, db5 62.38 71.79 73.12 75.18 64.16 79.57 75.18
DT-CWT 65.71 78.19 79.90 80.05 71.51 81.66 77.59
2 scales
OWT, db5 70.17 78.30 79.53 79.97 71.56 82.05 80.08
DT-CWT 71.27 81.77 83.41 83.24 75.25 83.70 82.36
3 scales
OWT, db5 73.74 81.06 81.41 80.07 75.06 83.31 81.75
DT-CWT 74.59 83.82 84.04 83.07 78.08 84.33 84.41

Table IV summarizes the ARRs resulting from the ake
the compared multivariate models on the conventi@ial
with OWT combined to Daubechies’ filter db5 and CWT.
As we can see, on the one hand, the proposed GC-BI@&G

F. Dimensionality trade-off

We studied the effect of the neighborhood size Hrel
number of decomposition levels on retrieval accurad/e

GC-MWhI in most cases outperform MG, MGG and MGmixempared the ARRs using GC-MGG and MGmix model Th

models. We remark that as for the previous experimehere
is an improvement in retrieval accuracy for all ralsdwhen
we add scales for wavelet decomposition. On theradtiand,
the best results are always obtained with DT-CWihngared
to OWT. We note that adding mixture componentsM@mix
model does not improve significantly retrieval satehile it
turns down the computation efficiency especiallydimnilarity
measure. For this reason, taking 2 or 3 comporisrasgood

results are reported in Table V. We observe tha th
performance decreases for both models when usiscakes.
This substantiates the claim of Do and Vetterli {@] use
subbands with sufficient sizes to estimate modehmpaters.
For instance, oftB1 considering 128x128 images, the use of
4 scales leads to subbands with a smallest sizen@éh is
insufficient to estimate parameters regardlesshef model
used. With neighborhood of 4x4 dimension it is @ that

trade-off for MGmix model to achieve competitivethe estimation of covariance matrices of 16x16 sigiag data

performance while respecting the constraint of cating
time. We note that, although using computationathynplex

set of length 256 from a subband of size 16x16 Wwél
inconsistent. Hence, the ARRs decrease when paBsimg2

Gaussianization procedure of [20] to obtain Gaussiani© 3 Scales with neighborhood size bigger than 3x3.
subbands in order to exploit MG model, the retrievadnfortunately it is difficult to provide analyticelationship

performance of MG model is less than these of urdta
models. We point out that even if MGG model hasieaad
good performance when it was used with color textorages
[32], its discrimination power decreases when iensployed
to model only the spatial dependency of waveleffments
from grayscale texture images.

The same conclusions can be obtained frecall/precision
curves (Fig. 8). Finally, ROC curves provide an iaddal
justification of the improvement in retrieval framerk using
Gaussian Copula-based models (Fig. 9). For exampbes
GC-MGG we need to use queries of size 28 to re&¢h 6f
relevant samples while we must retrieve 30, 36@&hidnages
to reach the same percentage with MGmix, GC-MWhH a
MGG models respectively.

between neighborhood size (notéih Fig. 2) and the data set
length (noted. in Fig. 2) to have effective estimation neither
for Gaussian Copula-based models nor for MGmix. Elav,
data set must be large enough>¥ d) to properly estimate the
model hyperparameters. We further observe thagxpansion

of neighborhood size does not significantly improe&ieval
performance while this increase the JD computationa
complexity which depends on the dimensibras it will be
seen at the end of next part (Eq 17).

G. Computational Complexity

These experiments have been implemented in a Matlab
R2011b environment on a Core 2 Duo (2.66 Ghz) P@ @i
GB of memory for tests o&BB1 and EB2 and on a Core i7
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TABLE V
AVERAGE RETRIEVAL RATES(%) USING DIFFERENT NEIGHBORHOOD SIZES AT DIFFERENT DBMPOSITION LEVELS WITHDAUBECHIES FILTERdb4 ONEB1
1 scale 2 scales 3 scales 4 scales
Smallest subband size 64x64 32x32 16x16 8x8
neighborhood size | MGmix, nc£3GC-MGG |MGmix, nc=3 GC-MGG | MGmix, nc=3 GC-MGG | MGmix, nc=3 GC-MGG

2x2 76.18 79.78 80.58 81.94 81.63 83.19 76.75 80.43
2x3 76.39 81.77 80.65 83.46 81.10 83.83 76.62 79.99
3x2 76.15 81.58 80.14 83.29 80.66 83.87 77.28 80.10
3x3 77.19 82.66 80.66 84.31 81.21 83.72 76.28 78.29
Ax4 75.98 82.46 78.54 84.29 78.68 82.45 68.63 73.07
5x5 74.69 81.50 76.95 83.48 76.63 80.49

TABLE VI

COMPUTATIONAL COST(IN SECONDS OF SIGNATURE EXTRACTION(OF AN 128¢128IMAGE) AND SIMILARITY MEASUREMENT (OF A QUERY IMAGE TO640
CANDIDATES IN EBJ) USING3 LEVELS OWT WITHDAUBECHIES FILTERdI5

Models GG Whl GC-MGG GC-MWhl __MGmix MGG
nc=2 | nc=3| nc=4
Signature runtime 0.06 0.03 0.15 0.06 0.44 Q.9 1.7 1.1
L . JD ML JD ML
Similarity runtime 0.15 0.17 55 19 55 128 4.9 9.1 15.5 8.7

(2.93 Ghz) with 8 GB for tests oBB3 The comparative function of N,, L and d. The computation of functions
computational runtime is summarized in Table VI.&dract involved (product, summatiotn (), exp(*), ("), ¥(*), ¢ 1,

a signature of a 128x128 image, the runtime istless 1s for y(.,.), etc.) depends on the implementation (Matlab, @/C+
all compared models except for MGmix with more th&n etc.) and on machine configuration (processor, nmgnic.).
components and for MGG. Almost twofold time is regqd to  We propose to analyze the computational compleagya
compute GC-MGG signature compared to GG signature function of N,, L andd, so all involved numerical functions
GC-MWbl compared to Whl, while 3 components MGmisda have complexity0(1) (they do not depend oM., L andd).
MGG require a computation time multiplied by 6 camgd to  We tried to perform the same optimization describe¢36]
GC-MGG. For example, the computational time to inB81 consisting of precomputing of matrix inversions or
is about 96 seconds when GC-MGG is used where& itdeterminants when image database is indexing.

about 9 minutes for MGmix with 3 components. Iretrieval Using JD between the query imafyeand theN, candidate
system the complexity of similarity measuremenciiscial. images which are indexed using GC-MGG model, reguir
The use of Gaussian Copula-based models needsmbs$ tifirst the estimation of hyperparameters to modek th
more runtime to measure similarity than the userobariate  ghservation matrix of,. The estimate of marginal parameters
models, but it stays applicable even in case gfelalatabases. (a, ) using ML estimator has a complexity 6fL); it does

For example, using GCMGG or GC-MWhl requires_oﬁ]ﬁ not depend neither oN, nor ond. Then, we transform the
seconds to measure similarity between a 128x128eénaand observation matrix X into Gaussian realizationsG =

all the c«’;rl1d|dat$|magf]es n ;e?t Satabaietr(])'f siﬁ.e/\ﬁ\;;%s & [$1,...7.] (as described in section IlI-B). This
rebasona t?] ;u?hlme or "’; I\/?La r_;\s«_el O’t tl)stsme. Gi er Gaussianizatiorprocedure has the complexi®(d x L). At
observe that the use o simiiarity between  (EIsS last, the estimate of using Gaussian realizatiors has a
Copula-based models has a high computational cotityple complexity 0(d? x L), and 0(d?) is the complexity to
compared to the use of JD. If we use GC-MGG with afid P y_1 . ' : ne compiexity
calculateZ™" using Gaussian-Jordan elimination. The whole

1/8 subsampling to reduce data set, 19 secondseded to complexity to estimate the hyperparameters of thery

compute likelihood similarity between a query imagel the | . 2 3 .
640 candidate images, while only 2.5 seconds ayeined if Image 'SO((d +d+ 1). xL +d, ) The next Ste? ',S t(,) use
we use JD as similarity measure. According to #wmilts of the closed form of JD in equation (15) to computeilarity.
computational time, we note a relevant increaseetrieval | NiS closed form does not dependgrunlike ML similarity,
accuracy using GC-MGG or GC-MWbI while keeping thee it is mglependent from the observation matr&k The
of these models tractable as in the case of umitearnodels complexity of the JD depends only dnbecause the
GG and Wb, and this is not the case when the saouels covariance matrices of candidate images and thearse are
are used with ML similarity measure. already precomputed. So, its complexity is the demity of
We propose to analyze the computational codyvo matrix multiplications and two trace functiomgich is
corresponding to the use of JD compared to theofisél as  0(2(d® + d)). Then, the complexity of the use of JD closed
similarity measurement to retrieve images indexeidgiGC- form to measure similarity betwedp and theN; candidate
MGG model. We consider a wavelet subband of a queimages of the database has complegitg(d® + d) x N,).
image I, presented by observation matrk= [xy,...,X;] Finally, the overall complexity including estimaticof the
wherex, = (x1 Xy r)t’ r=1,..,L andd = p x q is the hyperparameters of the query and the use of J[2dlftsm to

dimension of the considering neighborhood. ThE€asure similarity to image database is
computational complexity of the similarity measussn 02(d*+d) x N+ (d* +d+ 1) X L+ d?) 17)
between the query image and thecandidate images is only
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TABLE VIl
AVERAGE RETRIEVAL RATES(%) AND COMPUTATIONAL COST TO MEASURE SIMILARITIES BEWEEN EACH IMAGE INEB1AND THE CANDIDATE IMAGES, USING
DAUBECHIES FILTER db4 AND GC-MGGMODEL WITH JD ORML AS SIMILARITY MEASURE

GC-MGG with JD GC-MGG with ML, GC-MGG with ML, GC-MGG with ML, GC-MGG with ML,
without subsampling subsampling factor=1/4| subsampling factor=1/8| subsampling factor=1/16
ARR Time ARR Time ARR Time ARR Time ARR Time
1 scale 79.78 ~284s 73.82 ~11h14m 73.9 ~3h36m 773.5 ~1h56m 70.96 50m
2 scales 81.94 ~560 s 76.15 ~14h38m 76.44 ~4h4pm  .2676| ~2h42m 73.63 ~1h35m
3 scales 83.19 ~835s 77.27 ~15h4Qm 77.68 ~5hlgm  .4377| ~3h10m 75.14 ~2h2m

ML similarity measurement requires evaluating tlog-1 Furthermore, for such multivariate models, we hdeeved
likelihood of all vector samplest,...,%;, under all N, the closed forms of Kullback-Leibler addffreydivergence in
candidate models in the database. Consideringxheegsion order to derive efficient similarity measurement fiodexing
of the GC-MGG PDF in equation (11), the computatlon or classification applications. In the retrieval ntext,
complexity of ML measurement for each candidate ehodexperimental results performed on distinct databakew that
consists of: the proposed models GC-MGG and GC-MWbI provide
« 0(d x L) for the Gaussianizatiorprocedure to obtain the significant improvement of performance comparedttte-of-

transformed vectorsy,,..,y, using the marginal the-art methods.

parameters of the candidate model. We conclude that the combined use of Gaussian @epul
. O((dz +d) x L) for calculating _yit(z—l — Dy, i= based modeling andeffreydivergence as similarity measure,
1,..,L. improves retrieval performance compared to univaria

F; modeling or the multivariate models MGmix and MG@Be

e 0(dxL)for calculatmg—Z ('x”l) ,i=1,..,L. can extend the proposed approach for texture segiem

and future research includes derivation of Bayesiavelet
estimator for image denoising using Gaussian Cepatzed
models.

The overall computational complexity of ML measuesrn
between the query image and A}l candidate models in the
database is then

0((3d +d*) X L x N,) (18) ACKNOWLEDGMENT
We remark that ML measurement is more computatipnal The authors like to think Dr. Nick Kingsbury forquiding the
demanding than the use of the JD closed form. kample, MATLAB code to the DT-CWT and Dr. Geert Verdoolaeige his
with a neighborhood of sizé = 2 x 2 = 4, and a subband of code to estimate MGG distributions. The full MATLA&de for our
sizeL = 64 x 64 = 4096, to measure a similarity of a queryWOfk is available under http://sites.google.cora/siblasmar/demo.
image to N, =1000 candidates, we need 114688000 APPENDIX
operatlons usmg. ML, while only 222080_ operatiors 'The KLD between two Gaussian Copula-based mulavariensities
required when using JD closed form. Even if the bemof £(%6,) andg(%; 6,) is given by (14).
coefficients L can be reduced by a factor @fn using e have
uniform subsamphng as mentlont_ed in [36], the ML _ut(zl ~ 1) (1)
measurement stil has a considerable computational f(%6,) = iz |1/2 exp Hﬁ XM )
complexityO((3d + d?) x L/n x N,). o
We repeated experiments BB1 using different subsampling W"€'¢ ¢ {(”1 1Tl ) 21} and ' = (uy, o, ua),
factor (L/4, 1/8 and 1/16) to compare the computationaly; =¢‘1(Fl- (xi;r]i ))I, =1,..,d.
time of using JD or ML as similarity measure in Mat 1 S5l g d
environment. We observe that the use of JD is bynfare g(%;6,) = exp A C )Vﬂgi (xi:m-(z))
lightweight than the use of ML. We further obsethat the 12|
use of JD outperforms the use of ML similarity &rrh of where 6, {(niz),. ,nff)), } and = (v, .., 1),

C:?IQ)R even if all data set is used without subsangpl(ifiable v = ¢-1(Gi (xi;fh- ))l =1..d
Hence,
V. CONCLUSIONS KLD(F(F: 8119 (R 6,)) = f&Eo)
00llgG02) = [ . [ 60 tog SEptax =
In this paper, a multivariate stochastic modeliogwavelet |z |1/2

subbands using Gaussian copula has been presented. f ff(x 6,) log % |1/2d
Extending previous works, we provide two sub-models at(z, 7t - 1)
depending on the marginal density definition: Galized - J-ff(x 6,) dx

Gaussian or Weibull. The advantage of using Ganssia 52,7 =13
Copula-based models over the existing univariasesds that J- f—f(x 61) dx
it enables to incorporate -correlations between Vedave

. . . . . . Hl 1fz(xu7’h ) N
coefficients while keeping a good fit to the maaiin J- J-f(x Hl)log—dx
distributions. Gaussian Copula framework exhibiexibility M1 g: (xu’h )
for modeling a wide variety of multidimensional aat On another hand we have
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AR
f ff(x 01) log |2 |1/2

|2, 1/2
gmxfff(x, 91) dx
DA
PARE

J-...J-wf(i; 6,) ¥

— trace < f f w £ 61)d92’>
= o.5f f trace (@t(2, 7! = 1)if (% 6,) ) d¥
— 0.5 trace ( f f £ 0.)(5, 7 — Nt df)
= 0.5 trace <(21‘1 —1)[ ...ff(a?; 6,)uut d5c’>

b)

(19)

(20)

While [ ... [ f(%;6)uut dx = [ ... [ N(4; 0, Z)uut di = Z,, where

N(u;0,2;) denotes a multivariate Gaussian distribution,

becomes

at(z, = 1u
f ...f%f(f; 0,) dX = 0.5trace ((21'1 - I)Zl)
=0
¢) Inthe same manner of b) we have

N -1 _ N
f...fo(z; 0,) d¥
= 0.5 trace <(22_1 - I)J ...ff(ic’; 91)1717‘(155)

= 0.5 trace ((22_1 - I)Z'l) =0.5 (trace(Z'z_lZ'l) - d)
d)

e
[ re gl)logwdf

Hl lgl (xu 7)(2))

o zogﬁ(“m )d)?
Zf Jr6o 0. (o0

Since
) f'(x-;rl-(l)) ,
f...ff(x; 0,) log mdx
f‘(x‘;n@) N

Then (23) becomes

My fi (xon™)
f ff(x 91) logmdx

ZKLD £ (xin®) |9 (xisn?))

Finally, we sum up (19), (21), (22) and (24) toadbt
KLD(f (% 6)llg(%; 92))

ZKLD fi (xin) || g (xi:0?))

+ 0.5 <tr(22 15) + log :ZZ: d)

(21

(22)

(23

(24
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