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ABSTRACT This kind of representation leads to a simple atéative
approach, defined by a limited set of hyperparamsetaut
This paper deals with texture modeling forthis does not provide a complete statistical dption of
classification or retrieval systems using multigéei the texture images. Indeed, to take into accoumt th
statistical features. The proposed features armetbfby interscale and intrascale statistical dependenoedsieen
the hyperparameters of a copula-based multivariageibband coefficients it is necessary to develotatistical
distribution characterizing the coefficients proedd by multivariate framework. The main problem is thae th
image decomposition in scale and orientation. Aibngs direct multivariate extension of the above model. e
to the multivariate stochastic models, the copatasuseful gGaud or Gamd, are generally not analytically defif6],
to describe pairwise non-linear association in ¢daee of [7], [8]. Thus, alternative models such as sub-Gaums
multivariate non-Gaussian density. In this papere wmodel, alpha-stable, Gaussian scale mixture orratba-
propose the d-variate Gaussian copula associated Gaussian stochastic fields for joint and marginatistics
univariate Gamma densities for modeling the texturdas been studied in previous works [9][2]. Howeveme
Experiments were conducted on the VisTex databasé these models is very reliable due to the high
aiming to compare the recognition rates of the psed computational complexity for estimating hyperpartene
model with the univariate generalized Gaussian ipdde and due to the very high number of associated
univariate Gamma model, and the generalized Gaussiayperparameters.
copula-based multivariate model. In this paper, we focus on the multivariate statdt
modeling using the copulas theory [11], [12], [18Dbpula
Index Terms— Image texture analysis, Informationmodels have become increasingly popular for muitata
retrieval, wavelet decomposition, Gamma distributio modeling in many fields where the multivariate degence
Gaussian copula. is of great interest. Copulas are useful especiilily non-
Gaussian random variables and play an importaet irol
1. INTRODUCTION developing a unified likelihood framework to analyz
For numerous application domains, texture analigsis discrete or continuous stochastic processes. Teloa
used in the workflow of image filtering, classiffmm, tractable multidimensional statistical models basea
segmentation, indexing, and/or synthesis. The nisgime is Gamd or gGaud, we address copula-based multivariate
to provide a unified and well-founded model ofmodel which is able to describe the previous depecigs
homogenous textures. When dealing with statisteeiure and the local structure inside each subband.
modeling, many authors proposed to make use real or The paper is organized as follows. The next section
complex wavelet transform in a multiorientation angrovides the proposed statistical multivariate ni®der
multiscale scheme [1], [2]. This transformation wrhi homogenous texture. A brief review and main prdjase
consists in decomposing an image into a set ohtmékand of copulas is discussed followed by a descriptibrihe
scaled subbands captures the directionality, tHexture features corresponding to the proposed mdade
structuredness, and coarseness of a texture. Qomisthg Section 3, experimental results are given to evalube
approaches based on orientation and scale featpdgto retrieval performance.
work in high-dimensional space. The topic concegrtime
selection of a stochastic model to characterizes thi2. PARAMETRIC TEXTURE MODELLING IN THE
augmented data-space is the main issue discussttsin WAVELET TRANSFORM DOMAIN

paper. ) » 2.1 A brief review of copulas
Several works use marginal densities to charaeteriz A copula is a multivariate cumulative distribution

separately each subband. Subband coefficients @an . - T . .
described by univariate Gaussian (Gaud), genechliz%Bnczlon (caf) defined on the d_dlrr_lens_lonc_all un_ltebe
Gaussian (gGaud) or Gamma (Gamd) densities [3][$4] 0,1] such that every marginal distribution is uniform o



the interval [0,1]. With a help of copula one can easilymultivariate density of thel —dimensional vectoWW with

combine univariate marginals
distribution. Thanks to the Sklar theorem [11], twpula
theory allows us to analyze the dependence stricbér
multivariate distribution separately without stualyi
marginal distributions. Precisely, 1&¢ =[X,,---,X,] be a

d -dimensional random vector with the clif and margins
F,,---,F4. The multivariate cdf is given by

F(x,, % )= P(X, £ %, Xy €%, )., OXOR™ (1)
Then there exists a copu@ such that
F (%% ) = C(Fy (%), Fy (%)) (2)

Conversely, ifC is a copula function andr,---,F, are
cdf, then the function defined in (2) is a jointf adith

margins F,,---,F,. This theorem demonstrates that joinl'm

distribution of a random vector of variables ancke th
associated marginal distribution are necessanyd likg a
copula. Moreover if the functiorC is continuous and
differentiable, then the copula density is given by

- 9°Cluy,-,uy)
du,---0u,

®)

c(uy,+-,u,)

Given that distributionF and copulaC are absolutely
continuous, the joint density functiorf is given as
follows

F O %) = e(Fy0), -+, Fy (g ))n f,(x)

1

“4)

where f; is the density ofX; and c is the density of the

copula C. More details about copula theory can be

consulted in [13].

2.2 Proposed copula-based multivariate models

In this subsection we attempt to introduce a coguala
characterizing simultaneously the marginal distiins,
and the local structure of each subband. For thipgse,

from eachith subband notedw,(mn}} we consider a
(2p+1)x(2q+1) window. We concatenate neighbors’
pixel in a column vectow, of size N =(2p+1)(2q+1) as
follows

Wi:[vvi(m_ p,n_q),...,vvi(m+ p,n+q)T (5)

Under the spatial homogeneity assumption of each®| =

subband, observations &Y, can be obtain by moving the

window across the subband in an overlapping manner.
To describe also the statistical interband depecidenwe
consider the following d-dimensional random vecto

W =W, W, .- Wg ]" where B is the total number of
bands, and each componew,; is the N -dimensional
vector described in (5). Thus, thanks to copula@ggh the

into a multivariated = NB is expressed as in (4).

f (1) =l 0, )] 1) ©
with  u, =F/(«w),--u, =F,(e,), F and f are

respectively the univariate marginal pdf and cdfWf.
Among a wide variety of copulas, we propose a dJanss
copula density defined as follows:

} (7

Tzl
2

being a vector of normal scores such that
(u), and @ is the cdf of the normalized Gaussian
distribution. The matrix| implies the d —dimensional
atrix identity andX' is the correlation matrix..

Note that the multivariate Gaussian pdf is a speciae of
(6) when all margins are univariate Gaussian. la tase
the matrix X' is the Pearson correlation matrix. If the
margins are non-Gaussian, tHg,k)th element of X
represents the linear correlation of two normaleso

(j,1) = corr[o*(F, W,)) @ (F, ()] (8)
where @ is the cdf of normal distributionV(0,1), W, and

W, are respectivelyj th and thek th univariate component

of W . According to the structure of the vect@v , the
correlation matrix 2 is a block matrix structured as

Du0[01)?, c(u, £) = x| exp{

with U
ua=¢*

follows
21 211 ElB
b b :
= :21 '.2 9)
EBl ZB(B—l) EB

where X, is the correlation matrix associated idh
subband and¥;; reflects the spatial crosscorrelation matrix
between thel th and j th subbands. Moreover, since each
band is homogenous, the diagonal matricgs are
structured as a(p+1)x(p+1) block Toeplitz matrices
with Toeplitz blocks as follows

zy z z

z zi :
1 ] 0 Ei (10)
y _ 1

IR S )

Fach submatrixz) is a (g +1)x(q+1) Toeplitz one as



(ko) (k1) f (kj_Q)
5 =|" (lf’l) i (.'f’o) o (k',—l) (11)
f (k, Q) f (k,l) f (k,O)

where the tern; (k,1) is the spatial correlation of the ith
subband at the lagfk,1). Each matrixX; has the same

structure as2’, and contains the spatial crosscorelati
between the th end j th subbands.
As mentioned in the previous section, it is welbkm that

likelihood estimator. In the second stage, thesarpaters
are used to transform the data in the unit hypescaid
involve a maximum likelihood of copula matrix.

If we consider the coefficients of different subtianas
independent, the correlation matrix of the Gaussigpula
is a block diagonal matrix as follows

X 0 0
b :
onX= 2 (15)
: . 0
0 0 X,

a univariate gGaud or Gamd would be a reasonalfeirthermore, the the joint pdf associated to thesitbband

statistical representation in the multi-resolutigpproach.
These univariate models are simple to fit and ckpab
characterizing the first order statistics propertigf the
band coefficients and its magnitudes respectialgws us
to cover Using copula theory, multivariate versioof
these models can be obtained as follows

M ultivariate Gamma model
To model all bands coefficients magnitudes by

multivariate Gamma model we use equation (4) with

Gaussian density copula in (7) and the univariaten®
defined by

e_(b)
b/ (a)
where a >0, is a shape parameter, abd 0 is related to
the scale distribution, and™() is the Gamma function,
defined as follows

OxOR*, f(x,p,60)=x*" (12)

r(z)=fett*dt, 0z>0 (13)
0

M ultivariate Generalized Gaussian M odel
The multivariate dGaud can be obtained using thes&an

is given by
fu (@.1,8) = c (Fi(aa),---,Fi(wn),Ei)Dlfi(@,ei)(16)
where ¢,, is a Gaussian copula density parameterized by

the matrix X, , f' is the univariate marginal pdf of the ith

subband characterized by the parametgrand F' is the

& , the signatures at eachgéem

related cdf. As a result
constitute a vector® which contains the marginal
parameters; and a subset of elements from the mafix

of each band.

Q)

3. EXPREMENTAL RESULTS

To compare the performances of the presented textur
models, we now use the benchmark proposed by 2. et
in the framework of texture retrieval [3]. The retmal
scheme is applied on a set of texture images ciatdiom
the MIT Vision Texture (VisTex [13]) database. Fresich
of these texture images of size 512x512 pixels, 16
subimages of 128x128 pixels are created. A tesibdae of
640 texture images is thus obtained. The objeativeur
experiments is to compare the retrieval performamddhe

copula and the univariate dGaud as marginal. Thgllowing models:

univariate dGaud is given by

B

2ar (V)

where a is a shape parameter, an®l is related to the

scale of the distribution. This marginal modelinigws us
to cover super gaussigff < 2), Gaussian(f=2) and a

sub gaussiari > 2) densities.

~(x/af’

OxOR, f(x,a,8) = (14)

2.3 Parameter s estimation and Featur e extraction

M GamdGC: Multivariate Gamd with Gaussian copula.
MgGaudGC: Multivariate gGaud with Gaussian copula.
UGamd: Univariate Gamd

UgGaud: Univariate gGaud

For this purpose we use the steerable pyramid
decomposition proposed in [2], [3] witNsc = 2 levels and
Nor =6 orientations. The univariate and multivariate
generalized Gaussian models are used to fit ordyréal
part of the steerable pyramid components. For the
univariate approachedGamd and UGaud, the marginal

In a parametric approach, the feature extractiogp stparameters of each band are estimated using the ML

consists of estimating the model parameters.

multivariate copula-based model, the maximum Ihedid
criterion for the model in (4) requires two stagef
estimation methods. The first stage consists immesing
the parameters of marginal distribution by the mmaxn

Feschnique described respectively in [3] and [4]r Each
model the estimated parameters are concatenafedntoa
feature vector

O4cam :[al'bli'“'aB'bB] (7)



Ogcaud :[al;ﬁl;"’vas;ﬂs] (18)

CONCLUSION

where B = Nor x Nsc is the total number of bands. For thdn this paper we have addressed the problem ofiteximage

two multivariate models the feature extractionasried out
using the autocorrelation samples within each maj.
In this experiments, the parametgysand q are fixed such
as p=q=3. Thus, the matrix X, contains only the
following 4x1 vector R =[r,(0,1),r,(10),r. (1L,1),r.(-11)].
Finally, these statistics and the marginal parareateeach
band are concatenated to obtain feature vea®s, vec

and®,cauc as follows
O\igeamicc = [Rl’”" R, v@ueamd] (20)

O\gcaudec = [Rl Ry v@ueaud] (21)
We note that if we use a small window of s3z€3 i.e.

p=qg=1, the number of the extracted features for

multivariate models is given by
N, = Nsc.Nor.p(2q +2) (22)
In order to determine similarity between two imageshe

modeling in a multiorientation and multiscale scleemA
multivariate Gamma model using Gaussian copularipgsed
and its performances are evaluated for texturesifieation. The
experiments results show that the multivariate rhallizen by
copula presents performances in the retrieval sydtetter than
that of marginal modeling. However, the Gaussigoutm used in
this work is just a solution among others. As acpptive we
intend in future work to use other copulas with endiexible
dependence.
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