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Probabilistic and deterministic algorithms for space
multidimensional irregular porous media equation

Nadia Belaribi, François Cuvelier and Francesco Russo

Abstract. The object of this paper is a multi-dimensional generalized porous media equation (PDE) with
not smooth and possibly discontinuous coefficientβ, which is well-posed as an evolution problem in
L1(Rd). This work continues the study related to the one-dimensional case by the same authors. One
expects that a solution of the mentioned PDE can be represented through the solution (in law) of a non-
linear stochastic differential equation (NLSDE). A classical tool for doing this is a uniqueness argument
for some Fokker-Planck type equations with measurable coefficients. Whenβ is possibly discontinuous,
this is often possible in dimensiond = 1. If d > 1, this problem is more complex than ford = 1.
However, it is possible to exhibit natural candidates for the probabilistic representation and to use them
for approximating the solution of (PDE) through a stochastic particle algorithm. Wecompare it with some
numerical deterministic techniques that we have implemented adapting the method of a paper of Cavalli
et al. whose convergence was established whenβ is Lipschitz. Special emphasis is also devoted to the
case when the initial condition is radially symmetric. On the other hand assuming thatβ is continuous
(even though not smooth), one provides existence results for a mollified version of the(NLSDE) and a
related partial integro-differential equation, even if the initial condition is a general probability measure.

Keywords. Stochastic particle algorithm, porous media equation, monotonicity, stochastic differential
equations, non-parametric density estimation, kernel estimator.

AMS classification.MSC 2010: 65C05, 65C35, 82C22, 35K55, 35K65, 35R05, 60H10, 60J60, 62G07,
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1. Introduction

The main target of this work is to construct and implement a stochastic algorithm which approx-
imates the solution of a multidimensional porous media typeequation with monotone possibly
irregular coefficient.

In the whole paperT will be a strictly positive real number andd a strictly positive integer.
We consider the parabolic problem onRd given by




∂tu(t, x) ∈

1
2

∆β(u(t, x)), t ∈]0, T ],

u(0, x) = u0(dx), x ∈ R
d,

(1.1)

in the sense of distributions, whereu0 is an initial probability measure. Ifu0 has a density
we will still denote it by the same letter. We look for the solutions of (1.1) with time evolution
in L1(Rd), i.e.,u :]0, T ] × R

d → R such thatu(t, ·) ∈ L1(Rd), ∀t ∈]0, T ]. We formulate the
following assumptions; they will be in particular valid in this Introduction.
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Assumption A.

(i) β : R → R such thatβ is monotone.

(ii) β(0) = 0 andβ continuous at zero.

(iii) We assume the existence ofλ > 0 such that(β + λid)(R) = (R) and id(x) ≡ x.

There isℓ ≥ 1 such that the following is verified.
Assumption B(ℓ). There exists a constantCβ > 0 such that|β(u)| ≤ Cβ|u|ℓ, ℓ ≥ 1.

The analysis of (1.1) is generally done in the framework of monotone partial differential
equations, including the case whenβ is discontinuous. In that case, byfilling the gapsβ is
considered as multi-valued. In this sequel of this introduction, for the sake of simplicity, we will
almost always use a single-valued formulation.

We defineΦ : R → R+, setting

Φ(u) =





√
β(u)
u if u 6= 0,

C if u = 0,

(1.2)

whereC ∈ [lim inf
u→0+

Φ(u), lim sup
u→0+

Φ(u)].

Note that whenβ(u) = u.|u|m−1, m > 1, the partial differential equation (PDE) in (1.1) is

nothing else but the classical porous media equation. In this caseΦ(u) = |u|m−1
2 .

We are particularly interested in the case whenβ is continuous excepted for a possible jump
at one positive point, sayuc > 0. A typical example is:

β(u) = H(u− uc).u, (1.3)

H being the Heaviside function anduc will be calledcritical valueor critical threshold.

Definition 1.1. (i) We will say that the PDE in (1.1), orβ is non-degenerateif there is a
constantc0 > 0 such thatΦ ≥ c0, on each compact ofR+.

(ii) We will say that the PDE in (1.1), orβ is degenerateif lim
u→0+

Φ(u) = 0.

Remark 1.2. (i) We observe thatβ may be neither degenerate nor non-degenerate.

(ii) β defined in (1.3) is degenerate.β(u) = (H(u − uc) + ǫ)u is non-degenerate, for any
ǫ > 0.

Equation (1.3) constitutes a model intervening in some self-organized criticality (often called
SOC) phenomena, see [4] for a significant monography on the subject and [10, 19] for recent
related references. Sand piles are typical related models,which were first introduced in the
discrete setting: for instance the BTW (Bak-Tang-Wiesenfeld) model, see [5] and a refined
version, the so-called Zhang model. Inspired from the latter model, [6] introduced continuous
sand pile models, in which appear a porous media equation of the type (1.1) withβ defined in
(1.3). Two different effects appear: the avalanche and the regular arrival of sand. A natural
description of the global phenomenon is a stochastic perturbation by noise of the mentioned
equation, i.e. a generalized stochastic porous media equation. The two effects appearing in
very different scales, there is sense to analyze them separately. The deterministic PDE (1.1) is a
natural description of the avalanche effect and in this paper we concentrate on that one. Recent
work related to self-organized criticality and SPDEs was done by [9, 11].
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In the one-dimensional case, under Assumption B(1), [19, Proposition 3.4] proved existence
and uniqueness of solutions (in the sense of distributions)for (1.1) when the initial conditionu0

is a bounded integrable function. Indeed that result was essentially a clarification of older and
celebrated results quoted in [18]. In Proposition 3.1, we extend that result when the dimension
d is greater than 1, under the validity of Assumptions A and B(ℓ) for someℓ ≥ 1.

As we mentioned, the paper focuses on the possible probabilistic representation for (1.1)
whend ≥ 2, in the sense expressed below. We are interested in finding aprocess(Yt) such that
the marginal lawsu(t, ·) admit a density, that we will still denote by the same letter,andu is a
solution of (1.1). In fact, we look for it in the form of a stochastic non-linear diffusion, i.e., a
solution of a non-linear stochastic differential equation(NLSDE) of the type





Yt =Y0 +

∫ t

0
Φd(u(s, Ys))dWs,

u(t, ·) =Law density ofYt, ∀t ∈]0, T ],
u(0, ·) =u0,

(1.4)

whereΦd(u) = Φ(u).Id andId is the unit matrix onRd. Y0 is anRd-valued,u0-distributed
random variable andW is a d-dimensional classical Brownian motion independent of Y0.

To the best of our knowledge the first author who considered a probabilistic representation
for the solutions of non-linear deterministic partial differential equations was McKean [28].
However, in his case, the coefficients were smooth. In the one-dimensional case, a probabilistic
interpretation of (1.1) whenβ(u) = u.|u|m−1, m > 1, was provided in [17]. Since the original
article of McKean, many papers were produced and it is impossible to list them all: [15] provides
a reasonable list. Ifβ(u) = u.|u|m−1, m ∈]0, 1[, the partial differential equation in (1.1) is in
fact the so-calledfast diffusionequation. In the case whend = 1, [16] provides a probabilistic
representation for the Barenblatt type solutions of (1.1).

Under Assumptions A and B(1), supposing thatu0 has a bounded density, [19] (resp. [13])
proves existence and uniqueness of the probabilistic representation (in law) whenβ is non-
degenerate (resp. degenerate). Besides, a theoretical probabilistic representation of the PDE
perturbed by a multiplicative noise is given in [12].

Earlier, in the multi-dimensional case [25] concentrated on the case whenβ is non-degenerate
andΦ is Lipschitz, continuously differentiable at least up to order 3, and with some further reg-
ularity assumptions onu0. The authors established existence and uniqueness of the probabilistic
representation and the so-calledpropagation of chaos, see [36] for a rigorous formulation of
this concept. Whenβ is not smooth, the probabilistic representation remains anopen problem
in the multidimensional case.

The connection between the solutions of (1.4) and (1.1) is given by the following result.

Proposition 1.3.Let us assume the existence of a solutionY for (1.4). Letu :]0, T ]×R
d → R+

be a Borel function such thatu(t, ·) is the law density ofYt, t ∈]0, T ]. Thenu provides a solution
in the sense of distributions of(1.1)with u0 = u(0, ·).

The proof of previous result is well-known, but we recall here the basic argument.

Proof of Proposition 1.3.Let t ∈ [0, T ] andϕ ∈ D(Rd), Y be a solution of (1.4). We apply
Itô’s formula toϕ(Yt) to obtain

ϕ(Yt) = ϕ(Y0) +
d∑

i=1

∫ t

0
∂yiϕ(Ys)Φ(u(s, Ys))dW

i
s +

1
2

∫ t

0
∆ϕ(Ys)Φ2(u(s, Ys))ds.
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Taking the expectation we get

∫

Rd

ϕ(y)u(t, y)dy =

∫

Rd

ϕ(y)u0(dy) +
1
2

∫ t

0
ds

∫

Rd

∆ϕ(y)Φ2(u(s, y))u(s, y)dy.

Using then integration by parts and the fact that, accordingto (1.2) β(u) = Φ2(u)u, the
expected results follows.

✷

Proposition 1.3 constitutes the easy step in the analysis ofthe probabilistic representation.
The most difficult and interesting case consists in writing the converse implication. Whenβ is
non-degenerate, one idea for this consists in taking the solution u of (1.1). By [27, Section 6,
Theorem 1] there is a solution(Yt) in law of the stochastic differential equation

Yt = ξ +

∫ t

0
Φd(u(s, Ys))dWs, (1.5)

whereξ is a random element, distributed according tou0, independent of an underlyingd-
dimensional Brownian motionW . The remaining difficult part consists in identifying the marginal
laws of(Yt), t ∈]0, T ] with u(t, x)dx. A general tool for this is a uniqueness theorem for Fokker-
Planck type equations with measurable coefficients, of the type

{
∂tu(t, x) = ∆(a(t, x)u(t, x)), t ∈ [0, T ],

u(0, ·) = u0(dx),
(1.6)

with a(t, x) = 1
2Φ2(u(t, x)). Whend = 1 anda is bounded this was the object of [19, Theorem

3.8]. Extensions where considered in [16, Theorem 3.1] whena is possibly degenerate and is
allowed to be unbounded under some technical conditions. Infact [16, Theorem 3.1] also deals
with the multidimensional case. Whena is bounded and given two measure-valued solutions
z1 andz2, the Fokker-Planck uniqueness theorem applies saying thatz1 = z2 whenever(z1 −
z2)(t, ·) has a densityz(t, ·) for almost allt andz belongs toL2([0, T ]× R

d).
If d ≥ 1, the Alexandrov-Krylov-Pucci estimates, see [27, Section 2.3, Theorem 4], show that

wheneverY is a solution of (1.5), the measuref 7→ E

(∫ T

0 f(t, Yt)dt
)

admits a density which

belongs toLp([0, T ]×R
d) for p ≤ d+1

d
. Whend = 1,p can be chosen equal to 2 and the Fokker-

Planck uniqueness theorem applies, which allows [19] to prove the probabilistic representation
whenβ is non-degenerate. Ifd > 1, Alexandrov-Pucci-Krylov estimates are not enough to
fulfill the assumptions of [16, Theorem 3.1].

In the present paper, we do not solve the general problem of the probabilistic representation
for (1.1), however, the solutions to (1.5) are natural candidates and we establish some theoretical
related results. A mollified version of (1.4) will be stated in (4.1). It consists in replacing in the
first line of (1.4),Φd(u) with Φd(KH ∗ vH), wherevH are the marginal laws of the solutionY
of (4.1) andKH is a mollifying kernel. In Proposition 4.3, at least whenΦ is bounded, non-
degenerate and continuous, we establish the equivalence between the existence for (4.1) and
the existence for the corresponding integro-differentialdeterministic PDE (4.11). In Proposition
4.2, under the same assumptions onΦ, we prove existence in law for (4.1). This also provides
existence for (4.11).

Since a basic obstacle arises in dimensiond > 1, a natural simplified problem to study is
the probabilistic representation of (1.1) when the initialconditionu0 only depends on the radius
(radially symmetric). In fact, in that case the problem can be reduced to dimension one, studying
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the stochastic differential equation fulfilled by the norm of the process at powerd: this is the
object of section 5. The reduction to dimension 1 has also theinterest to build a new class
of non-linear diffusions with singular coefficients. Unfortunately also that type of equation is
difficult to handle at the theoretical level since, even whenΦ = 1 (and so the unique solution
Y to (1.4) is a classicald-dimensional Brownian motion), some non-Lipschitz functions at zero
naturally appear. In that case the norm ofY is a d-dimensional Bessel process. Whenβ is
non-degenerate, the mentioned norm behaves then similarlyto ad-dimensional Bessel process.
Since that Bessel type process is recurrent ford ≤ 2 and transient ford > 2, it is expected that
the zero (which is a singularity) point is much less visited whend > 2.

As mentioned in the beginning of the introduction one purpose of the present paper is to
exploit the probabilistic representation in order to simulate the solutions of (1.1). For this we will
implement an Euler scheme for stochastic differential equations and a non-parametric density
estimation method using Gaussian kernel estimators, see [39]. Since we expect our methods to
be robust when the coefficientΦ is irregular, it is not reasonable to make use of higher order
discretization schemes involving derivatives ofΦ. Concerning the choice of the smoothing
parameterε for the density estimate, we extend to the multidimensionalcase the techniques
used in [15].

Besides, we have carried out a deterministic numerical method in dimensiond = 2 of space,
based on a sophisticated procedure developed in [21], whichis one of the most recent references
in the subject. In fact, Cavalli et al. [21] coupled WENO (weighted essentially non-oscillatory)
interpolation methods for space discretization, see [33],in order to prevent the onset of spurious
oscillations, with IMEX (implicit explicit) Runge-Kutta schemes for time advancement, see
[29], to obtain a high order method.

The general stochastic particle algorithm is empirically investigated in dimensiond = 2. This
is done in the following cases. Whenβ(u) = u3 comparing with the Barenblatt exact solutions
and whenβ is defined by (1.3) comparing with the deterministic numerical technique; indeed in
that case exact explicit solutions for (1.1) are unknown.

In the radially symmetric case, we implement the stochasticparticle algorithm to the one-
dimensional reduced non-linear stochastic differential equation. As mentioned earlier when
d = 2 (resp.d > 2), in most cases, the solutions are expected to be recurrent(resp. transient);
so we suspect that the simulations are more performing whend > 2. However, our experiments
show that the error of the approximations with respect to theexact solutions (derived by the
classical porous media equation) stably reasonably low forall the values ofd includingd = 2.
In sections 8.1 and 8.2 we compare the radial reduction method with the deterministic approach
whend = 2.

The paper is organized as follows. After this introduction and some preliminaries, in section
3 we discuss the well-posedness of the deterministic problem (1.1). In section 4 we discuss
the existence of a mollified version of the non-linear stochastic differential equation and its
equivalence to the existence of an integro-differential PDE which is a regularized version of
(1.1). Section 5 handles the case of a radially symmetric initial condition. In section 6 we
describe the general particle algorithm ford = 2. Section 7 summarizes the deterministic
technique developed in [21] and finally section 8 is devoted to numerical experiments.

2. Preliminaries

In the whole paper, we will denote by‖ · ‖ the Euclidian norm onRd. LetO be an open subset
of Rd, by D(Rd) (resp. D(O)) we denote the space of infinitely differentiable functionswith
compact support (resp. compact support included inO) ϕ : R

d → R (resp. ϕ : O → R).
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D′(Rd) stands for the dual ofD(Rd), i.e., the linear space of Schwartz. Iff : R
d → R is a

bounded function we will denote‖f‖∞ = sup
x∈Rd

|f(x)|. L1
loc(O) will denote the space of real

functions defined onO whose restriction to each compact ofO is integrable.
We denote byM(Rd) the set of finite measures.
We define a multivariate mollifierKH setting,

KH(x) = |H|− 1
2K(H− 1

2x), x ∈ R
d, (2.1)

whereK is a fixed d-variate smoothC∞ probability kernel, typically a Gaussian kernel, andH
is a symmetric strictly definite positived× d matrix.

Definition 2.1.Let u0 be a finite Borel measure onRd. We say thatu :]0, T ] × R
d → R is a

solution in the sense of distributions of (1.1) with initialconditionu0, if there isηu :]0, T ]×R
d →

R, u(t, ·), ηu(t, ·) ∈ L1
loc(R

d) for almost allt, and

∫

Rd

u(t, x)ϕ(x)dx =

∫

Rd

u0(dx)ϕ(x) +
1
2

∫ t

0
ds

∫

Rd

ηu(s, x)∆ϕ(x)dx (2.2)

for all ϕ ∈ D(Rd), and

ηu(t, x) ∈ β(u(t, x)) for dt⊗ dx-a.e. (t, x) ∈ [0, T ]× R
d (2.3)

Remark 2.2. (i) By an obvious identification we can also consideru :]0, T ] → L1
loc(R

d) ⊂
D′(Rd).

(ii) If u is a solution of (1.1) with initial conditionu0, thenu :]0, T ] → D′(Rd) extends to a
weakly continuous function[0, T ] → D′(Rd) still denoted byu such thatu(0) = u0.

3. Estimates for the solution of the deterministic equation

Proposition 3.1.Letu0 ∈
(
L1⋂L∞

)
(Rd), u0 ≥ 0. We suppose the validity of Assumptions

A and B(ℓ) for someℓ ≥ 1. Then there is a unique solution in the sense of distributions u ∈
(L1⋂L∞)([0, T ]× R

d) of {
∂tu ∈ 1

2∆β(u),
u(0, x) = u0(x),

(3.1)

with correspondingηu(t, ·) ∈ L∞([0, T ]× R
d).

Furthermore,||u(t, .)||∞ ≤ ||u0||∞ for everyt ∈ [0, T ] and there is a unique version ofu
such thatu ∈ C([0, T ] ;L1(Rd)) (⊂ L1([0, T ]× R

d)).

Remark 3.2. (i) An immediate consequence of previous result is thatu ∈ Lp([0, T ] × R
d)

for everyp ≥ 1.

(ii) Assumption B onβ is more general than the case of [19, 13] stated ford = 1. In that case
we had Assumption B(1).

(iii) Indeed, most of the arguments of the proof of Proposition 3.1 appear implicitly in [18]
and related references. For the comfort of the reader we decided to give an independent
complete proof of Proposition 3.1.

Proof of Proposition 3.1.See Appendix 9.1. ✷
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4. The mollified non-linear stochastic differential equation

We suppose again thatu0(dx) is a probability measure. We consider the following mollified
non-linear diffusion equation (in law):





Y H
t =Y0 +

∫ t

0
Φd((KH ∗ vH)(s, Y H

s ))dWs

vH(t, ·) =Law density ofY H
t , ∀t ∈]0, T ]

vH(0, ·) =u0 = Law density ofY0,

(4.1)

where,Φd((KH ∗ vH)) = Φ((KH ∗ vH)).Id and Id is the unit matrix onRd andW is an
underlying classical Brownian motion.

Remark 4.1.Supposeβ non-degenerate. IfΦ is supposed to be Lipschitz and continuously
differentiable at least up to order 3 andu0 is absolutely continuous with density inH2+α for
some 0< α < 1, [25, Proposition 2.2] states existence (even strong existence) and uniqueness
of solutions to (4.1).

4.1. Existence of solutions for the mollified NLSDE

The result below affirms, in the non-degenerate case, the existence of solutions to (4.1) in the
case whenΦ is bounded and continuous.

Proposition 4.2.Suppose thatβ is non-degenerate and Assumption B(1) holds. Furthermore,
assume thatΦ is continuous. Then, the problem(4.1)admits existence in law.

Proof of Proposition 4.2.The assumptions imply the existence of constantsc0, c1 > 0 such that
c0 ≤ Φ ≤ c1.

Let X = (Xt)t∈[0,T ] be the canonical process on the canonical spaceC([0, T ]) equipped
with its Borelσ-field. We define(ρδ)δ>0 to be a family of Gaussian mollifiers converging to
the Dirac delta measure and we setΦδ = Φ ∗ ρδ. We defineuδ0 := u01[− 1

δ
, 1
δ
] ∗ ρδ,d, where

ρδ,d(y) =
⊗d

i=1 ρδ(yi) if y = (y1, . . . , yd). We observe thatuδ0 belongs toC∞
b , for eachδ > 0

. Similarly, we consider thed× d matrix Φδ,d = (Φ ∗ ρδ)Id, whereId is the unit matrix onRd.
We remark thatuδ0 belongs to the spaceH2+α(0< α < 1) considered in [25, Notations]. Since
Φδ and all its derivatives are bounded, Remark 4.1 implies existence (even strong existence) for
the problem 



Xt =X0 +

∫ t

0
Φδ,d((KH ∗ Ps)(Xs))dWs, t ∈ [0, T ],

P : Law of X, X0 ∼ uδ0

(4.2)

wherePs denotes the (marginal) law ofXs underP . We denote byP := P δ the corresponding
probability solving (4.2). In particular,X0 is square integrable underP δ. Taking into account
that uδ0 → u0 in law, since(Φδ)δ>0 are bounded by‖Φ‖∞, using Kolmogorov lemma with
caution it is possible to show that the family(P δ) is tight, see [26, Section 2.4, Problem 4.1].
Consequently, by relative compactness, there is a sequence(P δn), that we will denote(Pn),
which converges weakly to some probabilityP .

It remains to show thatP solves the martingale problem related to (4.1). In particular, we will
prove that the process

(MP) f(Xt)− f(X0)−
1
2

∫ t

0
∆f(Xs)Φ2 ((KH ∗ Ps)(Xs)) ds, t ∈ [0, T ],
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is an(Fs)-martingale, where(Fs) is the canonical filtration associated withX.
LetE (resp.En) be the expectation operator with respect toP (resp.Pn). Let 0≤ s < t ≤ T

andR = R(Xr, r ≤ s) be an(Fs)-measurable, bounded and continuous random variable with
respect toC([0, s]). In order to show the martingale property (MP) ofX, we have to prove that

E

[(
f(Xt)− f(Xs)−

1
2

∫ t

s

∆f(Xr)Φ2((KH ∗ Pr)(Xr))dr

)
R

]
= 0, (4.3)

for everyf ∈ C2
0(R

d).
Let f ∈ C2

0(R
d). Since(Xt)t∈[0,T ] underPn is a solution of (4.2) withδ = δn, we have

E
n

[(
f(Xt)− f(Xs)−

1
2

∫ t

s

∆f(Xr)Φ2
δn
((KH ∗ Pn

r )(Xr))dr

)
R

]
= 0. (4.4)

In order to take the limit in (4.4) we will only have to show that

lim
n→+∞

E
n [Fn(X)]− E [F (X)] = 0, (4.5)

where

Fn(ℓ) =

∫ t

s

∆f(ℓ(r))Φ2
δn
((KH ∗ Pn

r )(ℓ(r)))drR(ℓ(ξ), ξ ≤ s),

F (ℓ) =

∫ t

s

∆f(ℓ(r))Φ2((KH ∗ Pr)(ℓ(r)))drR(ℓ(ξ), ξ ≤ s).

Since the family of laws(Pn) converges toP , then the sequence of time-marginal laws(Pn
r )

converges toPr, for everyr ≥ 0 and

lim
n→+∞

(KH ∗ Pn
r )(x) = lim

n→+∞

∫

Rd

KH(x− y)Pn
r (dy),

=(KH ∗ Pr)(x), ∀x ∈ R
d. (4.6)

Now , we split the left-hand side of (4.5) intoI1(n) + I2(n), where

I1(n) =E
n

[∫ t

s

dr∆f(Xr){Φ2
δn
((KH ∗ Pn

r )(Xr))− Φ2((KH ∗ Pr)(Xr))}R(Xξ, ξ ≤ s)

]
,

I2(n) =E
n

[∫ t

s

∆f(Xr)Φ2((KH ∗ Pr)(Xr))drR(Xξ, ξ ≤ s)

]
(4.7)

− E

[∫ t

s

∆f(Xr)Φ2((KH ∗ Pr)(Xr))drR(Xξ, ξ ≤ s)

]
.

Sincec0 ≤ Φδ ≤ c1, according to [27, Section 2.3, Theorem 3] and taking into account the
notations at the beginning of [27, Section 2.2] then, for every ϕ ∈ D([0, T ] × R

d) there is a
constantA = A(c0, c1), such that

E
n

[∫ T

0
ϕ(t,Xt)dt

]
≤ A‖ϕ‖Ld+1([0,T ]×Rd)). (4.8)

This implies that the measureϕ 7→
∫ T

0 Pn
s (dy)ϕ(s, y) admits a density inLp′([0, T ] × R

d)),
wherep′ = d+1

d
. We denote them by(s, y) 7→ qn(s, y).
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Moreover, (4.8) implies that

sup
n≥1

∫

[0,T ]×Rd

|qn(s, y)|p′dsdy < +∞. (4.9)

Consequently, there is a subsequence converging weakly inLp′ to some(s, y) 7→ q(s, y) which
belongs toLp′ . Since the sequence(Pn) converges weakly toP , it follows that the measure

ϕ 7→ E

[∫ T

0 ϕ(t,Xt)dt
]

admitsq as density.

We are now able to show that lim
n→+∞

I1(n) = 0. In fact,I1(n) is bounded by

‖R‖∞E
n

[∫ t

s

∣∣∆f(Xr)
(
Φ2

δn
((KH ∗ Pn

r )(Xr))− Φ2((KH ∗ Pr)(Xr))
)∣∣ dr

]
,

=‖R‖∞
∫ t

s

dr

∫

Rd

qn(r, y)
∣∣∆f(y)

(
Φ2

δn
((KH ∗ Pn

r )(y))− Φ2((KH ∗ Pr)(y))
)∣∣ dy.

Previous expression is bounded by

‖R‖∞‖∆f‖∞





∫

[s,t]×Rd

|qn(r, y)|p′drdy





1
p′

×





∫

[s,t]×suppf

drdy
∣∣Φ2

δn
((KH ∗ Pn

r )(y))− Φ2((KH ∗ Pr)(y))
∣∣p




1
p

, (4.10)

wherep = d+ 1. The first integral in (4.10) is bounded by (4.9).
By (4.6), sinceΦ is continuous, Lebesgue dominated convergence theorem implies that the

second integral in (4.10) converges to zero asn goes to infinity. this shows that limn→+∞ I1(n) =
0. On the other hand, lim

n→+∞
I2(n) = 0, because the family of laws(Pn) converges toP and

∆f ,R, Φ(KH ∗ Pr) are continuous and bounded for fixedr.
This concludes the proof of Proposition 4.2. ✷

4.2. Some complements concerning the mollified equations

We recall thatu0 is a general real probability measure. IfΦ is uniformly continuous, we will
prove in the sequel that the existence for the mollified NLSDE(4.1), is equivalent to the existence
for the following non-linear integro differential PDE




∂tv

H(t, ·) = 1
2

∆
(
Φ2((KH ∗ vH)(t, x))vH(t, ·)

)
, t ∈ [0, T ]

vH(0, ·) = u0(dx).

(4.11)

Indeed, we state a result which has an interest by itself since it generalizes the one obtained in
[15, Theorem 3.2], to the case whend ≥ 1.

Theorem 4.3.Suppose thatβ fulfills Assumption B(ℓ) and it is non-degenerate. Moreover, we
assume thatΦ is uniformly continuous.

(i) If Y H is a solution to(4.1) then, the law ofY H
t , t 7→ vH(t, ·), is a solution to(4.11).
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(ii) If vH : [0, T ] → M(Rd) is weakly continuous and is a solution of(4.11)then, the problem
(4.1)admits at least one solution in law.

Corollary 4.4. The problem(4.11)admits existence of one solutionv = vH : [0, T ] → M(Rd).

Remark 4.5.We do not know any uniqueness results for the problem (4.11).

Proof of Theorem 4.3.(i) Let Y H be a solution of (4.1). As for the proof of Proposition 1.3,
Itô’s formula implies that the family of marginal laws ofY H

t , denoted byt 7→ vH(t, ·), is a solu-
tion in the sense of distributions of (4.11).vH is weakly continuous becauseY H is a continuous
process.

(ii) Let v = vH be a solution of (4.11). SinceΦ is a bounded non-degenerate Borel function,
by [27, Section 2.6, Theorem 1] there exists a processY = Y H being a solution in law of the
SDE

Yt = Y0 +

∫ t

0
A(s, Ys)dWs, (4.12)

whereA(t, y) = Φ((KH ∗ v)(t, y))Id.
Again by Itô’s formula, then the family of marginal laws ofY , z(t, dy), solve





∂tz(t, ·) =
1
2

d∑

i=1

∂2
x2
i

(
Φ2((KH ∗ v)(t, x))z(t, ·)

)
, t ∈ [0, T ]

z(0, ·) = u0(dx),

(4.13)

in the sense of distributions.
Another obvious solution of (4.13), is provided byv which is a solution of (4.11).
In order to identifyv with z it will be helpful to prove uniqueness for the solutions of (4.13)

in the class of weakly continuous solutions[0, T ] → M(Rd). This will imply that z ≡ v and
this will allow to conclude the proof. The key result for doing this is [24, Lemma 2.3]. Indeed,
since the coefficients in (4.13) are continuous bounded and non-degenerate, that lemma leads to
the result if we prove uniqueness in law for the family of

Yt = x+

∫ t

0
A(s, Ys)dWs, (4.14)

for anyx ∈ R
d.

The validity of previous uniqueness follows by [35, Theorem7.2.1], withγ = AAt andb = 0.
In our caseγ(s, x) = Φ2(KH ∗ v(s, x))Id. β being non-degenerate, we obviously get condition
(2.1) of [35, Theorem 7.2.1], i.e.,

inf
0≤s≤T

inf
θ∈Rd

< θ, γ(s, x)θ > /‖θ‖2 > 0.

It remains to check the corresponding condition (2.2), i.e.,

lim
y→x

sup
s∈[0,T ]

‖γ(s, y)− γ(s, x)‖∞ = 0, (4.15)

where‖ · ‖∞ is the supremum of matrix components.
Actually, (4.15) is equivalent to

lim
y→x

sup
s∈[0,T ]

|Φ2((KH ∗ v)(s, y))− Φ2((KH ∗ v)(s, x))| = 0. (4.16)
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Let k > 0. SinceΦ is uniformly continuous thenΦ2 is also uniformly continuous; so there
existsδ > 0 such that

|Φ2(w1)− Φ2(w2)| ≤ k, if |w1 − w2| < δ.

Besides, we have

|(KH ∗ v)(s, y)− (KH ∗ v)(s, x)| =
∫

Rd

|(KH(y − z)−KH(x− z)) v(s, dz)| . (4.17)

Therefore, (4.17) is bounded by

‖x− y‖‖∇KH‖∞
∫ T

0
ds‖v(s, ·)‖var,

where
∫ T

0 ds‖v(s, ·)‖var < +∞ becausev : [0, T ] → M(Rd) is weakly continuous. Thus,
choosing‖x− y‖ < δ

‖∇KH‖∞
∫ T

0 ds‖v(s,·)‖var
, gives

|(KH ∗ v)(s, y)− (KH ∗ v)(s, x)| < δ.

Consequently,
sup

s∈[0,T ]

|Φ((KH ∗ v)(s, y))− Φ((KH ∗ v)(s, x))| < k.

This concludes the proof of (4.16). Finally, equation (4.14) admits uniqueness in law and the
result follows. ✷

The next step should be to prove the convergence of the solutionvH of (4.11) to the solutionu
of (1.1). At this stage we are note able to prove it without assuming thatΦ has some smoothness.

5. Reduction to dimension1 when the initial condition is radially homogeneous

From now on, without restriction of generality,d will be greater or equal to 2.

5.1. Some mathematical aspects of the reduction

In this section we are interested in the solutions of (1.1) whose initial condition is radially sym-
metric.

From now onRt will denote the transpose of a generic matrixR. An orthogonal matrix
R ∈ R

d⊗R
d is a matrix such thatRRt = RtR = Id, whereId is the identity matrix onRd. We

denote byO(d) the set ofd× d orthogonal matrices.
Given aσ-finite Borel measureµ on (Rd\{0}),R ∈ O(d), we defineµR as theσ-finite Borel

measure such that ∫

Rd

µR(dx)ϕ(x) =

∫

Rd

µ(dx)ϕ(R−1x).

If µ is absolutely continuous with densityf thenµR is absolutely continuous with densityfR :
R
d → R, wherefR(x) = f(Rx). If u :]0, T ]×R

d → R, we setuR(t, x) = u(t, Rx), t ∈]0, T ],
x ∈ R

d.

Definition 5.1. (i) µ is saidradially symmetricif for anyR ∈ O(d) we haveµR = µ.

(ii) A function u0 : Rd → R is said radially symmetric if there isu0 :]0,+∞[→ R such that
u0(x) = ū0(‖x‖), ∀x 6= 0.
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Remark 5.2.If u0 ∈ L1
loc(R

d\{0}) thenu0 is radially symmetric if and only if theσ-finite
measureu0(x)dx is radially symmetric.

Let J be a class of finite Borel measures onR
d which is invariant through the action of every

orthogonal matrix. LetU be a class of weakly continuousu : [0, T ] → M(R), t 7→ u(t, ·) such
that for almost allt ∈]0, T ] u(t, ·) admits a density, still denoted byu(t, x), x ∈ R

d and such
thatuR ∈ U for anyR ∈ O(d). We suppose that (1.1) is well-posed inU for everyu0 ∈ J.

Remark 5.3.Suppose that Assumptions A and B(ℓ), for someℓ ≥ 1, are fulfilled. A classical
choice ofJ (resp. U) is the cone of bounded non-negative integrable functions on R

d (resp.(
L1⋂L∞

)
([0, T ]× R

d)).

We first observe that whenever the initial condition of (1.1)is radially symmetric then the
solution conserves this property.

Proposition 5.4.Let u0 be a finite Borel measure onRd. Let u :]0, T ] × R
d → R such that

u(t, ·) ∈ L1(Rd), ∀t ∈]0, T ]. Letu be a solution in the sense of distributions of(1.1)with u0 as
initial condition.
(i) LetR ∈ O(d). ThenuR is again a solution in the sense of distributions of(1.1), with initial

conditionuR0 .

(ii) If u0 ∈ J andu ∈ U then there isū :]0, T ]×]0,+∞[→ R such thatu(t, x) = ū(t, ‖x‖),
∀t ∈]0, T ], x ∈ R

d\{0}.

Proof of Proposition 5.4.(i) Let ϕ : Rd → R be a smooth function with compact support. Since
|det(R)| = 1, taking into account thatu solves (1.1) we get,

∫

Rd

uR(t, x)ϕ(x)dx =

∫

Rd

u(t, x)ϕR−1
(x)dx

=

∫

Rd

ϕR−1
(x)u0(dx) +

1
2

∫ t

0
ds

∫

Rd

ηu(s, x)∆ϕR−1
(x)dx,

whereηu(s, x) ∈ β(u(s, x)) dsdx a.e. Previous sum is equal to
∫

Rd

ϕR−1
(x)u0(dx) +

1
2

∫ t

0
ds

∫

Rd

ηu(s, x)(∆ϕ)R
−1
(x)dx, (5.1)

since
∆
(
ϕS(x)

)
= (∆ϕ) (Sx), (5.2)

for an orthogonal matrixS; hereS = R−1.
We shortly prove (5.2). We recall thatD2ϕ is a bounded bilinear form onRd.
If e, f ∈ R

d, we have

D2ϕS(x)(e, f) = (D2ϕ)(Sx)(Se, Sf).

Let (ei)1≤i≤d be an orthonormal basis ofRd. We write

∆ϕS(x) = Tr
{
D2ϕS(x)

}

=
d∑

i=1

D2ϕS(x)(ei, ei)

=
d∑

i=1

(D2ϕ)(Sx)(Sei, Sei)

= Tr
{
(D2ϕ)(Sx)

}
,
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since(Sei)1≤i≤d is still an orthonormal basis ofRd. Finally (5.2) is established.
Then, (5.1) gives

∫

Rd

uR(t, x)ϕ(x)dx =

∫

Rd

ϕ(x)uR0 (dx) +
1
2

∫ t

0
ds

∫

Rd

ηu(s,Rx)(∆ϕ)(x)dx.

Sinceηu(s,Rx) ∈ β(u(s,Rx)) = β(uR(s, x)) dsdx a.e., this establishes (i).
(ii) According to Remark 5.2, it is enough to show thatu(t, x) = u(t, Rx), ∀(t, x) ∈]0, T ]×

R
d, for everyR ∈ O(d). Sinceu0 is radially symmetric, item (i) implies that for anyR ∈ O(d),

uR is a solution of (1.1) withu0 as initial condition. Sinceu, uR ∈ U, we getu = uR and so,
item (ii) follows. ✷

From now on, we will suppose the validity of Assumptions A andB(ℓ), for someℓ ≥ 1. Let
u0 ∈ J, u ∈ U solution of (1.1) in the sense of distributions.

Remark 5.5.By Proposition 5.4(ii), there is ˜u :]0, T ]×R+ → R such thatu(t, x) = ũ(t, ‖x‖d),
t ∈]0, T ], x ∈ R

d.

We are now interested in the stochastic differential equation solved by the process(St), being
defined as follows:

∀t ∈ [0, T ], St = ‖Yt‖d =

(
d∑

i=1

(Y i
t )

2

) d
2

, (5.3)

where(Yt) is a given solution of the d-dimensional problem (1.4), which in this section is sup-
posed to exist. We will denote byν(t, .) the law ofSt. We first state a result concerning the
relation betweenν andũ.

Lemma 5.6.For almost allt ∈]0, T ], ν(t, ·) admits a densityρ 7→ ν(t, ρ) verifying

ν(t, ρ) =
C

d
ũ(t, ρ), ∀ρ > 0. (5.4)

where,

C =
2(π)

d
2

Γ(d2)
, (5.5)

andΓ is the usual Gamma function. In particular, this gives

C =





2(π)
d
2

(d2 − 1)!
, if d is an even number

2
d+1

2 π
d−1

2

1× 3× 5× . . .× (d− 2)
, otherwise.

Remark 5.7.The statement of Proposition 5.4 could allow to define ˜u such thatu(t, x) =
ũ(t, ‖x‖γ) for a genericγ > 0, which could also be equal to 1 or 2. The choice of taking
γ = d is justified by Lemma 5.6 above. If we take a differentγ the quotientνũ in (5.4) would be
proportional to some power ofρ, producing a bad numerical conditioning.
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Proof of Lemma 5.6.Let f be a continuous and bounded function onR+. Sinceν(t, ·), t ∈
]0, T ], is the law density ofSt, we have

E(f(St)) =

∫

R+

f(ρ)ν(t, ρ)dρ. (5.6)

SinceSt is defined by (5.3), we have

E(f(St)) = E(f(‖Yt‖d)) =
∫

Rd

f(‖y‖d)u(t, y)dy.

By Remark 5.5, we obtain

E(f(St)) =

∫

Rd

f(‖y‖d)ũ(t, ‖y‖d)dy.

Using the change of variables with hyperspherical coordinates, we get

E(f(St)) =

∫

R+

Crd−1f(rd)ũ(t, rd)dr,

where,C is given in (5.5).
Finally, setting the change of variablesρ = rd, and identifying the result with (5.6), we obtain

formula (5.4), forν. ✷

Remark 5.8. (i) If u0 : Rd → R is integrable and radially symmetric,u0(x) = ũ0(‖x‖d),
for someũ0 :]0,+∞[→ R.

(ii) If ψ̃ ∈ D(]0,+∞[) thenψ(x) := ψ̃(‖x‖d) belongs toD(Rd\{0}). By a change of
variables with hyperspherical coordinates, we get

∫

Rd

u0(x)ψ(x)dx =

∫ +∞

0

C

d
ũ0(r)ψ̃(r)dr.

(iii) If µ0 is a radially symmetricσ-finite measure onRd\{0} we denote ˜µ0 theσ-finite mea-
sure on]0,+∞[ defined by

∫ +∞

0

C

d
µ̃0(dr)ψ̃(r) =

∫

Rd

µ0(dx)ψ(x)dx, (5.7)

if ψ̃ ∈ D(]0,+∞[), ψ(x) = ψ̃(‖x‖d).
(iv) In particularν0 is the law of‖Y0‖d, i.e.,ν0 =

C
d
ũ0.

From now on we will suppose thatβ is single-valued.ν defined in (5.4) is a solution of a
partial differential equation that we determine below.

Proposition 5.9.Let u0 ∈ J andu ∈ U be the solution in the sense of distributions of the d-
dimensional problem(1.1) and assume thatv(t, ·) is defined by(5.4). Thent 7→ v(t, ·) verifies
in the sense of distributions the following PDE inC(]0, T ]):

∂tv(t, ρ) = C(1− d)∂ρ

[
ρ1− 2

dβ

(
d

C
v(t, ρ)

)]
+

Cd

2
∂2
ρρ

[
ρ2− 2

dβ

(
d

C
v(t, ρ)

)]
, (5.8)

with initial conditionv0 = C
d
ũ0, whereũ0 is defined in(5.7). C is the constant defined in(5.5).
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This means in particular that for everyψ ∈ D(]0,+∞[),
∫ +∞

0
v(t, ρ)ψ(ρ)dρ =

∫ +∞

0
v0(ρ)ψ(ρ)dρ− C(1− d)

∫ +∞

0
ψ′(ρ)ρ1− 2

dβ

(
d

C
v(t, ρ)

)
dρ

+
Cd

2

∫ +∞

0
ψ′′(ρ)ρ2− 2

dβ

(
d

C
v(t, ρ)

)
dρ.

Proof of Proposition 5.9.Let ϕ̃ ∈ D(]0,+∞[). For t ∈]0, T ], taking into account Remark 5.5
and Lemma 5.6, we have

∫

R+

v(t, ρ)ϕ̃(ρ)dρ =

∫

R+

C

d
ũ(t, ρ)ϕ̃(ρ)dρ

=

∫

Rd

ũ(t, ‖x‖d)ϕ̃(‖x‖d)dx

=

∫

Rd

u(t, x)ϕ(x)dx,

whereϕ(x) = ϕ̃(‖x‖d).
By Remark 2.2(ii),t 7→ u(t, ·), t ∈ [0, T ] is weakly continuous inD′(Rd\{0}) sot 7→ v(t, ·),

t ∈]0, T ] is weakly continuous inD′(]0,+∞[), and it admits a weakly continuous extension on
]0,+∞[. Therefore

< v(0, ·), ϕ̃ > = lim
t0→0

∫ +∞

0
v(t0, ρ)ϕ̃(ρ)dρ

= lim
t0→0

∫ +∞

0

C

d
ũ(t0, ρ)ϕ̃(ρ)dρ

=

∫ +∞

0

C

d
ũ0(dρ)ϕ̃(ρ) =

∫ +∞

0
v0(dρ)ϕ̃(ρ).

This shows the initial condition property, i.e.,

< v(0, ·), ϕ̃ >=
∫ +∞

0
v0(dρ)ϕ̃(ρ)

(
=

∫

Rd

u0(dx)ϕ(x)

)
. (5.9)

Now, sinceu is a solution in the sense of distributions of problem (1.1),we have
∫

R+

v(t, ρ)ϕ̃(ρ)dρ =
1
2

∫ t

0
ds

∫

Rd

β(u(s, x))∆ϕ(x)dx+
∫

Rd

u0(dx)ϕ(x).

Again, by Remark 5.5, we obtain
∫

R+

v(t, ρ)ϕ̃(ρ)dρ =
1
2

∫ t

0
ds

∫

Rd

β(ũ(s, ‖x‖d))∆ϕ̃(‖x‖d)dx+

∫

Rd

u0(dx)ϕ(x).

Expressing the Laplacian in terms of the radius i.e.,

∆ϕ̃(‖x‖2) = 2(d2 − d)‖x‖d−2ϕ̃′(‖x‖d) + d2ϕ̃′′(‖x‖d)‖x‖2(d−1), x ∈ R
d \ {0},

and using again hyperspherical change of variables, lead to
∫

R+

v(t, ρ)ϕ̃(ρ)dρ = C(d2 − d)

∫ t

0
ds

∫

R+

r2d−3β(ũ(s, rd))ϕ̃′(rd)dr

+
Cd2

2

∫ t

0
ds

∫

R+

r3d−3β(ũ(s, rd))ϕ̃′′(rd)dr +

∫

Rd

u0(dx)ϕ(x).
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Then, settingρ = rd, using integration by parts and taking (5.9) into account, the result follows.
✷

Proposition 5.10 below is related to the probabilistic representation of (5.8).

Proposition 5.10.Let u0 ∈ J radially symmetric and̃u0 defined through(5.7). For y 6= 0,
ρ > 0, we set





Ψ1(ρ, y) = (d2 − d)ρ1− 2
d Φ2

(
d

C
y

)
,

Ψ2(ρ, y) = dρ1− 1
d Φ
(
d

C
y

)
,

(5.10)

where,C is defined by(5.5).

(i) Suppose that(Zt) is a non-negative process solving the non-linear SDE definedby





Zt = Z0 +

∫ t

0
Ψ2(Zs, p(s, Zs))dBs +

∫ t

0
Ψ1(Zs, p(s, Zs))ds

p(t, ·) = Law density ofZt, ∀t ∈]0, T ], Z0 ∼
C

d
ũ0.

(5.11)

Then,p is a solution, in the sense of distributions, of the PDE(5.8)with initial condition
C
d
ũ0.

(ii) If S is defined by(5.3), with marginal laws denoted byν, thenS verifies(5.11)withZ = S
andp = ν.

Remark 5.11.For clarification we rewrite explicitly (5.11)





Zt = Z0 + d

∫ t

0
Z

1− 1
d

s Φ
(
d

C
p(s, Zs)

)
dBs + (d2 − d)

∫ t

0
Z

1− 2
d

s Φ2
(
d

C
p(s, Zs)

)
ds

p(t, ·) = Law density ofZt, ∀t ∈]0, T ], Z0 ∼
C

d
ũ0.

(5.12)

Proof of Proposition 5.10.(i) Let g ∈ D(]0,+∞[) andZ be a solution of problem (5.11). Itô’s
formula gives

g(Zt) = g(Z0) +

∫ t

0
g′(Zs)Ψ2(Zs, p(s, Ys))dBs +

∫ t

0
g′(Zs)Ψ1(Zs, p(s, Ys))ds

+
1
2

∫ t

0
g′′(Zs)Ψ2

2(Zs, p(s, Ys))ds.

Taking the expectation we get
∫

R

g(y)p(t, ρ)dρ =

∫

R

g(ρ)
C

d
ũ0(dρ) +

∫

R

g′(ρ)Ψ1(ρ, p(s, ρ))p(s, ρ)dρ

+
1
2

∫ t

0
ds

∫

R

g′′(ρ)Ψ2
2(ρ, p(s, ρ))p(s, ρ)dρ,

where,p(t, ·) is the density law ofZt. This implies the result.
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(ii) Let Y be a solution of (1.4),u(t, ·) the law density ofYt, t ∈]0, T ] andSt = ϕ(Yt) =
‖Yt‖d, t ∈ [0, T ]. We apply It̂o’s formula toϕ(Yt) to obtain

‖Yt‖d = ‖Y0‖d +Mt + (d2 − d)

∫ t

0
‖Ys‖d−2Φ2(ũ(s, ‖Ys‖d))ds, (5.13)

where

Mt = d
d∑

i=1

∫ t

0
‖Ys‖d−2Φ(ũ(s, ‖Ys‖d))Y i

s dW
i
s ,

is a continuous local(Ft)-martingale and(Ft) is the canonical filtration ofY . We observe that

[M ]t = d2
∫ t

0
‖Ys‖2(d−1)Φ2(ũ(s, ‖Ys‖d))ds = d2

∫ t

0
S

2− 2
d

s Φ2(ũ(s, Ss))ds.

Enlarging the probability space if necessary, we consider aBrownian motionϒ independent of
F . Let (Gt) be the canonical filtration generated by(Ft) andϒ. We set

Bt = B1
t +

∫ t

0
1{SsΦ(ũ(s,Ss))=0}dϒs,

andB1 is the(Ft) and(Gt)-local martingale defined by

B1
t =

1
d

∫ t

0

1{SsΦ(ũ(s,Ss))>0}

S
1− 1

d
s Φ(ũ(s, Ss))

dMs. (5.14)

The quadratic variation ofB1 is given by

∫ t

0
1{SsΦ(ũ(s,Ss))>0}ds.

Consequently,[B]t = [B1]t +
∫ t

0 1{SsΦ(ũ(s,Ss))=0}ds = t. SinceB is a (Gt)-local martingale,
by Lévy’s characterization theorem we obtain thatB is a (Gt)-Brownian motion. Now, for
t ∈ [0, T ]

Mt =

∫ t

0
1{SsΦ(ũ(s,Ss))>0}dMs, (5.15)

since
∫ t

0 1{SsΦ(ũ(s,Ss))=0}d[M ]s = 0.
By (5.15) and (5.14) we finally get

Mt = d

∫ t

0
S

1− 1
d

s Φ(ũ(s, Ss))dB
1
s = d

∫ t

0
S

1− 1
d

s Φ(ũ(s, Ss))dBs, t ∈ [0, T ],

sinced
∫ t

0 S
1− 1

d
s Φ(ũ(s, Ss))1{SsΦ(ũ(s,Ss))=0}dϒs = 0.

On the other hand, ˜u(s, ·) = d
C
ν(s, ·) by Lemma 5.6, whereν(s, ·) is the family of marginal

laws ofS. This concludes the proof. ✷
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5.2. A toy model: the heat equation via Bessel processes

Suppose thatYt solves the equation

Yt = Y0 +Wt, t ∈ [0, T ],

whereY0 is a random variable distributed according to a uniform distribution on thed-dimensional
sphereSd−1 centered at 0 with radiusℓ0 > 0, i.e.,Sd−1 = {x ∈ R

d, ‖x‖ = ℓ0}.

Then,St = ‖Yt‖d = R
d
2
t , whereR is the square of a d-dimensional Bessel process starting at

ℓ2
0 . According to [30, Chapter XI, Section 1, Corollary 1.4], the law density ofRt is characterized

by

r 7→ qdt (ℓ
2
0 , r) =

1
2t

(
r

ℓ2
0

) d−2
4

exp

(
−ℓ

2
0 + r

2t

)
I d

2−1

(
ℓ0

√
r

t

)
, t ∈]0, T ],

whereI d
2−1 is the so-called modified Bessel function of the first kind andof index d

2 − 1, see

e.g. [1, p. 375]. Therefore, the law density ofSt at timet, which starts atℓd0 is given by

νℓd0
(t, ρ) =

ρ
2−d
2d

tℓ
d−2

2
0 d

exp

(
−ℓ

2
0 + ρ

2
d

2t

)
I d

2−1

(
ℓ0ρ

1
d

t

)
, t ∈]0, T ], ρ > 0. (5.16)

By Proposition 5.10 (ii), replacingΦ ≡ 1 in (5.10) and (5.11) it follows that the process(St) is
a solution of the equation

St = ℓd0 + d

∫ t

0
S

1− 1
d

s dBs + (d2 − d)

∫ t

0
S

1− 2
d

s ds.

Remark 5.12.TakeJ as the family of all probability measures onRd andU as the family of
weakly continuousu : [0, T ] → M(R), t 7→ u(t, ·) such that for almost allt ∈]0, T ] u(t, ·)
admits a density, still denoted byu(t, x), x ∈ R

d. For t ∈]0, T ], letHt = tId. It is well-known
that given a probability measureu0(dy) on R

d, u characterized byu(t, x) =
∫
Rd KHt(x −

y)u0(dy), t ∈]0, T ], x ∈ R
d, is the unique solution of the heat equation with initial condition

u0. By Lemma 5.6 and Remark 5.5, the functionu(t, x) = d
C
νℓd0

(t, ‖x‖d), t ∈]0, T ], x ∈ R
d

solves the PDE∂tu = 1
2∆u in the sense of distributions, with initial conditionu(0, ·) = u0(dx),

whereu0 is the distribution of a uniform random variable on the d-sphereSd−1.

5.3. Probabilistic numerical implementation

We adopt here the same notations as in section 5.1. In particular u andu0 were introduced in the
lines before Remark 5.5, the processS was defined in (5.3) withν as marginal laws. One of our
aims is to approximate ˜u for d ≥ 2 which coincides up to the constantC

d
, with ν. We remind in

particular thatν is a solution of (5.8) with initial conditionν0 = C
d
ũ0.

Our program consists in implementing the one-dimensional probabilistic method developed
in [15]: we introduce in this subsection a stochastic particle algorithm based upon the time
discretization of (5.12), which will allow us to simulate the solutionsν of (5.8). From now on
we fix n, the number of particles.

Let ε > 0. Similarly to [15, Section 3], we first replace (5.12) by thefollowing mollified
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version:




Zε
t = Z0 + d

∫ t

0
(Zε

s)
1− 1

d
+ Φ

(
d

C
(φε ∗ pε)(s, Zε

s)

)
dBs

+ (d2 − d)

∫ t

0
(Zε

s)
1− 2

d
+ Φ2

(
d

C
(φε ∗ pε)(s, Zε

s)

)
ds

pε(t, ·) = Law density ofZε
t , ∀t > 0, Z0 ∼

C

d
ũ0,

(5.17)

where(x)+ = max(x, 0) andφε is a mollifier obtained from a fixed probability density function
φ by the scaling

φε(y) =
1
ε
φ
(y
ε

)
, y ∈ R. (5.18)

For the numerical experiments, we assume thatφ is a Gaussian probability density function with
mean 0 and unit standard deviation.

Now, we introduce a particles system given by

Zi,ε,n
t = Zi

0 + d

∫ t

0
(Zi,ε,n

s )
1− 1

d
+ Φ


 d

Cn

n∑

j=1

φε(Z
i,ε,n
s − Zj,ε,n

s )


 dBi

s

(5.19)

+ (d2 − d)

∫ t

0
(Zi,ε,n

s )
1− 2

d
+ Φ2


 d

Cn

n∑

j=1

φε(Z
i,ε,n
s − Zj,ε,n

s )


 ds,

wherei = 1, . . . , n.
To simulate a trajectory of each(Zi,ε,n

t ), i = 1, . . . , n, we discretize in time: we choose a
time step∆t > 0 andN ∈ N, such thatT = N∆t. We denote bytk = k∆t, the discretization
times fork = 0, . . . , N .

The Euler explicit scheme of order one, leads then to the following discrete time system, i.e.,
for everyi = 1, . . . , n:

Si
tk+1

= Si
tk
+ d
(
Si
tk

)1− 1
d

+
Φ
(
d

C
ν̃(tk, (S

i
tk
)+)

)
N i(0,∆t)

+ (d2 − d)
(
Si
tk

)1− 2
d

+
Φ
(
d

C
ν̃(tk, (S

i
tk
)+)

)
∆t,

(5.20)

whereN i(0,∆t), i = 1, . . . , n, are i.i.d Gaussian random variables with variance∆t.
At each time steptk, ν̃(tk, .) is defined by

ν̃(tk, y) =
1
n

n∑

j=1

φε

(
y − (Sj

tk
)+

)
+

1
n

n∑

j=1

φε

(
y + (Sj

tk
)+

)
, y ∈ R+. (5.21)

In fact, ν̃ is a density estimator which is convenient for simulating a density onR+. This is based
on a symmetrization technique proposed by Silverman [34, Section 2.10]. Indeed, the classical
kernel estimator

ν̂(tk, y) =
1
n

n∑

j=1

φε

(
y − Sj

tk

)
, y ∈ R+
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gives an over-smoothed approximation of the target densityν killing the natural discontinuity at
zero. We have decided to use Silverman’s method because it issimple and easy to implement.
However, the derivative of̃ν with respect toy vanishes wheny = 0. This constitutes a limit for
the method, even though in our case it gives suitable numerical results. To avoid that feature one
could apply the technique explained in the Appendix 9.2.

We emphasize that the choice of the smoothing parameterε, intervening in (5.21), is done
according to the bandwidth selection procedure that had been described in [15, Section 4].

Note that whenΦ ≡ 1 andd = 2, previous scheme corresponds to the one of [22]. Further
work on this subject was performed by [23] and more recently by [2].

6. The multidimensional probabilistic algorithm

In this section, we want to extend the stochastic particles algorithm introduced in [15] to the
multidimensional case. We will determine a numerical solution of (1.1) by simulating a multi-
dimensional interacting particles system. Again, the solution of the non-linear problem (1.1) is
approximated through the smoothing of the empirical measure of the particles. For anyn ∈ N,
we consider a family ofn particles propagating inRd, whose positions at timet ≥ 0 are denoted
by Y i,H,n

t , i = 1, . . . , n, which evolve according to the system

Y i,H,n
t = Y i

0 +

∫ t

0
Φd


1
n

n∑

j=1

KH(Y i,H,n
s − Y j,H,n

s )


 dW i

s , i = 1, . . . , n, (6.1)

where, (W i)1≤i≤n aren d-dimensional standard Brownian motions.(Y i
0 )1≤i≤n is a family

of independent d-dimensional random variables with law density u0 and independent of the
Brownian motions.KH is the mollifier defined in section 2.

Assuming that the propagation of chaos holds, one expects that the regularized empirical
measure

1
n

n∑

j=1

KH(· − Y j,H,n
t )

approaches the solutionu of (1.1).

Remark 6.1.In the case whereΦ is Lipschitz, continuously differentiable at least up to order 3,
with some further regularity assumptions onu0, the authors in [25, Theorem 2.7] established the
propagation of chaos. At the best of our knowledge there are no such results whenΦ is irregular.

6.1. Probabilistic numerical implementation

For fixedT > 0, we choose∆t > 0 andN ∈ N such thatT = N∆t. We introduce the fol-
lowing numerical Euler scheme which provides us a discrete time approximation of the particles
positions(Y i,H,n

t ) denoted by(Xi
tk
),

X i,ℓ
tk+1 = X i,ℓ

tk
+ Φ


1
n

n∑

j=1

KH(X i
tk
−Xj

tk
)


N i,ℓ

∆t , 1 ≤ i ≤ n, 1 ≤ ℓ ≤ d, (6.2)

where(N i,ℓ
∆t )1≤i≤n,ℓ=1,...,d, is a family of independent Gaussian random variables with mean 0

and variance∆t.
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At each time steptk = k∆t, k = 0, . . . , N , we approximate the functionu(tk, ·) by the
smoothed empirical measure of the particles

uH,n(tk, x) =
1
n

n∑

j=1

KH(x−Xj
tk
), x ∈ R

d. (6.3)

From now on, we will suppose thatK, as defined in (2.1) is a d-dimensional standard normal
density. In particular, we haveK(x) =

∏d
ℓ=1φ(xℓ). Therefore, the functionuH,n(tk, ·) becomes

the so-called multivariate kernel density estimator ofu(tk, ·) for every time steptk. The only
unknown parameter in (6.3) is the symmetric definite positived × d matrixH; we refer to it as
the bandwidth matrix.

Just as in the univariate case, the optimal choice ofH crucially determines the performance
of the density estimatoruH,n. In fact, a large amount of research was done in this area, we refer
to [39] and [34] for a survey of the subject.

First of all, one has to decide about the particular form ofH. A full bandwidth matrix al-
lows for more flexibility; however it also introduces more complexity into the estimator since
more parameters have to be selected. A simplification of (6.3) can be obtained by imposing the
restrictionH ∈ D, whereD denotes the subclass of diagonal positive definited × d matrices.
Then, forH ∈ D, we haveH = diag(ε2

1, . . . , ε
2
d), so we haveKH(x) =

∏d
ℓ=1φεℓ(xℓ).

Besides, a further simplification can be done by consideringH = ε2Id, whereId is the unit
matrix onRd. This restriction has the advantage that one has only to dealwith a single smoothing
parameter, but the considerable disadvantage is that the amount of smoothing is the same in each
coordinate direction. Accordingly, we will suppose from now on thatH ∈ D, so that we could
have more flexibility to smooth by different amounts in each of the coordinate directions.

It remains to choose the components(εℓ)1≤ℓ≤d of the bandwidth matrixH itself. For this,
we will need some methodology for the mathematical quantification of the performance of the
kernel density estimatoruH,n. In order to balance between the complexity and the efficiency of
the bandwidth selection procedure to be used, we proceed as follows.

The ideal criterion of performance for the estimator ˆq of the densityq of some random variable
Z, consists in minimizing (asymptotically) the quantity

E

[
‖q − q̂‖2

L2(Rd)

]
, (6.4)

where

q̂(x) =
1
n

n∑

j=1

d∏

ℓ=1

φεℓ

(
xℓ − Zj,ℓ

)
, x ∈ R

d,

whereZj,., 1 ≤ j ≤ n areRd-valued random elements, i.i.d according toq.
We have chosen instead to minimize (asymptotically) the quantity

E
[
‖q − q̂‖2

m

]
, (6.5)

where givenf : Rd → R, ‖f‖m is defined as follows

‖f‖2
m =

d∑

ℓ=1

∫

R

dxℓ



∫

Rd−1
f(x)

d∏

k 6=ℓ

dxk




2

. (6.6)

In fact, ‖ · ‖m is a semi-norm on the linear spacef : R
d → R such thatf ∈ L1(Rd) and

f ℓ ∈ L2(R), wheref ℓ(xℓ) =
∫
Rd−1 f(x)

∏d
k 6=ℓ dxk, ℓ = 1, . . . , d. It is one generalization of
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theL2-norm ford = 1 to the multidimensional case.‖ · ‖m is indeed a semi-norm since it is
non-negative and it verifies the pseudo-homogeneity property and the triangle inequality.

Obviously, the minimal quantity over(εℓ)1≤ℓ≤d of (6.5) equals the sum overℓ ∈ {1, . . . , d}
of the minimal quantities over eachεℓ of

MISE{uεℓ,n(t, ·)} = Eu

∫

R

{
uℓ(t, x)− uεℓ,n(t, x)

}2
dx, (6.7)

where,uεℓ,n is the univariate kernel density estimator of the marginal law densityuℓ (of the
coordinateXℓ). Consequently, each bandwidthεℓ, ℓ = 1, . . . , d, will be computed according to
the procedure developed by [31] and described with details in [15, Section 6].

7. The deterministic numerical method

The main aim of our work is to approximate solutions of thed-dimensional non-linear problem
given by {

∂tu(t, x) ∈ 1
2∆β (u(t, x)) , t ∈ [0,+∞[ ,

u(0, x) = u0(x), x ∈ R
d,

(7.1)

whereu0 is an integrable function andβ is given by (1.3). Despite the fact that, up to now at
our knowledge, there are no analytical approaches dealing such issues, we got interested into a
recent method, proposed by Cavalli et al. [21], whenβ is Lipschitz. Actually, we are heavily
inspired by [21] to implement a deterministic procedure simulating solutions of (7.1) which will
be compared to the probabilistic ones.

In our numerical simulations, we will consider the case whered = 2. The operational aspects
of that method, in the one-dimensional case, were explainedin details in [15, Section 5].

8. Numerical experiments

The probabilistic and deterministic algorithms were both carried out using Matlab. In order to
speed up our probabilistic procedure, we have implemented,using the Matlab Parallel Com-
puting Toolbox (PCT), a GPU version of the kernel density estimator in dimension 1 and 2 of
space. Using 105 particles, this has 500 times reduced the CPU time on our reference computer.
As mentioned in section 7, the deterministic numerical solutions are performed via the method
provided in [21]. In fact, we use the WENO spatial reconstruction of order 5 and a third order
explicit Runge-Kutta IMEX scheme for time stepping. From nowon, we will denote the related
time step by∆tdet and the deterministic numerical solution by ˆudet.

8.1. The general stochastic particle algorithm ford = 2

We have proceeded to the validation of our algorithm in threemain situations: the classical
porous media equation, the fast diffusion equation and the Heaviside case.

The porous media equation case

In the case whereβ(u) = u|u|m−1, m > 1, we recall that the PDE in (1.1) is nothing else but
the classical porous media equation (PME). Ifu0 = δ0, an exact solution is provided by [14](see
also [38, Section 17.5]) known as the density of Barenblatt-Pattle:

E(t, x) = t−α
(
D − κ‖x‖2t−2β

) 1
m−1

+
, x ∈ R

d, t > 0, (8.1)
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where α = d
(m− 1)d+ 2

, β = α
d
, κ = m− 1

m β, D =
[
κ−

d
2 IC

] 2(1−m)
2+d(m−1)

and

I =
Γ
(
d
2

)
Γ
(

m
m−1

)

Γ
(
d
2 + m

m−1

) , Γ being the usual Gamma function.

We would now compare the exact solution (8.1) to an approximated probabilistic solution. Up to
now, we are not able to perform an efficient bandwidth selection procedure in the case when the
initial condition of PME is a Dirac probability measure, i.e.the law of a deterministic random
variable. Since we are nevertheless interested in exploiting (8.1), we have considered a time
translation of the exact solutionE defined as

U(t, x) = E(t+ 2, x), x ∈ R
d, t ∈ [0, T ]. (8.2)

Note that one can immediately deduce from (8.2) thatU still solves the PME but now with a
smooth initial condition given by

u0(x) = E(2, x), x ∈ R
d. (8.3)

Simulation experiments.We setd = 2 andm = 3. We compute both the deterministic and
probabilistic numerical solutions over the time-space grid [0, 3]× [−2.5, 2.5]× [−2.5, 2.5], with
a uniform space step∆x = 0.0167. We set∆tdet = 7.5 × 10−4, while, we usen = 200000
particles and a time step∆t = 10−2 for the probabilistic simulation. Figure 1(a)–(d) (resp. 2(a)–
(d)) displays the numerical probabilistic (resp. deterministic) solutions at timest = 0, t = 1,
t = 2 andt = T = 3, respectively. Besides, Figure 3 describes the time evolution of theL1

probabilistic and deterministic errors on the time interval [0, 3].

Figure 1. PME: Probabilistic numerical solution values att = 0 (a), t = 1 (b), t = 2 (c) and
t = T = 3 (d).
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Figure 2. PME: Deterministic numerical solution values att = 0 (a),t = 1 (b), t = 2 (c) and
t = 3 (d).
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Figure 3. PME: Evolution of theL1 probabilistic (solid line) and deterministic (dashed line)
errors over the time interval[0, 3].

The fast diffusion equation (FDE) case

Now, we suppose thatβ(u) = u|u|m−1, m ∈]0, 1[. In that case the PDE in (1.1) corresponds
to the so-called fast diffusion equation. Similarly as for the porous media equation, there also
exists a Barenblatt type solution for the mentionedβ when the initial conditionu0 is a delta
Dirac measure at zero. Indeed, it is given by the following expression:

E(t, x) = t−α
(
D̃ + κ̃‖x‖2t−2β

)− 1
1−m

, x ∈ R
d, t > 0, (8.4)
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where α = d
(m− 1)d+ 2

, β = α
d
, κ̃ = 1−m

m β, D̃ =
[
κ̃−

d
2 IC

] 2(m−1)
d(1−m)−2

and

I =
Γ
(
d
2

)
Γ
(

1
1−m

− d
2

)

Γ
(

1
1−m

) .

Again, we consider a time shifted version of the explicit solution (8.4) for the numerical experi-
ments. Indeed, we define

U(t, x) = E(t+ 1, x), x ∈ R
d, t ∈ [0, T ].

Obviously,U solves the FDE withu0 = E(1, ·) as initial condition.

Simulation experiments.We setd = 2 andm = 1
2. We consider the time-space grid[0, 1.5]×

[−15, 15] × [−15, 15] over which the probabilistic, the deterministic and the exact solutions
are computed. We fix∆tdet = 1.5 × 10−3. We use a uniform space step∆x = 0.4. For the
probabilistic simulation we setn = 200000 and∆t = 10−2.

Figure 4(a)–(d) displays the numerical probabilistic solutions at timest = 0, t = 0.5, t = 1
and t = T = 1.5, respectively. Figure 5(a)–(d) shows the deterministic solution values at
t = 0, t = 0.5, t = 1 andt = T = 1.5, respectively. Furthermore, Figure 6 describes the
time evolution of theL1 errors on the time interval[0, 1.5], related to both the probabilistic and
deterministic algorithms.

Figure 4. FDE: Probabilistic numerical solution values att = 0 (a),t = 0.5 (b), t = 1 (c) and
t = 1.5 (d).
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Figure 5. FDE: Deterministic numerical solution values att = 0 (a),t = 0.5 (b), t = 1 (c) and
t = 1.5 (d).
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Figure 6. FDE: Evolution of theL1 probabilistic (solid line) deterministic (dashed line) errors
over the time interval[0, 1.5].

Using the analytical expression (8.4) ofE(t, ·), we get

sup
x∈Rd

E(t, x) ≤ D̃− 1
1−m t−α,



The multidimensional case 27

where the right hand side of previous expression goes to zeroast → +∞. This convergence
clearly appears in Figures 4 and 5 whend = 2. However, the convergence inL1 does not hold
since for everyt > 0,

∫
Rd E(t, x)dx = 1 if m > mc, wheremc = 0 for d = 1, 2 andmc =

d−2
d

if d ≥ 3, see [37, Section 5.6].

Remark 8.1.In previous cases, we had some exact expressions of the solution of (1.1) at our
disposal that we could compare with the approximations issued from the deterministic and prob-
abilistic algorithms. The committed error using the deterministic approach is definitely lower
than using the probabilistic one. Below we treat the Heaviside case: by default of exact expres-
sions, the deterministic solutions will be used for evaluating the error related to the probabilistic
method.

The Heaviside case

In this part, we will discuss the numerical experiments for acoefficientβ given by (1.3). We
recall that in this case we do not know an exact solution for the problem (1.1). Consequently, we
will compare our probabilistic solution to the numerical deterministic solution obtained using the
method developed in [21], see also section 7. In fact, we willsimulate both numerical solutions
according to several initial datau0 and with different values of the critical thresholduc.

Empirically, after various experiments, similarly to the one-dimensional case investigated in
[15, Section 6], it appears that for a fixed thresholduc, the numerical solution approaches some
limit function which seems to belong to the ”attracting” set

J = {f ∈ L1(R2)|
∫
f(x)dx = 1, 0 ≤ f ≤ uc}; (8.5)

in fact J is the closure inL1 of J0 = {f : R
2 → R+| β(f) = 0}. Again, the following

theoretical questions arise.

(1) Does indeedu(t, ·) have a limitu∞ whent→ ∞?

(2) If yes, doesu∞ belong toJ ?

(3) If (2) holds, do we haveu(t, ·) = u∞ for t larger than a finite timeτ?

a) Gaussian initial condition

For the mentionedβ we consider an initial conditionu0 being a Gaussian density with meanµ
and invertible covariance matrixΣ, i.e.,

u0(x) = p(x, µ,Σ),

where,

p(x, µ,Σ) =
1

(2π)
d
2 |Σ| 1

2

exp

(
−1

2
(x− µ)tΣ−1(x− µ)

)
, x ∈ R

d. (8.6)

Simulation experiments.Test case 1.We setd = 2, uc = 0.07, µ = (0, 0) andΣ = I2,
whereI2 is the unit matrix onR2. We compute both deterministic and probabilistic solutions
over the time-space grid[0, 0.9] × [−4, 4] × [−4, 4] with a uniform space step∆x = 0.05. For
the deterministic approximation we set∆tdet = 2× 10−4 while for the probabilistic one we use
n = 200000 particles and a time step∆t = 2× 10−4.

Figures 7, 8, 9, show the deterministic and probabilistic numerical solutions at timest = 0,
t = 0.3 andt = T = 0.9, respectively. Furthermore, Figure 10 describes the timeevolution of
theL1-norm of the difference of the two solutions over the time interval [0, 0.9].
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Figure 7. Test case 1: Probabilistic (left) and deterministic (right) solution values att = 0.

Figure 8. Test case 1: Probabilistic (left) and deterministic (right) solution values att = 0.3.

Figure 9. Test case 1: Probabilistic (left) and deterministic (right) solution values att = 0.9.
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Figure 10. Test case 1: Evolution of theL1-norm of the difference of the two solutions over the
time interval[0, 0.9].

b) Bimodal initial condition

Now, we suppose that the initial condition is a mixture of twoGaussian densities with separated
modes, i.e.,

u0(x) =
1
2
(p(x, µ1,Σ1) + p(x, µ2,Σ2)) ,

wherep is defined in (8.6).
Simulation experiments.Test case 2.We setd = 2, uc = 0.1. We fix µ1 = (1, 0), µ2 =

(−1, 0), Σ1 = (0.1)I2 and Σ2 = (0.2)I2. The deterministic and probabilistic solutions are
simulated over the time-space grid[0, 0.8]× [−3.5, 3.5]× [−3.5, 3.5] with a uniform space step
∆x = 0.05. We set∆tdet = 2 × 10−4, while we usen = 200000 particles and a time step
∆t = 2× 10−4, for the probabilistic approximation. Figures 11, 12, 13, show the deterministic
and probabilistic numerical solutions at timest = 0, t = 0.27 andt = T = 0.8, respectively.
Furthermore, Figure 14 displays the time evolution of theL1-norm of the difference over the
time interval[0, 0.8].

Figure 11. Test case 2: Probabilistic (left) and deterministic (right) solution values att = 0.
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Figure 12. Test case 2: Probabilistic (left) and deterministic (right) solution values att = 0.27.

Figure 13. Test case 2: Probabilistic (left) and deterministic (right) solution values att = 0.8.
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Figure 14. Test case 2: Evolution of theL1-norm of the difference between the two solutions
over the time interval[0, 0.8].

c) Trimodal initial condition

For theβ given by (1.3), we consider an initial condition being a mixture of three Gaussian
densities with three modes at some distance from each other,i.e.,

u0(x) =
1
3
(p(x, µ1,Σ1) + p(x, µ2,Σ2) + p(x, µ3,Σ3)) , x ∈ R

d, (8.7)
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wherep is defined in (1.3).
Simulation experiments.We fix againd = 2. For this specific type of initial conditionu0, we

consider two test cases depending on the value taken by the critical thresholduc. We set, for
instance,µ1 = (−2, 2), µ2 = (2,−2), µ3 = (0, 0), Σ1 = (0.1)2I2, Σ2 = (0.2)2I2 andΣ3 = Σ2.

Test case 3.We start withuc = 0.15. We consider a time-space grid[0, 0.4]×[−5, 5]×[−5, 5],
with a uniform space step∆x = 0.05. For the deterministic approximation, we set∆tdet =
2×10−4. The probabilistic simulation usesn = 200000 particles and a time step∆t = 2×10−4.
Figures 15, 16, 17 display both the deterministic and probabilistic numerical solutions at times
t = 0, t = 0.14 andt = T = 0.4, respectively. Besides, the time evolution of theL1-norm of
the difference between the two numerical solutions is depicted in Figure 18.

Test case 4.We choose now as critical valueuc = 0.035 and a time-space grid[0, 2] ×
[−5, 5] × [−5, 5], with a uniform space step∆x = 0.05. We set∆tdet = 3 × 10−4 and the
probabilistic approximation is performed usingn = 200000 particles and a time step∆t =
4 × 10−4. Figures 19, 20, 21 show the numerical (probabilistic and deterministic) solutions at
timest = 0, t = 0.66 andt = T = 2. In addition, Figure 22 describes theL1-norm of the
difference between the two.

Figure 15. Test case 3: Probabilistic (left) and deterministic (right) numerical solution values at
t = 0.

Figure 16. Test case 3: Probabilistic (left) and deterministic (right) numerical solution values at
t = 0.14.
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Figure 17. Test case 3: Probabilistic (left) and deterministic (right) numerical solution values at
t = 0.4.
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Figure 18. Test case 3: Evolution of theL1-norm of the difference between the two solutions
over the time interval[0, 0.4].

Figure 19. Test case 4: Probabilistic (left) and deterministic (right) numerical solution values at
t = 0.
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Figure 20. Test case 4: Probabilistic (left) and deterministic (right) numerical solution values at
t = 0.66.

Figure 21. Test case 4: Probabilistic (left) and deterministic (right) numerical solution values at
t = 2.
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Figure 22. Test case 4: Evolution of theL1-norm of the difference between the two solutions
over the time interval[0, 2].
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d) Uniform and normal densities mixture initial condition

We proceed again withβ defined in (1.3). We are now interested in an initial conditionu0, being
a mixture of a normal and an uniform density, i.e.,

u0(x) =
1
2

(
p(x, µ,Σ) + 1[0,1]×[−1,0](x)

)
, x ∈ R

2,

wherep is defined in (8.6).
Simulation experiments.
Test case 5.We fix uc = 0.15, µ = (0,−1) andΣ = (0.076)2I2. We perform both the

approximated deterministic and probabilistic solutions on the time-space grid[0, 0.5]×[−3, 3]×
[−3, 3], with a space step∆x = 0.05. We usen = 200000 particles and a time step∆t =
2 × 10−4 for the probabilistic simulation. Moreover, we set∆tdet = 2 × 10−4. Figures 23,
24, 25 illustrate those approximated solutions at timest = 0, t = 0.2 andt = T = 0.6.
Furthermore, we compute theL1-norm of the difference between the numerical deterministic
solution and the probabilistic one. That error is displayedin Figure 26.

Figure 23. Test case 5: Probabilistic (left) and deterministic (right) numerical solution values at
t = 0.

Figure 24. Test case 5: Probabilistic (left) and deterministic (right) numerical solution values at
t = 0.2.
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Figure 25. Test case 5: Probabilistic (left) and deterministic (right) numerical solution values at
t = 0.6.
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Figure 26. Test case 5: Evolution of theL1-norm of the difference between the two solutions
over the time interval[0, 0.6].

Long-time behavior of the solutions

As it was mentioned previously, we are interested in the empirical behavior of solutions to (1.1)
in the Heaviside case. For this, we first provide Figure 27, which displays the time evolution of
theL1-norm of the difference between two successive time evaluations of the numerical solu-
tions. That quantity was computed for both deterministic and probabilistic numerical solutions
and in the different test cases 1 to 5. In fact, Figure 27, shows that the numerical solutions
approach some limit function ˆu∞. Indeed, they seem to reach ˆu∞ after a finite time ˆτ .

In addition, according to Figure 28, this suggests the existence of a limit functionu∞, which
of course depends on the initial conditionu0 such thatu(t, ·) = u∞, for t ≥ τ . Moreover,u∞ is
expected to belong to the ”attracting set”J , since‖β(û(t, ·))‖L1(R2) equals zero whent is larger
thanτ̂ , at least when ˆu is the deterministic numerical solution.
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Figure 27. Time evolution of ‖uH,n(ti+1, ·) − uH,n(ti, ·)‖L1(R2) (dashed lines) and
‖ûdet(ti+1, ·) − ûdet(ti, ·)‖L1(R2) (solid lines) for the Test case 1 (a), Test case 2 (b), Test case
3(c), Test case 4 (d) and Test case 5 (e), respectively .
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Figure 28. Time evolution of‖β(uH,n(t, ·))‖L1(R2) (dashed lines) and‖β(ûdet(t, ·))‖L1(R2)

(solid lines) for the Test case 1 (a), Test case 2 (b), Test case3 (c), Test case 4 (d) and Test
case 5 (e), respectively.
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Long-time stability behavior of the general probabilistic algorithm d = 2

Now, we inquire about the long time behavior of the probabilistic particle algorithm. In fact,
we are interested in the dependence of the error over the time. For this, we have simulated the
solution of the PME withn = 200000,T = 50,∆t = 0.02 andm = 3. Figure 29 displays the
time evolution of theL1-norm of the error. In particular, Figure 29 shows (in the PME case) that
the probabilistic algorithm seems to remain stable for a large timeT .
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Figure 29. Evolution of theL1 error over the time interval[0, 50], in the PME case.

8.2. The radially symmetric case

8.2.1. Validation on exact solutions in hyperspherical coordinates

We make the same conventions as in section 5. Suppose thatu0 is radially symmetric.u is the
solution of (1.1) and ˜u is given in Remark 5.5.ν constitutes the marginal laws ofS which is
defined in (5.3) which is a solution of (5.11).ν equals ˜u up to a constant, see (5.4).

The Fokker-Planck equation for Bessel processes

Whenβ(u) = u, the PDE in (1.1) corresponds to the heat equation. The linked radial equation
(5.8) withΦ = 1 (Bessel equation) and with initial conditionℓd0 , admits (5.16) as exact solution.
We would like to compare the probabilistic approximationν̃ε,n defined as the right-hand side of
(5.21) to (5.16). In order to avoid computation difficultiesfor the bandwidthε in the case when
the initial conditionν0 is the law of a deterministic random variable, we will consider a time
shifted version of (5.16), given by

v(t, ρ) =
ρ

2−d
2d

(t+ t0)ℓ
d−2

2
0 d

exp

(
− ℓ2

0 + ρ
2
d

2(t+ t0)

)
I d

2−1

(
ℓ0ρ

1
d

t+ t0

)
, t ∈ [0, T ], ρ > 0, t0 > 0. (8.8)

In fact, with this reposition,v(t, ·) still solves (5.8) but now with a smooth initial datav(0, ρ) =
νℓd0

(t0, ρ).
Simulation experiments.
We setℓ0 = 1 andt0 = 10−3. We compute the probabilistic numerical solutions of (5.8)over

a time-space grid[0, 0.01]×]0, L], L > 0, for different values of the dimensiond = 2, 5, 10
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and with a space step∆x = 0.01. We use a time step∆t = 10−4 andn = 200000 particles.
Figures 30,31,32 (a)–(c), show the exact and the numerical solutions at timest = 0, t = 0.005
andt = T = 0.01, ford = 2, 5, 10, respectively. The exact solution defined in (8.8), is depicted
by solid lines. Besides, Figures 30 (e), 31 (e), 32 (e) describe the time evolution of theL1 error
on the interval[0, 0.01], for d = 2, 5, 10, respectively.
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Figure 30. Bessel equation,d = 2: Exact (solid line) and probabilistic (doted line) solution
values at t=0 (a), t=0.005 (b), t=0.01 (c). The evolution of theL1 error over the time interval
[0, 0.01] (d).
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Figure 31. Bessel equation,d = 5: Exact (solid line) and probabilistic (doted line) solution
values at t=0 (a), t=0.005 (b), t=0.01 (c). The evolution of theL1 error over the time interval
[0, 0.01] (d).

We point out that the performance of our algorithm is satisfying for all values ofd ≥ 2 even
though whend = 2 the solution is recurrent. In that case the process often attains zero, which is
a non regular point of the diffusion term in (5.12).
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Figure 32. Bessel equation,d = 10: Exact (solid line) and probabilistic (doted line) solution
values at t=0 (a), t=0.005 (b), t=0.01 (c). The evolution of theL1 error over the time interval
[0, 0.01] (d).

The radial transformation of the classical porous media equation

Whenβ(u) = u.|u|m−1,m > 1 andu0 = δ0, we consider again the explicit Barenblatt type
solution of (1.1), denoted byE and given in (8.1). Again, we will shift in time this exact
solution, in order to avoid simulation problems in the case of a delta Dirac measure as initial
condition. In fact, we setU(t, x) = E(t+1, x), t ∈ [0, T ], x ∈ R

d. Then,U still solves (1.1) for
the mentionedβ and withu0(x) = E(1, x) as initial condition. Sinceu0 is radially symmetric,
we deduce

U(t, x) = Ũ(t, ‖x‖d) = (t+ 1)−α

(
D − κ

(
‖x‖d

) 2
d
(t+ 1)−2β

) 1
m−1

+

, x ∈ R
d, t ≥ 0.

Then, using (5.4), we get

νex(t, ρ) =





C
d
(t+ 1)−α

(
D − κρ

2
d (t+ 1)−2β

) 1
m−1

if ρ ∈
[
0,
(
D
κ

) d
2
(t+ 1)α

]
,

0 otherwise.

(8.9)

Simulation experiments.
We compute the probabilistic numerical solutions of (5.8) whenβ(u) = u3 (radial PME),

over the time-space grid[0, 1] × [0, 2.5] for different values of the dimensiond = 2, 5, 10 and
with a space step∆x = 0.01. We consider a time step∆t = 10−2 andn = 200000 particles.
Figures 33, 34, 35 (a)–(c) display the exact and the numerical solutions at timest = 0, t = 0.5
andt = T = 1 respectively, ford = 2, 5, 10, respectively.
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The exact solution, defined in (8.9), is depicted by solid lines. Besides, Figures 33 (e), 34
(e), 35 (e) describe the evolution of theL1 norm of the error on the time interval[0, 1], for
d = 2, 5, 10, respectively.
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Figure 33. Radial PME,d = 2: Exact (solid line) and probabilistic (doted line) solution values
at t=0 (a), t=0.5 (b), t=1 (c). The evolution of theL1 error over the time interval[0, 1] (d).
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Figure 34. Radial PME,d = 5: Exact (solid line) and probabilistic (doted line) solution values
at t=0 (a), t=0.5 (b), t=1 (c). The evolution of theL1 error over the time interval[0, 1] (d).
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Figure 35. Radial PME,d = 10: Exact (solid line) and probabilistic (doted line) solution values
at t=0 (a), t=0.5 (b), t=1 (c). The evolution of theL1 error over the time interval[0, 1] (d).

8.3. Comparison between the the radial stochastic algorithmand the 2-dimensional deter-
ministic approach in the Heaviside case

In this part of the work we exploit, at least empirically, theexisting relation between the solutions
of the multidimensional problem (1.1) and the solutions of the one-dimensional PDE (5.8), in
the case when the initial conditionu0 of (1.1) is a radially symmetric function. For this we will
simulate thed-power norm of the solutionY of (1.4) via the one-dimensional non-linear diffu-
sion introduced in (5.12). Letu : [0, T ]× R

d → R+ be a solution of (1.1) with initial condition
u0 which is radially symmetric. According to Remark 5.5 there existsũ : [0, T ]×]0,+∞[→ R+

such thatu(t, x) = ũ(t, ‖x‖d), ∀(t, x) ∈ [0, T ] × R
d \ {0}. If Y solves (1.4), the second item

of Proposition 5.10 says thatS = ‖Y ‖d verifies the non-linear diffusion equation (5.12). If
ν : [0, T ]×R+ → R+ such thatν(t, ·) is the law ofSt, t ∈ [0, T ], then by Lemma 5.6, we have
ũ = d

C
ν and therefore

u(t, x) =
d

C
ν(t, ‖x‖d), ∀(t, x) ∈ [0, T ]× R

d \ {0}. (8.10)

Consequently, previous expression allows us to simulate the solutionu of (1.1) using the solu-
tion ν of (5.8). Indeed, it will be enough to replace in (8.10)ν by its kernel density estimator
ν̃ε,n given in (5.21). Those approximations will be compared to the ones obtained via thed-
dimensional general stochastic algorithm.

From now on we will fixd = 2 andβ given by (1.3).
Test case (A)
Let u0 be a Gaussian density, i.e.,

u0(x) = p(x, µ,Σ), x ∈ R
2,



42 Nadia Belaribi, François Cuvelier and Francesco Russo

wherep is defined in (8.6),µ = (0, 0) andΣ = I2. Thus, the initial conditionν0 of (5.8) is the
probability density of an exponential distribution of parameterλ = 1

2, i.e.,

ν0(ρ) = λ exp(−λρ), ∀ρ ∈ R+.

Simulation experiments.We fix uc = 0.07. We compute the probabilistic solution obtained
through the one-dimensional radial algorithm usingn = 200000 particles and a time step∆t =
2 × 10−4, and we compare it to the 2-dimensional deterministic approximation presented in
section 7. We fix∆tdet = 4× 10−4. We have represented both the 2-dimensional deterministic
and probabilistic solutions, on the time-space grid[0, 0.9] × [−4, 4] × [−4, 4], with a uniform
space step∆x = 0.05.

Figures 36, 37, 38 illustrate those approximated solutionsat timest = 0, t = 0.3 andt =
T = 0.9. Furthermore, we compute theL1-norm of the difference between the numerical
deterministic solution and the probabilistic one. Values of that error are displayed in Figure
39.

Figure 36. Test case (A): Probabilistic (left) and deterministic (right) numerical solution values
at t = 0.

Figure 37. Test case (A): Probabilistic (left) and deterministic (right) numerical solution values
at t = 0.3.
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Figure 38. Test case (A): Probabilistic (left) and deterministic (right) numerical solution values
at t = 0.9.
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Figure 39. Test case (A): Evolution of theL1-norm of the difference between the two solutions
over the time interval[0, 0.9].

Test case (B)
Proceeding with the sameβ, we consider now an initial conditionu0 given by

u0(x) =
1
π

√
2
π

exp(−‖x‖4

2
), x ∈ R

2.

The corresponding ˜u0 is related via (5.4) to the law density of an absolute value ofa standard
Gaussian r.v. Indeed, the initial conditionν0 of (5.8) is a probability density defined by

ν0(ρ) =

√
2
π

exp(−ρ
2

2
), ∀ρ ∈ R+.

Simulation experiments.We setuc = 0.08. Then, usingn = 200000 particles and a time step
∆t = 2.8 × 10−4, we simulate the probabilistic solution applying the one-dimensional radial
approach. The 2-dimensional deterministic and probabilistic simulations are computed over the
time-space grid[0, 1.4] × [−4, 4] × [−4, 4], with a uniform space step∆x = 0.05 and fixing
∆tdet = 2.8× 10−4.

Figures 40, 41, 42 illustrate those approximated solutionsat timest = 0, t = 0.46 and
t = T = 1.4. Besides, Figure 43 displays theL1-norm of the difference between the numerical
deterministic solution and the probabilistic one.
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Figure 40. Test case (B): Probabilistic (left) and deterministic (right) numerical solution values
at t = 0.

Figure 41. Test case (B): Probabilistic (left) and deterministic (right) numerical solution values
at t = 0.46.

Figure 42. Test case (B): Probabilistic (left) and deterministic (right) numerical solution values
at t = 1.4.
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Figure 43. Test case (B): Evolution of theL1-norm of the difference between the two solutions
over the time interval[0, 1.4].

Test case (C)
We assume that the initial conditionu0 is defined by

u0(x) =
1

2π

(
g(‖x‖2,m1, σ1) + g(‖x‖2,m2, σ2)

)
, x ∈ R

2,

whereg(ρ,m, σ) = f(ρ,m, σ) + f(−ρ,m, σ), ρ ≥ 0, andf is the density function of a one-
dimensional Gaussian distribution with meanm and standard deviationσ. Therefore,ν0 of (5.8)
is given by

ν0(ρ) =
1
2
(g(ρ,m1, σ1) + g(ρ,m2, σ2)) , ∀ρ ∈ R+.

Simulation experiments.We fix for instanceuc = 0.07, m1 = 0, m2 = 6, σ1 = 0.2 and
σ2 = 0.3. We considern = 200000 particles and a time step∆t = 2×10−4, in order to perform
the probabilistic numerical solution via the one-dimensional radial algorithm. We compare it to
the 2-dimensional deterministic approximation. We set∆tdet = 2×10−4. We represent both the
2-dimensional deterministic and probabilistic solutions, on the time-space grid[0, 1]× [−4, 4]×
[−4, 4], with a uniform space step∆x = 0.05. Figures 44, 45, 46 display those approximated
solutions at timest = 0, t = 0.33 andt = T = 1. Besides, Figure 47 shows theL1-norm of the
difference between the two solutions.

Figure 44. Test case (C): Probabilistic (left) and deterministic (right) numerical solution values
at t = 0.
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Figure 45. Test case (C): Probabilistic (left) and deterministic (right) numerical solution values
at t = 0.33.

Figure 46. Test case (C): Probabilistic (left) and deterministic (right) numerical solution values
at t = 1.
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Figure 47. Test case (C): Evolution of theL1-norm of the difference between the two solutions
over the time interval[0, 1].

Remark 8.2. (i) The probabilistic algorithm can be parallelized on a graphical processor unit
(GPU) such that we can speed-up its time machine execution; on the other hand, for the
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deterministic algorithm, this operation is far from being obvious.

(ii) At this point, even though it provides reliable approximation of the solutions, the imple-
mentation of the deterministic algorithm in dimension 2 is not optimal. Indeed, it costs a
huge amount of CPU time comparing to the deterministic one-dimensional procedure and
to the probabilistic algorithm in dimension 1 and 2. Investigations in that direction will be
the object of a future work.

(iii) In general, empirically, the different errors committed by the probabilistic algorithm seem
to be reasonable, even though not very good.
a) The general two-dimensional probabilistic algorithm behaves well in the case of an uni-
modal initial condition. Some difficulties arise in the multimodal case; on the other hand
we obtain satisfying results in Figure 26 which represents an evolution in the Heaviside
case of a bimodal and irregular initial condition. b) The probabilistic algorithm in the
radial case behaves quite well for alld ≥ 2, if the initial condition is unimodal and the
coefficientβ is smooth. Ifβ is of Heaviside type, the error becomes more important when
d = 2. Unfortunately we have no mean to validate the algorithm for larger values than
d = 2, in which case we could expect a better performance.

In conclusion the use of probabilistic methods in higher dimension is justified. Contrarily
to the one-dimensional case, treated in [15], the probabilistic techniques are much simpler to
formulate than the analytical method.

9. Appendix

9.1. Proof of proposition 3.1

We start with some preliminary considerations.

Remark 9.1.Referring to Proposition 2 and Remarks following Theorem 1 in [18], we know
the following.

(i) We consider the problem
u− ∆w = f, in D′(Rd), (9.1)

where,w(x) ∈ β(u(x)) a.e.x ∈ R
d, f ∈ L1(Rd).

(ii) Let f ∈ L1(Rd). There is a uniqueu ∈ L1(Rd) for which there existsw ∈ L1
loc(R

d) such
that(u,w) solves (9.1).

(iii) It is then possible to define a (multi-valued) operatorA := Aβ : E → E, where
D(A) is the set ofu ∈ L1(Rd) for which there isw ∈ L1

loc(R
d) such thatw(x) ∈

1
2β(u(x)) for a.e. x ∈ R

d and ∆w ∈ L1(Rd). For u ∈ D(A), we setA(u) ={
−1

2w | w as in the definition ofD(A)
}

. In particular, ifβ is single valued thenAu =
−1

2∆β(u). A is a m-accretive operator.

(iv) SinceA is m-accretive,Jλ := (I + λA)−1 is a contraction in the sense that‖Jλf −
Jλg‖L1(R) ≤ ‖f − g‖L1(Rd). In addition,Jλ is single valued. Iff ∈ L∞(Rd) then
‖Jλf‖∞ ≤ ‖f‖∞ andJλf ∈ L1⋂L∞. In particular, for every positiven, ‖Jn

λ f‖∞ ≤
‖f‖∞.

(v) If f ≥ g, a.e,Jλf ≥ Jλg, a.e.

(vi) Sinceβ(0) = 0,Jλf ≥ 0, if f ≥ 0, a.e.

(vii) If f ∈ L∞, β being monotone, it easily follows thatw ∈ L∞. In addition, under Assump-
tion B(ℓ), ℓ ≥ 1, thenw ∈ L1⋂L∞.
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Proof of Proposition 3.1.The proof follows the same lines as [19, Proposition 3.4] even though
here the assumption onβ is slightly more general andd ≥ 1.

Problem (3.1) is related with the non-linear evolution equation onE = L1(Rd)

0 ∈ u′(t) +A(u(t)), 0 ≤ t ≤ T, (9.2)

with Au = Aβu = −∆(β(u)). We denote byL1
+(R

d) the space of non-negative functions inL1

andD+(A) the space of non-negative elements ofD(A).
a) Suppose thatD+(A) = L1

+(R
d). By [32, Corollary IV.8.4], there is a uniqueC0-solution

of (9.2). It appears as a limit inC([0, T ];L1(Rd)) of approximatingε-solutions. For the notion
of C0-solutionu ∈ C([0, T ];L1(Rd)) and relatedε-solutions, we refer to [32, Chapter IV.8]. In
particular,u ∈ L1([0, T ]× R

d).
b) We now prove thatD+(A) is dense inL1

+(R
d). We denote byC+

0 (Rd), the space of non-
negative continuous functions with compact support. Letu ∈ C+

0 (Rd). SinceC+
0 (Rd) is dense

in L1
+(R

d) it is enough to show thatC+
0 (Rd) ⊂ D+(A), whereD+(A) is theL1-closure of

D+(A).
Let u ∈ C+

0 (Rd). Forλ > 0, we setuλ := (I + λA)−1u. Similarly to item 2. of the proof of
[19, Proposition 3.4], it is enough to show that

uλ → u, weakly inE. (9.3)

In fact, it is easy to show thatD+(A) (and so also its closureD+(A)) is convex. By Satz 6.13 of
[3], D+(A) is weakly sequentially closed. So (9.3) would imply thatu ∈ D+(A), which would
conclude the proof of this item.

It remains to show (9.3). Since(I+λA)−1 is a contraction onE, the sequence(uλ) is bounded
in E. Sinceuλ ∈ D(A), by definition there existswλ ∈ L1

loc(R
d) such thatwλ ∈ 1

2β(uλ(x))
for dx-a.e.x ∈ R

d, ∆wλ ∈ L1(Rd). Moreover,

u = uλ − λ∆wλ. (9.4)

We recall that(I + λA)−1(0) = 0 so that, by items (v) and (vi) of Remark 9.1uλ = (I +
λA)−1(u) ≥ 0, a.e., for everyλ > 0. We show the existence ofλ0 > 0 such that the sequence
(uλ)0<λ<λ0 is weakly relatively compact. Since the sequence(uλ) is bounded inE, it is enough
to prove the existence ofλ0 > 0 such that(uλ)0<λ<λ0 is Lebesgue uniformly absolutely contin-
uous. Then, by Dunford-Pettis theorem, see [7, Theorem 1.15], the result would follow. Sinceu
is bounded, by Remark 9.1(iv), the sequence(‖uλ‖∞)λ>0 is bounded by‖u‖∞.

LetF be a Borel subset ofRd andK > 1. Forλ < λ0, we have
∫

F

dx|uλ(x)| ≤
∫

F∩{|x|<K}
dx|uλ(x)|+

∫

{|x|≥K}
dx|uλ(x)|

≤ ‖u‖∞Leb(F ) + sup
0<λ<λ0

∫

{|x|≥K}
dx|uλ(x)|.

Consequently, the result will be established if we prove theexistence ofλ0 such that the sequence
(uλ)0<λ<λ0 is Lebesgue equi-integrable, i.e.,

lim
K→+∞

sup
0<λ<λ0

∫

{|x|≥K}
dx|uλ(x)| = 0.

Let ε > 0. Sinceu ∈ L1, we considerK0 > 0 such that
∫

{|x|≥K0−1}
u(x)dx < ε. (9.5)
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Let ϕ : Rd → R be a smooth function with compact support in the closed ballB(0,K0) such
thatϕ(x) = 1 if |x| ≤ K0 − 1, 0≤ ϕ ≤ 1, elsewhere. Forλ > 0,

∫

{|x|≥K0}

∣∣(I + λA)−1u(x)
∣∣ dx =

∫

{|x|≥K0}
(I + λA)−1u(x)dx

≤
∫

Rd

(I + λA)−1u(x)(1− ϕ(x))dx

≤ I1(λ) + I2, (9.6)

where

I1(λ) =

∫

Rd

(
(I + λA)−1u(x)− u(x)

)
(1− ϕ(x))dx,

I2 =

∫

Rd

u(x)(1− ϕ(x))dx.

Note thatI2 ≤ ε because of (9.5). ConcerningI1(λ), we have

I1(λ) =

∫

Rd

uλ(x)dx−
∫

Rd

u(x)dx−
∫

Rd

(
(I + λA)−1u(x)− u(x)

)
ϕ(x)dx. (9.7)

Sincewλ ∈ E then ∫

Rd

uλ(x)dx =

∫

Rd

u(x)dx. (9.8)

Indeed, letϕM : Rd → R be a smooth function with compact support onB(0,M + 1), 0 ≤
ϕM ≤ 1 andϕM (x) = 1 if x ∈ B(0,M). By (9.4) we get

∫

Rd

uλ(x)ϕM (x)dx− λ

∫

Rd

wλ(x)∆ϕM (x)dx =

∫

Rd

u(x)ϕM (x)dx.

SinceϕM → 1 pointwise, asM → +∞, ‖∆ϕM‖∞ does not depend onM and∆ϕM → 0, then
equality (9.8) follows by Lebesgue dominated convergence theorem. Together with (9.7), this
gives

I1(λ) =

∫

Rd

(
(I + λA)−1u(x)− u(x)

)
ϕ(x)dx.

On the other hand

‖wλ‖∞ ≤ β (‖uλ‖∞)− β (−‖uλ‖∞)

≤ β (‖u‖∞)− β (−‖u‖∞) .

Therefore,(wλ) is uniformly bounded and soλwλ → 0 in L∞, asλ → 0, which implies that
λ∆wλ → 0 in the sense of distributions. By (9.4) alsouλ → u, in the sense of distributions.
Consequently,I1(λ) → 0 asλ → 0 and therefore there isλ0 such that 0< λ < λ0 and
I1(λ) < ε. Consequently, ifK > K0, 0< λ < λ0 and taking into account (9.6), we obtain

∫

{|x|≥K}

∣∣(I + λA)−1u(x)
∣∣ dx ≤

∫

{|x|≥K0}

∣∣(I + λA)−1u(x)
∣∣ dx

≤ 2ε.
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So,

sup
λ<λ0

∫

{|x|≥K}

∣∣(I + λA)−1u(x)
∣∣ dx ≤ 2ε.

Consequently,(uλ) is weakly relatively compact inE and (9.2) is established.

c) The next step consists in showing that aC0-solution is a solution in the sense of distribu-
tions. We proceed as in item 3. of the proof of Proposition 3.4in [19]. We consider a family of
approximatingε-solutionsuε using the fact thatA is m-accretive. By item (iv) of Remark 9.1,
one can easily show that

sup
t≤T

‖uε(t, ·)‖∞ ≤ ‖u0‖∞. (9.9)

We also considerwε : [0, T ] × R
d → R such thatwε(t, x) ∈ β(uε(t, x))dtdx a.e. Sinceβ is

monotone, previous inequality implies that

|wε(t, x)| ≤ β (‖u0‖∞)− β (−‖u0‖∞) a.e. (9.10)

The proof is then very close, replacingR with R
d, to the one of [19, Proposition 3.4], until

equation (3.8), that says

∫

Rd

u(t, x)α(x)dx =

∫

Rd

u0(x)α(x)dx+ lim
ε→0

∫ t

0

∫

Rd

wε(s, x).α′′(x)dxds. (9.11)

Let K > 0. (9.10) implies the existence of a subsequence(εn) such thatwεn converges
weakly inL2([0, T ] × B(0,K)) to someη ∈ L2([0, T ] × B(0,K)). It remains to see that
η(t, x) ∈ β(u(t, x)) a.e. dt ⊗ dx, in order to prove thatu solves (2.2). Sinceuε → u in
L1(Rd), uniformly in t, Lebesgue dominated convergence theorem and (9.9) imply that for any
K > 0, the sequence(uεn) converges tou in L2([0, T ];B(0,K)). The mapu 7→ 1

2β(u) on
L2([0, T ]×B(0,K)) is an m-accretive multi-valued map, see [32, p.164, Example2c ]. So it is
weakly strongly closed because of [8, p.37, Proposition 1.1(i) and (ii)]. This conclude the proof
of item c).

d) The obtained solution belongs toL∞([0, T ]× R
d) by the same arguments as in item 4. of

the proof of [19, Proposition 3.4].

i) Finally, uniqueness of the equation inD′([0, T ]×R
d) follows from Theorem 1 and remark

1.20 of [20]. ✷

9.2. Elementary tricks to simulate a r.v with values in[a,+∞[, for somea ∈ R

The following reasoning can be used to simulate density lawshaving a jump at some fixed value
a. This happens in particular when we approximate a density with support in[a,+∞[. Without
restriction of generality we supposea = 0 so that the support isR+ (instead of the whole line).

Let p : R+ → R+ be a density function, so
∫
R+
p(x)dx = 1. Let ε > 0, n ∈ N. Let

X1, . . . , Xn be a sequence of non-negative independent r.v. distributedasp(x)dx. A classical
non-parametric estimator is given by

p̂(x) =
1
n

n∑

i=1

Kε(x−X i). (9.12)
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Proposition 9.2.LetX distributed asp(x)dx, U a Bernoulli r.v of parameter1/2 and indepen-
dent ofX. We setZ = UX + (U − 1)X.

ThenZ is distributed according toq(x)dx, where

q(x) =





p(x)

2
, if x ≥ 0,

p(−x)
2

, else.

Proof of Proposition 9.2.Let f be a bounded and continuous function onR+. We have

E[f(Z)] = E[f(UX + (U − 1)X)]

= E[f(1{U=1}X − 1{U=0}X)]

= E[1{U=1}f(X)] + E[1{U=0}f(−X)]

= P (U = 1)E[f(X)] + P (U = 0)E[f(−X)], sinceX is independent ofU,

=
1
2

∫

R+

f(x)p(x)dx+
1
2

∫

R+

f(−x)p(x)dx.

Then, settingy = −x in the second integral of the previous expression, we obtain

E[f(Z)] =

∫

R

f(y)

[
p(y)

2
1{y≥0} +

p(−y)
2

1{y≤0}

]
dy.

So, the result follows. ✷

Let U1, . . . , Un be a sample of random variables distributed according to a Bernoulli law of
parameter 1/2. A classical estimator ofq being the density of the random variableZ defined in
the previous proposition, is then given by

q̂(x) =
1
n

n∑

i=1

Kε

(
x−

[
U iX i + (U i − 1)X i

])
. (9.13)

Therefore, as a consequence of Proposition 9.2, one can construct onR+, the following estima-
tor, p̃, for the densityp

p̃(x) =
2
n

n∑

i=1

Kε

(
x−

[
U iX i + (U i − 1)X i

])
, x ≥ 0, (9.14)

sincep(x) = 2q(x), ∀x ≥ 0.
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