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Probabilistic and deterministic algorithms for space
multidimensional irregular porous media equation

Nadia Belaribi, Francois Cuvelier and Francesco Russo

Abstract. The object of this paper is a multi-dimensional generalized porous media equatigh (b
not smooth and possibly discontinuous coeffici@ntwhich is well-posed as an evolution problem in
LY(R?). This work continues the study related to the one-dimensional case by the same.aGther
expects that a solution of the mentioned PDE can be represented through the satuter) (f a non-
linear stochastic differential equation (NLSDE). A classical tool fomddhis is a uniqueness argument
for some Fokker-Planck type equations with measurable coefficients. Wisgoossibly discontinuous,
this is often possible in dimensiah = 1. If d > 1, this problem is more complex than fdr= 1.
However, it is possible to exhibit natural candidates for the probabilistieseptation and to use them
for approximating the solution of (PDE) through a stochastic particle algorithntoipare it with some
numerical deterministic techniques that we have implemented adapting thedwdta paper of Cavalli
et al. whose convergence was established whenLipschitz. Special emphasis is also devoted to the
case when the initial condition is radially symmetric. On the other hand asguhmat s is continuous
(even though not smooth), one provides existence results for a mollified version (fLLB®E) and a
related partial integro-differential equation, even if the initial cowditis a general probability measure.

Keywords. Stochastic particle algorithm, porous media equation, monotonicity, stocha$éedtfal
equations, non-parametric density estimation, kernel estimator.

AMS classification.MSC 2010: 65C05, 65C35, 82C22, 35K55, 35K65, 35R05, 60H10, 60360, 62G07,
65MO06.

1. Introduction

The main target of this work is to construct and implemenbalsastic algorithm which approx-
imates the solution of a multidimensional porous media geation with monotone possibly
irregular coefficient.

In the whole papef” will be a strictly positive real number antla strictly positive integer.
We consider the parabolic problem Bff given by

dwu(t,z) € %Aﬁ(u(tm)), t €]0,T], 1.1)

u(0, ) = uo(dz), =€ RY,

in the sense of distributions, whetg is an initial probability measure. If, has a density
we will still denote it by the same letter. We look for the gaus of (1.1) with time evolution
in LY(RY), i.e.,u :]0,T] x R — R such thatu(t, ) € LY(RY), vt €]0,T]. We formulate the
following assumptions; they will be in particular valid ini$ Introduction.
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Assumption A.
() 8 : R — R such thats is monotone.

(i) B(0) = 0 andp continuous at zero.

(iii) We assume the existencexof 0 such that(g + Aid)(R) = (R) and id(x) = z.
There is¢ > 1 such that the following is verified.
Assumption B(¢). There exists a constaqt, > 0 such thatg(u)| < Cslul, £ > 1.

The analysis of (1.1) is generally done in the framework ofhotone partial differential
equations, including the case whgnis discontinuous. In that case, filling the gapsg is
considered as multi-valued. In this sequel of this intrdidun; for the sake of simplicity, we will
almost always use a single-valued formulation.

We define® : R — R, setting

Blu) ey 20,
®(u) = (1.2)

C if u=0,

whereC € [liminf ®(u), lim sup®(u)].
u—0t u—s0t
Note that wherB(u) = u.|u/™"1, m > 1, the partial differential equation (PDE) in (1.1) is
nothing else but the classical porous media equation. $ncésed(u) = |u|m;l
We are particularly interested in the case wiieis continuous excepted for a possible jump
at one positive point, say. > 0. A typical example is:

B(u) = H(u — ue¢).u, (1.3)
H being the Heaviside function and will be calledcritical valueor critical threshold

Definition 1.1. (i) We will say that the PDE in (1.1), of is non-degeneratéf there is a
constanig > 0 such thath > ¢y, on each compact @&, .

(i) We will say that the PDE in (1.1), of is degeneratéf Iing] ®(u) =0.
u—0*

Remark 1.2. (i) We observe that may be neither degenerate nor non-degenerate.

(i) B defined in (1.3) is degeneratg(u) = (H(u — u.) + €)u is non-degenerate, for any
e > 0.

Equation (1.3) constitutes a model intervening in someagjénized criticality (often called
SOC) phenomena, see [4] for a significant monography on thigasuand [10, 19] for recent
related references. Sand piles are typical related modéiligh were first introduced in the
discrete setting: for instance the BTW (Bak-Tang-Wieskhfenodel, see [5] and a refined
version, the so-called Zhang model. Inspired from the dattedel, [6] introduced continuous
sand pile models, in which appear a porous media equatidmedfype (1.1) withs defined in
(1.3). Two different effects appear: the avalanche and ¢gelar arrival of sand. A natural
description of the global phenomenon is a stochastic geation by noise of the mentioned
equation, i.e. a generalized stochastic porous media iequatlhe two effects appearing in
very different scales, there is sense to analyze them deparéhe deterministic PDE (1.1) is a
natural description of the avalanche effect and in this pageconcentrate on that one. Recent
work related to self-organized criticality and SPDEs wasalby [9, 11].
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In the one-dimensional case, under Assumption B(1), [18p®&sition 3.4] proved existence
and uniqueness of solutions (in the sense of distributiforg)L.1) when the initial condition
is a bounded integrable function. Indeed that result wasntisdly a clarification of older and
celebrated results quoted in [18]. In Proposition 3.1, wermc that result when the dimension
d is greater than 1, under the validity of Assumptions A and) Bfr some/l > 1.

As we mentioned, the paper focuses on the possible prosiEbilepresentation for (1.1)
whend > 2, in the sense expressed below. We are interested in fingingcasgY;) such that
the marginal laws(¢, -) admit a density, that we will still denote by the same let@d v is a
solution of (1.1). In fact, we look for it in the form of a staa$tic non-linear diffusion, i.e., a
solution of a non-linear stochastic differential equatibib.SDE) of the type

t
Y, =Y, + / g (u(s, V) AW,
0

u(t,-) =Law density ofY;, vt €]0, 7], (1.4)

u(0, ) =uo,

where®;(u) = ®(u).I; and, is the unit matrix onR?. Y, is anR%-valued, u,-distributed
random variable an@ is a d-dimensional classical Brownian motion independént o

To the best of our knowledge the first author who considererbbabilistic representation
for the solutions of non-linear deterministic partial diféntial equations was McKean [28].
However, in his case, the coefficients were smooth. In thedimensional case, a probabilistic
interpretation of (1.1) whep(u) = u.|u|™"%, m > 1, was provided in [17]. Since the original
article of McKean, many papers were produced and it is impessd list them all: [15] provides
a reasonable list. 18(u) = u.|u|™"1, m €]0, 1], the partial differential equation in (1.1) is in
fact the so-callediast diffusionequation. In the case wheh= 1, [16] provides a probabilistic
representation for the Barenblatt type solutions of (1.1).

Under Assumptions A and B(1), supposing thathas a bounded density, [19] (resp. [13])
proves existence and unigueness of the probabilistic septation (in law) whers is non-
degenerate (resp. degenerate). Besides, a theoretidahlistic representation of the PDE
perturbed by a multiplicative noise is given in [12].

Earlier, in the multi-dimensional case [25] concentratediee case whef is non-degenerate
and® is Lipschitz, continuously differentiable at least up tder3, and with some further reg-
ularity assumptions on,. The authors established existence and uniqueness ofdhalplistic
representation and the so-callg@opagation of chagssee [36] for a rigorous formulation of
this concept. Whem is not smooth, the probabilistic representation remainsgen problem
in the multidimensional case.

The connection between the solutions of (1.4) and (1.1)visrgby the following result.

Proposition 1.3.Let us assume the existence of a solutiofor (1.4). Letu :]0, 7] x R — R,
be a Borel function such thai(¢, -) is the law density of;, ¢ €]0, T'|. Thenu provides a solution
in the sense of distributions @1.1) with ug = u(0, -).

The proof of previous result is well-known, but we recalldére basic argument.

Proof of Proposition 1.3Let t € [0,7] andy € D(R?), Y be a solution of (1.4). We apply
[t&’s formula top(Y;) to obtain

a ! % 1 ! 2
o) = 00+ 2[00 () @(ulo, Y)W + 5 [ 85000 s ¥



4 Nadia Belaribi, Frangois Cuvelier and Francesco Russo

Taking the expectation we get

t
[ ewuttnds= [ etwoldn +5 [ ds [ semoutsnyuts vy

Using then integration by parts and the fact that, accortinfl.2) 5(u) = ®?(u)u, the
expected results follows.
O

Proposition 1.3 constitutes the easy step in the analysiseoprobabilistic representation.
The most difficult and interesting case consists in writing tonverse implication. Whemis
non-degenerate, one idea for this consists in taking theisolu of (1.1). By [27, Section 6,
Theorem 1] there is a solutigi;) in law of the stochastic differential equation

t
Vo=t /O Oy (uls, Y)W, (15)

where¢ is a random element, distributed accordingut) independent of an underlying:

dimensional Brownian motioi/. The remaining difficult part consists in identifying the mgiaal

laws of (Yz), t €]0, T'| with u(t, x)dx. A general tool for this is a uniqueness theorem for Fokker-

Planck type equations with measurable coefficients, ofythe t

Owu(t,z) = Aa(t,z)u(t,x)), t€[0,T], (16)
U(O, ) = U’O(dx)v .

with a(t, z) = %tbz(u(t, x)). Whend = 1 anda is bounded this was the object of [19, Theorem
3.8]. Extensions where considered in [16, Theorem 3.1] whienpossibly degenerate and is
allowed to be unbounded under some technical conditionfack{16, Theorem 3.1] also deals
with the multidimensional case. Whenis bounded and given two measure-valued solutions
z1 and zp, the Fokker-Planck uniqueness theorem applies saying:that z, whenever(z, —
22)(t,-) has a density(t, -) for almost allt andz belongs tol?([0, '] x R%).

If d > 1, the Alexandrov-Krylov-Pucci estimates, see [27, Sec#@, Theorem 4], show that

wheneverY is a solution of (1.5), the measufe— E (fOT I, )Q)dt) admits a density which

belongs tal?([0, 7] x RY) for p < %. Whend = 1, p can be chosen equal to 2 and the Fokker-
Planck uniqueness theorem applies, which allows [19] togtbe probabilistic representation
when 5 is non-degenerate. H > 1, Alexandrov-Pucci-Krylov estimates are not enough to
fulfill the assumptions of [16, Theorem 3.1].

In the present paper, we do not solve the general problemegbribbabilistic representation
for (1.1), however, the solutions to (1.5) are natural cdatdis and we establish some theoretical
related results. A mollified version of (1.4) will be stated4.1). It consists in replacing in the
first line of (1.4),®4(u) with ®4( Ky * v!), wherev! are the marginal laws of the solutian
of (4.1) andKy is a mollifying kernel. In Proposition 4.3, at least whénis bounded, non-
degenerate and continuous, we establish the equivaletaedre the existence for (4.1) and
the existence for the corresponding integro-differert@krministic PDE (4.11). In Proposition
4.2, under the same assumptionsdanwe prove existence in law for (4.1). This also provides
existence for (4.11).

Since a basic obstacle arises in dimensiorr 1, a natural simplified problem to study is
the probabilistic representation of (1.1) when the initi@hditionug only depends on the radius
(radially symmetric). In fact, in that case the problem camdrluced to dimension one, studying
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the stochastic differential equation fulfilled by the norirttee process at powet: this is the
object of section 5. The reduction to dimension 1 has alsdrtegest to build a new class
of non-linear diffusions with singular coefficients. Urtianately also that type of equation is
difficult to handle at the theoretical level since, even wkiers= 1 (and so the unique solution
Y to (1.4) is a classical-dimensional Brownian motion), some non-Lipschitz fuans at zero
naturally appear. In that case the normofis a d-dimensional Bessel process. Whegris
non-degenerate, the mentioned norm behaves then sintitealy-dimensional Bessel process.
Since that Bessel type process is recurrentifer 2 and transient fod > 2, it is expected that
the zero (which is a singularity) point is much less visitecewti > 2.

As mentioned in the beginning of the introduction one puepokthe present paper is to
exploit the probabilistic representation in order to siatelthe solutions of (1.1). For this we will
implement an Euler scheme for stochastic differential #qna and a non-parametric density
estimation method using Gaussian kernel estimators, $e$&ce we expect our methods to
be robust when the coefficiedt is irregular, it is not reasonable to make use of higher order
discretization schemes involving derivatives ®f Concerning the choice of the smoothing
parameter for the density estimate, we extend to the multidimensia@ele the techniques
used in [15].

Besides, we have carried out a deterministic numerical atkith dimension = 2 of space,
based on a sophisticated procedure developed in [21], vidnimie of the most recent references
in the subject. In fact, Cavalli et al. [21] coupled WENO (gletied essentially non-oscillatory)
interpolation methods for space discretization, see [B3jrder to prevent the onset of spurious
oscillations, with IMEX (implicit explicit) Runge-Kutta $®mes for time advancement, see
[29], to obtain a high order method.

The general stochastic particle algorithm is empiricaiiyeistigated in dimensiah= 2. This
is done in the following cases. Whettu) = 3 comparing with the Barenblatt exact solutions
and whens is defined by (1.3) comparing with the deterministic numedriechnique; indeed in
that case exact explicit solutions for (1.1) are unknown.

In the radially symmetric case, we implement the stochgsditicle algorithm to the one-
dimensional reduced non-linear stochastic differentgplagion. As mentioned earlier when
d = 2 (resp.d > 2), in most cases, the solutions are expected to be recrespt transient);
S0 we suspect that the simulations are more performing wher2. However, our experiments
show that the error of the approximations with respect toetkect solutions (derived by the
classical porous media equation) stably reasonably lowalfdhe values ofl includingd = 2.

In sections 8.1 and 8.2 we compare the radial reduction rdetlib the deterministic approach
whend = 2.

The paper is organized as follows. After this introductiowl aome preliminaries, in section
3 we discuss the well-posedness of the deterministic prolflel). In section 4 we discuss
the existence of a mollified version of the non-linear staticadifferential equation and its
equivalence to the existence of an integro-differentiaEREhich is a regularized version of
(1.1). Section 5 handles the case of a radially symmetritalnéondition. In section 6 we
describe the general particle algorithm fér= 2. Section 7 summarizes the deterministic
technique developed in [21] and finally section 8 is devoteumerical experiments.

2. Preliminaries

In the whole paper, we will denote Bly- || the Euclidian norm oiR?. Let O be an open subset
of R?, by D(R?) (resp. D(0)) we denote the space of infinitely differentiable functiovith
compact support (resp. compact support include®)ny : R¢ — R (resp. ¢ : O — R).
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D'(RY) stands for the dual gDP(R?), i.e., the linear space of Schwartz. Aif: R? — Ris a

bounded function we will denotgf||« = sup |f(z)|. L}, (O) will denote the space of real
z€R4
functions defined oW whose restriction to each compact®@fis integrable.

We denote byM (R?) the set of finite measures.
We define a multivariate mollifieK ; setting,

Ky(z) = |H| 2K (H 2z), = € RY, 2.1)

whereK is a fixed d-variate smooth> probability kernel, typically a Gaussian kernel, akid
is a symmetric strictly definite positivé x d matrix.

Definition 2.1. Let u, be a finite Borel measure dk?. We say that, :]0,7] x R? — R is a
solution in the sense of distributions of (1.1) with initt@inditionu,, if there isn, :]0, T]|xR? —
R, u(t,-), nu(t,-) € Lt (RY) for almost allt, and

loc

/Rdu(t,x)w(:c)dx = /Rd UO(dx)w(x)-F;/ot ds/Rd (s, ©)Ap(z)da (2.2)

for all o € D(R?), and
nu(t, ) € Bu(t,z)) for dt @ dz-a.e. (t,z) € [0,T] x R? (2.3)

Remark 2.2. (i) By an obvious identification we can also considerl0,7] — L} (R?) C
D'(RY).

(i) If wis a solution of (1.1) with initial conditiomo, thenu :]0, 7] — D’(R?) extends to a
weakly continuous functiof0, 7] — D’(R?) still denoted byu such thatu(0) = ug.

3. Estimates for the solution of the deterministic equation

Proposition 3.1.Letug € (L1 ﬂLOO) (RY), ug > 0. We suppose the validity of Assumptions
A and B() for some/ > 1. Then there is a unique solution in the sense of distribstiore
(L*N L>=)([0, T] x RY) of

du € %Aﬁ(u)7

3.1
uw(0,z2) = wo(x), 31

with correspondingy, (¢, -) € L>([0, T] x R?).
Furthermore,||u(t, .)||sc < ||uo||~ fOr everyt € [0,7] and there is a unique version of
such thatw € C([0, T]; LY(R%)) (c L*(]0,T] x R9)).

Remark 3.2. (i) An immediate consequence of previous result is that LP([0, 7] x R?)
for everyp > 1.

(i) Assumption B ong is more general than the case of [19, 13] statedifer 1. In that case
we had Assumption B(1).

(i) Indeed, most of the arguments of the proof of PropositB.1 appear implicitly in [18]
and related references. For the comfort of the reader welelédo give an independent
complete proof of Proposition 3.1.

Proof of Proposition 3.1.See Appendix 9.1. a
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4. The mollified non-linear stochastic differential equation

We suppose again that(dx) is a probability measure. We consider the following moltifie
non-linear diffusion equation (in law):

t
v =Y, + / (K + 0™ (s, Y)W,
0

v (t,-) =Law density of;, Vvt €]0,T] (4.1)

vH(0, ) =u, = Law density ofYp,

where, ®,((Ky * vf)) = O(Ky * vf)).I; and I, is the unit matrix onR¢ and W is an
underlying classical Brownian motion.

Remark 4.1.Supposes non-degenerate. b is supposed to be Lipschitz and continuously
differentiable at least up to order 3 anglis absolutely continuous with density 2+ for
some 0< a < 1, [25, Proposition 2.2] states existence (even strongesdg) and uniqueness
of solutions to (4.1).

4.1. Existence of solutions for the mollified NLSDE

The result below affirms, in the non-degenerate case, tlstegxie of solutions to (4.1) in the
case wherp is bounded and continuous.

Proposition 4.2.Suppose that is non-degenerate and AssumptioriBifolds. Furthermore,
assume tha® is continuous. Then, the problgih 1) admits existence in law.

Proof of Proposition 4.2.The assumptions imply the existence of constagtg; > 0 such that
co <P <.

Let X = (X)) be the canonical process on the canonical sgade, 7']) equipped
with its Borel o-field. We define(ps)s~o to be a family of Gaussian mollifiers converging to
the Dirac delta measure and we €&t = ® * p;. We defineug = uo]l[_%%] * ps.d, Where

ps.d(y) = ®f:1 ps(yi) if y = (y1,...,y4). We observe that? belongs toCy°, for eachd > 0

. Similarly, we consider thé x d matrix ®s ; = (P * ps) 14, Wherel, is the unit matrix oriR?.
We remark that] belongs to the spadd?*(0 < a < 1) considered in [25, Notations]. Since
@, and all its derivatives are bounded, Remark 4.1 impliegexce (even strong existence) for
the problem

t
Xy =Xo+ /O cbé,d((KH * PS)(XS))CZWS, te [O7 T], (4 2)

P : Lawof X, Xo ~ u

whereP, denotes the (marginal) law 6f, underP. We denote byP := P? the corresponding
probability solving (4.2). In particulatXy is square integrable undé¥. Taking into account
thatul — w, in law, since(®s)s-o are bounded by|®||.., using Kolmogorov lemma with
caution it is possible to show that the fam{ly??) is tight, see [26, Section 2.4, Problem 4.1].
Consequently, by relative compactness, there is a seqyétice, that we will denote P™),
which converges weakly to some probability

It remains to show thaP solves the martingale problem related to (4.1). In pardicule will
prove that the process

(MP) F(X0) = F(X0) = 5 | AFCX)®7 (B« P(X.)ds. t € [0.T)
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is an(F,)-martingale, wheré¢F;) is the canonical filtration associated with

LetIE (resp.[E™) be the expectation operator with respecPt{resp.P"). Let0< s <t < T
andR = R(X,,r < s) be an(F;)-measurable, bounded and continuous random variable with
respect ta” ([0, s]). In order to show the martingale property (MP)Xf we have to prove that

1

[ (500 - 500 - 3 [ 870002 < P B 0. @)

for every f € C2(R9).
Let f € C3(R?). Since(X;)c(o,r) UnderP™ is a solution of (4.2) withh = 4,,, we have

t
B | (1000~ () - 3 [ AFCGI9R, (K« PG | 0. (44
In order to take the limitin (4.4) we will only have to show tha
im B [F(X)] - BIF(X)] =0, (4.5)

where
F(0) =/ AF(L(r)®F, (Ku  B)(L(r)drR(£(), € < ),

F(0) =/ Af(L(r) @ ((Kp = Pr)(£(r)))drR(£(E), € < s).

Since the family of lawg P") converges taP, then the sequence of time-marginal la@¥3")
converges td@>,, for everyr > 0 and

nLIToo(KH ¥ PT )(1’) - nlﬁmjr]oo R4 KH(:C B y)P (dy)7

Now , we split the left-hand side of (4.5) infe(n) + I>(n), where

Ii(n) =E" { / drif (X ){ D5 (Ku + P)(Xy)) — OP((Kp * Pr) (X)) }R(Xe, € < 5)]

t
I(n) =E" U Af(X,)D?*(Kg * P)(X,))drR(Xe, € < s)] 4.7)
t
| [ B00)@H (K« PO R(XeE < )]
Sincecg < @5 < ¢1, according to [27, Section 2.3, Theorem 3] and taking intwoaat the

notations at the beginning of [27, Section 2.2] then, fomgve € D([0, T x R?) there is a
constantd = A(cp, c1), such that

T
E" {/o @(tth)dt} < Allellpari(orxray)- (4.8)

This implies that the measure — fOT P?(dy)y(s,y) admits a density ir.?' ([0, T] x R%)),
wherep’ = 1. We denote them bs, y) — ¢"(s,y).
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Moreover, (4.8) implies that

sup lg" (s, y)|p/dsdy < +00. (4.9)
n>1J[0,T]xRd

Consequently, there is a subsequence converging weaklf ito some(s, ) — ¢(s,y) which
belongs toL”". Since the sequendeé®™) converges weakly td, it follows that the measure

o [fOT o(t, Xt)dt} admitsqg as density.
We are now able to show thaL+IimT1(n) = 0. Infact, I1(n) is bounded by

| Rl E" [ / |Af(X0) (BF (Kg * P (X,) — ®2(Kg = P)(X,)))| dr|

=||R|!oo/ dr /Rd q"(r,y) |Df(y) (D5, (Kg * P)(y) — O*(Ku = P)(y)))| dy.

Previous expression is bounded by

IR lloel|Af / g™ ()" drdy
[5,t] xRd

P

x / drdy |©2 (K + P2)(y)) — O((Ky « P W) b (4.10)

[s,t]x suppf

wherep = d + 1. The first integral in (4.10) is bounded by (4.9).

By (4.6), since® is continuous, Lebesgue dominated convergence theoretiegpat the
second integral in (4.10) converges to zera g®es to infinity. this shows that lim, ., I1(n) =
0. On the other hancil,ﬁliorylz(n) = 0, because the family of lawg") converges taP and
Af, R, ®(Kpy x P,) are continuous and bounded for fixed

This concludes the proof of Proposition 4.2. ]

4.2. Some complements concerning the mollified equations

We recall thatug is a general real probability measure.difis uniformly continuous, we will
prove in the sequel that the existence for the mollified NLSDE), is equivalent to the existence
for the following non-linear integro differential PDE

Hyy _} 2 *UH x UH :
{&v (1.2) = S0 (@K = o") (1, 2))0" (2,)) € [0.7] (4.12)

010, ) = uo(dz).

Indeed, we state a result which has an interest by itselesirgeneralizes the one obtained in
[15, Theorem 3.2], to the case whér> 1.

Theorem 4.3.Suppose tha fulfills Assumption Bf) and it is non-degenerate. Moreover, we
assume tha® is uniformly continuous.

(i) If Y is a solution to(4.1)then, the law o}/, t — v (¢, ), is a solution to(4.11)
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(i) If o : [0, 7] — M(R?) is weakly continuous and is a solution(@f.11)then, the problem
(4.1)admits at least one solution in law.

Corollary 4.4. The problen(4.11)admits existence of one solution= v : [0, T] — M(R9).
Remark 4.5.We do not know any uniqueness results for the problem (4.11).

Proof of Theorem 4.3(i) Let Y/ be a solution of (4.1). As for the proof of Proposition 1.3,
Itd’s formula implies that the family of marginal laws Bf?, denoted by + v (¢, -), is a solu-
tion in the sense of distributions of (4.11)! is weakly continuous becau3@’ is a continuous
process.

(i) Let v = v be a solution of (4.11). Sinc® is a bounded non-degenerate Borel function,
by [27, Section 2.6, Theorem 1] there exists a prodéss Y being a solution in law of the
SDE

t
Yi=Yor [ Al YW, (4.12)
0

whereA(t,y) = ®((Kg *v)(t,y))14.
Again by It’s formula, then the family of marginal laws &f, z(¢, dy), solve

d
N — 2 (2 *xv)(t,x))z(t, -
Oz (t,-) Zaﬁ (CD (K *v)(t,z))2(t, ))’ t < [0,T] (4.13)

in the sense of distributions.

Another obvious solution of (4.13), is provided byvhich is a solution of (4.11).

In order to identifyv with z it will be helpful to prove uniqueness for the solutions ofi3)
in the class of weakly continuous solutiojs7] — M (R?). This will imply thatz = v and
this will allow to conclude the proof. The key result for dgithis is [24, Lemma 2.3]. Indeed,
since the coefficients in (4.13) are continuous bounded anddegenerate, that lemma leads to
the result if we prove uniqueness in law for the family of

t
Yoo [ Al Yo, (4.12)
0

for anyz € R,

The validity of previous uniqueness follows by [35, Theorg® 1], withy = AA? andb = 0.
In our casey(s,z) = ®?(Ky (s, z))I4. § being non-degenerate, we obviously get condition
(2.1) of [35, Theorem 7.2.1], i.e.,

inf_inf 2> 0.
odnf . Jnf, < 0,7v(s,2)6 > /[|6]*>0

It remains to check the corresponding condition (2.2), i.e.

lim sup ‘|7(37y) - V(Sax)HOO = 07 (415)
Y= 5el0,7)

where|| - ||~ is the supremum of matrix components.
Actually, (4.15) is equivalent to

lim sup |CDZ((KH xv)(s,y)) — QJZ((KH xv)(s,z))| =0. (4.16)
YT 50,7
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Let £ > 0. Since® is uniformly continuous the®? is also uniformly continuous; so there
existsé > 0 such that

|D?(w1) — D (wo)| < k, if |wy — wa| < 4.
Besides, we have
[(Ku *0)(s,y) — (Ku *v)(s,z)| = /Rd |(Ku(y—2) — Kp(z —2))v(s,dz)| . (4.17)

Therefore, (4.17) is bounded by
T
e — gl VKo /O dsllo(s, ) loars

where [ ds||v(s,)|lvar < 400 becauses : [0,7] — M(R?) is weakly continuous. Thus,

- 6 i
choosing||z — y|| < - glves
gH y” IVE g |loo foT dsllv(s,)|lvar g

(K *v)(s,y) = (Ku *v)(s,2) <0.

Consequently,
sup |®((Kw *v)(s,y)) — P((Ku *v)(s, x))| < k.
s€[0,77
This concludes the proof of (4.16). Finally, equation (4.4dmits uniqueness in law and the
result follows. O

The next step should be to prove the convergence of the sokffi of (4.11) to the solution
of (1.1). At this stage we are note able to prove it without ageg that® has some smoothness.

5. Reduction to dimensionl when the initial condition is radially homogeneous

From now on, without restriction of generalitywill be greater or equal to 2.

5.1. Some mathematical aspects of the reduction

In this section we are interested in the solutions of (1.19sehinitial condition is radially sym-
metric.

From now onR! will denote the transpose of a generic matfx An orthogonal matrix
R € R*®R%is a matrix such thaRR! = R*R = I,;, wherel, is the identity matrix orR%. We
denote byO(d) the set ofd x d orthogonal matrices.

Given ac-finite Borel measurg on (R?\{0}), R € O(d), we defineu’* as thes-finite Borel
measure such that

[ e = [ udoe(r o).
Rd Rd
If 1 is absolutely continuous with densifythen ;. is absolutely continuous with densifif* :
RY — R, whereff(z) = f(Rx). If u :]0,T] x R? — R, we setu’(t,z) = u(t, Rx),t €]0,T),
r € R%

Definition 5.1. (i) y is saidradially symmetridf for any R € O(d) we haveu = p.

(ii) A function ug : R? — R is said radially symmetric if there ig :]0, +-00[— R such that
uo(z) = uo(]|z||), Yo # 0.
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Remark 5.2.1f ug € LE _(R%\{0}) thenuyg is radially symmetric if and only if the-finite
measureuo(x)dz is radially symmetric.

Let J be a class of finite Borel measures®fiwhich is invariant through the action of every
orthogonal matrix. Letl be a class of weakly continuous: [0, 7] — M(R), ¢t — u(t, ) such
that for almost alk €]0, 7] u(t, -) admits a density, still denoted byt, ), z € R? and such
thatu® € $( for any R € O(d). We suppose that (1.1) is well-posediirior everyu, € J.

Remark 5.3.Suppose that Assumptions A and/B(for somel > 1, are fulfilled. A classical
choice ofJ (resp. ) is the cone of bounded non-negative integrable function®&®b (resp.
(LN L*>) ([0, 7] x R%)).

We first observe that whenever the initial condition of (lislyadially symmetric then the
solution conserves this property.

Proposition 5.4.Let u, be a finite Borel measure dR?. Letw :]0,7] x R? — R such that
u(t,-) € LY(RY), vt €]0,T]. Letu be a solution in the sense of distributions(@f1) with «, as
initial condition.
(i) Let R € O(d). Thenu® is again a solution in the sense of distributions(f1), with initial
conditionuf!.
(i) If uo € J andu € 4 then there isu :]0, T)x]0, +oco[— R such thatu(t, ) = u(t, ||z]|),
vt €]0, T, = € R\ {0}.
Proof of Proposition 5.4.(i) Let ¢ : R? — R be a smooth function with compact support. Since
|det R)| = 1, taking into account that solves (1.1) we get,

’LLR xr xX)axr = u X Rilﬂ? X
Lt oe@is = [ uta)e™ @)

= /Rd ngﬂ x)uo(dx) / ds /Rd Nu (8, ) l(x)dx,

wheren, (s, x) € B(u(s,z)) dsdx a.e. Previous sum is equal to

/ OB (@) uo(dz) + /ds/ nu(s, ) (D) (x)dac, (5.1)
Rd

A (p%(x)) = (D) (Sz), (52)
for an orthogonal matri¥; hereS = R~1.
We shortly prove (5.2). We recall th&t?y is a bounded bilinear form dR?.
If e, f € R, we have

since

D% (x)(e, f) = (D?¢)(Sz)(Se, Sf).
Let (e;)1<;<a be an orthonormal basis &f. We write
Do (x) = Tr{D?x%(x) }

d
= Z(ngo)(Sx)(Sei,Sei)
= Tr{(D?p)(Sz)},
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since(Se;)1<i<q Is still an orthonormal basis @&<. Finally (5.2) is established.
Then, (5.1) gives

/R it @)p(e)dr = /R d go(x)u(],%(dx)—o—% /0 s /R uls, Re) (D) ()

Sincen, (s, Rx) € B(u(s, Rx)) = B(uli(s,z)) dsdx a.e., this establishes (i).

(i) According to Remark 5.2, it is enough to show that, =) = u(t, Rx), V(t, z) €]0,T] x
R?, for everyR € O(d). Sinceuy is radially symmetric, item (i) implies that for any € O(d),
uf is a solution of (1.1) withug as initial condition. Sinces, u* € 4, we getu = «* and so,
item (ii) follows. O

From now on, we will suppose the validity of Assumptions A &{d), for some/ > 1. Let
up € J, u € 3 solution of (1.1) in the sense of distributions.

Remark 5.5.By Proposition 5.4(ii), there is 70, 7] x R, — R such that(t, z) = (t, ||z]|¢),
t €]0,T], z € RY,

We are now interested in the stochastic differential equagblved by the proce$s,), being
defined as follows:

i=1

d 2
Vi€ [0,7], S =Vl = (Z(YW) : (5.3)

where(Y;) is a given solution of the d-dimensional problem (1.4), vahit this section is sup-
posed to exist. We will denote hy(¢,.) the law of S;. We first state a result concerning the
relation betweem andu.

Lemma 5.6.For almost allt €]0, T, v(¢, -) admits a density — v(t, p) verifying

U(t.p) = Siilt.p), ¥p >0 (5.4)
where,
a0

andr is the usual Gamma function. In particular, this gives

2(m)?
(5 -1V

d+l d-1

227 2
1x3x5x...x(d—2)’

if d is an even number
Q: p—

otherwise.

Remark 5.7.The statement of Proposition 5.4 could allow to definsuth thatu(t,z) =
u(t,||z||7) for a genericy > 0, which could also be equal to 1 or 2. The choice of taking
~v = d is justified by Lemma 5.6 above. If we take a differerthe quotien% in (5.4) would be
proportional to some power @f producing a bad numerical conditioning.
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Proof of Lemma 5.6Let f be a continuous and bounded function®n. Sincev(t,-), t €
10,77, is the law density of;, we have

E(f(5) = [ f(p)v(t p)dp. (5.6)

Ry

SincesS; is defined by (5.3), we have

E(f(S,) = E(/([Y]%) / £yl ®yu(t,v)d

- / FUIDyct, )@ dy
R4

Using the change of variables with hyperspherical cootdsave get

By Remark 5.5, we obtain

E(f(St)):/R Qrd_lf(rd)ﬂ(t,rd)dr,

where,€ is given in (5.5).
Finally, setting the change of variables= ¢, and identifying the result with (5.6), we obtain
formula (5.4), forv. O

Remark 5.8. (i) If up : R? — R is integrable and radially symmetrigg(z) = ig(]|z[|?),
for someup :]0, +o0[— R.

(i) If ¢ € D(]0,+o0) theny(z) := ¢(||z||?) belongs toD(R¥\{0}). By a change of
variables with hyperspherical coordinates, we get

[ watoywtaris = [ Sl Frar

0

(iii) If po is a radially symmetrie-finite measure oiR%\ {0} we denote.g the o-finite mea-
sure on0, +oo[ defined by

[ Sholanit) = [ wolasyutos. )

if ¢ € D(J0, +oc]), ¥ (x) = $(|l[|*).

(iv) In particulary, is the law of||Y;||¢, i.e.,v, = %EO

From now on we will suppose that is single-valued.r defined in (5.4) is a solution of a
partial differential equation that we determine below.

Proposition 5.9.Letu, € J andu € 4 be the solution in the sense of distributions of the d-
dimensional problenfl.1) and assume that(t, -) is defined by(5.4). Thent — w(t, -) verifies
in the sense of distributions the following PDEGK]0, T):

outt.p) = (1= a9, |35 (Guien) )| + G [0 (o). e

with initial conditionwvg = % , Wheretig is defined in5.7). € is the constant defined {{%.5).
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This means in particular that for every € D(]0, +o0|),

[ wttomtoro= [ wlorvtoro—ea—a) [ vt s (got0) o

d [T 2 (d
+ (’:2/0 W (p)p® B <€v(tvﬂ)) dp.

Proof of Proposition 5.9.Let § € D(]0, +oc[). Fort €]0, T}, taking into account Remark 5.5
and Lemma 5.6, we have

/R ol AERp = /R + Si(t, )3 (o)

/ at, |2 3(|l2] ) de
]Rd

= [ ut)@s

+00

wherep(z) = 3(|z]|).

By Remark 2.2(ii){ + u(t,-), t € [0, T] is weakly continuous i’ (R4\{0}) sot + v(t, -),
t €]0, 77 is weakly continuous ifD’(]0, +oc|), and it admits a weakly continuous extension on
10, +00[. Therefore

Il
S—
+
8
SN
S
=N
IS
>
/‘Q
=
Il
c\
Jr
8
<
=N
oW
>
Q
>

This shows the initial condition property, i.e.,
+00
<007 >= [ wldn)(n (= /. UO(d«’U)SO(ﬂf)> . (5.9)
Now, sinceu is a solution in the sense of distributions of problem (1wl ,have
~ 1/t
| vtnpeio=3 [ ds [ stuts.oppp@ins | uldayeta).
R, 0 Rd Rd
Again, by Remark 5.5, we obtain

[ v ozep =5 [as [ st intazelyi + [ otdots)

Expressing the Laplacian in terms of the radius i.e.,
D3([[]?) = 2(d? = )| 23 (| ]|?) + d?3" (||| )| [*“Y, = € R\ {0},

and using again hyperspherical change of variables, lead to

2_ ts 2380 (s, )@ (r)dr
[ vt 9@ = et d)/d/& B(ii(s, 1)@ (+*)d

Q‘idz/ dS/R+ r3133(4(s, 1)) ””(rd)dr+/Rd up(dx)p(z).



16 Nadia Belaribi, Francgois Cuvelier and Francesco Russo

Then, setting = ¢, using integration by parts and taking (5.9) into accourg result follows.
O

Proposition 5.10 below is related to the probabilistic esygntation of (5.8).

Proposition 5.10.Let ug € J radially symmetric andip defined through5.7). For y # 0,
p > 0, we set

Wi(p,y) = (d? — d)p*~ d@? (gy> :
(5.10)

_1 d
LIJZ(pa y) = dpl ia® <¢y> )
where,C is defined by5.5).

(i) Suppose thatZ;) is a non-negative process solving the non-linear SDE defiyed

t t
Zt = Zo + / qJZ(stp(‘S? Zs))st JF/ "Pl(anp(Sv Zs))ds
0 0

p(t,-) = Law density otZ;, V¢ €]0,T], Z, ~ gﬁo

(5.11)

Then,p is a solution, in the sense of distributions, of the P(BB) with initial condition
Q: ~

qvo-
(ii) If S'is defined by5.3), with marginal laws denoted by, thenS verifies(5.11)with Z = S
andp = v.

Remark 5.11.For clarification we rewrite explicitly (5.11)

1 to. 2
Zy=Zo+ d/ Zy 1o <¢ (s, S)) dB; + (d? — d)/ Zy 12 (gp(s,Zs)> ds
0 0 (5.12)

p(t,-) = Law density ofZ;, Vt €]0,T], Z, ~ %jo

Proof of Proposition 5.10(i) Let g € D(]0, +oc[) andZ be a solution of problem (5.11).0'
formula gives

oZ) = 9(Z)+ /0 §(Z)Wa(Zs, pls,Y2))dB, + /0 §(Z)Wi(Zs, pls, Vo)) ds

1 t
+ 5 | 9 ZIRZpls Vs
0

Taking the expectation we get

[ atwwtt.ode = [ alo)Gintan + [ o oa(p.0(s.p)ts. o)
/ dS/ p)W5(p, p(s, p))p(s, p)dp,

where,p(t, -) is the density law of,. This implies the result.
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(i) Let Y be a solution of (1.4)u(t,-) the law density of;, ¢ €]0,7] andS; = ¢(Y;) =
| Y:]|4, t € [0,T]. We apply I6's formula top(Y;) to obtain

t
IVall? = (1Yol " + M + (dz—d)/o 1Y@ (als, || Ysl|9))ds, (5.13)

where

d
M; = dZ/O Yl =2 (a(s, Yl 9)Yidws,
i=1
is a continuous localF;)-martingale and.7;) is the canonical filtration of". We observe that
t t o, 2
)= [ VPR (s, [V )ds = i [ 5T @R, 5.)ds.
0 0

Enlarging the probability space if necessary, we consid&msvnian motionY independent of
F. Let(G;) be the canonical filtration generated (0%;) andY. We set
1 t
By =By + /0 s, o(i(s,5.))=0y Y5,

and Bl is the(F;) and(G,)-local martingale defined by

tq .
Bl - ;/ i{sslqa(u(&sé,.))>0} dn.,. (5.14)
0 Sy “d(u(s,Ss))

The quadratic variation aB! is given by

t
/0 Lis,o(i(s,S,)) >0y 45

Consequently]B]; = [BY]; + fg Lis,m(i(s,5,))—0yds = t. SinceB is a(G;)-local martingale,
by Lévy’s characterization theorem we obtain ttats a (G;)-Brownian motion. Now, for
te€0,T]

i
Mt:/o Lys,oa(s,s.)) >0y dMs, (5.15)

since [y Lys, w(a(s,s.))~opd[M]s = 0.
By (5.15) and (5.14) we finally get

b1 o1
M, _d/ St ch(ﬂ(s,Ss))stl_d/ SyTad(ii(s, Sy))dBs, t € [0, 71,
0 0

1
sinced fot S;l dCD(fL(S, SS))]}‘{SSQ)(fL(S,SS)):O}dYS =0.

On the other handy(s, ) = %V(s, -) by Lemma 5.6, where(s, -) is the family of marginal
laws of S. This concludes the proof. a
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5.2. Atoy model: the heat equation via Bessel processes

Suppose that; solves the equation
Yy =Yoo+ Wy, t €[0,77,

whereY; is a random variable distributed according to a unifornritistion on thed-dimensional
sphereS,_; centered at 0 with radiug > 0, i.e.,S;_1 = {z € R?, ||z|| = £,}.

d
Then,S, = ||Y;||? = R?, whereR is the square of a d-dimensional Bessel process starting at
2. According to [30, Chapter XI, Section 1, Corollary 1.4k taw density of?, is characterized

by
d—2
1/(r\ % 0t NG
qug(é(%?’r)_Zt(éz) exp(— 02t )Ig—l(ot >7t€}07T]>
0

wherel,_, is the so-called modified Bessel function of the first kind ahéihdex ¢ — 1, see
2

e.g. [1, p. 375]. Therefore, the law density$fat timet, which starts at? is given by

2—d 2 1
2 2+ pi lopd
vyt p) = P exp <— 0 ;pd> Ii ( "fd) . t€]0,7],p > 0. (5.16)

By Proposition 5.10 (ii), replacind = 1 in (5.10) and (5.11) it follows that the procds) is
a solution of the equation

Stzfgler/ S; dst+(d2—d)/ Sy ds.
0 0

Remark 5.12.TakeJ as the family of all probability measures & and4l as the family of
weakly continuous: : [0,7] — M(R), t — uf(t,-) such that for almost all €]0, 7] wu(t, )
admits a density, still denoted h(z, z), = € RY. Fort €]0,T], let H, = tI . It is well-known
that given a probability measung(dy) on R?, « characterized byi(t,z) = Jga Kn, (x —
y)uo(dy),t €]0,T], = € RY, is the unique solution of the heat equation with initial dition
ug. By Lemma 5.6 and Remark 5.5, the functioft, z) = %z/ég(t, |2||%), t €]0,T], z € R?

solves the PDB;u = %Au in the sense of distributions, with initial conditianO, -) = wu,(dx),
whereu, is the distribution of a uniform random variable on the dexgb; 1.

5.3. Probabilistic numerical implementation

We adopt here the same notations as in section 5.1. In particanduo were introduced in the
lines before Remark 5.5, the proceéssvas defined in (5.3) witly as marginal laws. One of our
aims is to approximate for d > 2 which coincides up to the consta%,twith v. We remind in
particular that is a solution of (5.8) with initial conditiomg = gﬂo.

Our program consists in implementing the one-dimensiorababilistic method developed
in [15]: we introduce in this subsection a stochastic pbkrtadgorithm based upon the time
discretization of (5.12), which will allow us to simulateetisolutions- of (5.8). From now on
we fix n, the number of particles.

Lete > 0. Similarly to [15, Section 3], we first replace (5.12) by fiedowing mollified
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version:

1

t
2 = 2+ [ (22700 (o5, 20) ) b
0

+(d2—d)/0 (za) g <g(¢€*p€)($,Z§)> ds (5.17)

. ¢
p(t,-) = Law density ofZ;, Vt > 0, Z; ~ — o,

where(z); = max(z, 0) and¢. is a mollifier obtained from a fixed probability density fuiact
¢ by the scaling

s:)=20(L) yer 519)

For the numerical experiments, we assume ¢hata Gaussian probability density function with
mean 0 and unit standard deviation.
Now, we introduce a particles system given by

1,6,M 7 ! 1,6,M 1-1 d & i,E,m l,e,m 7
7y = Ziwd [z | S oz — 2o | a
j=1

(5.19)

+(d2—d)/ (Zzsn d (éj Z ZZETL Zg,a,n)) dS,
0

=1

wherei = 1, .

To S|mulate a trajectory of ea(ﬂZ””), 1 = 1,...,n, we discretize in time: we choose a
time stepAt > 0 andN € N, such thatl’ = NAt. We denote by, = kAt, the discretization
timesfork =0,..., N.

The Euler explicit scheme of order one, leads then to theviaflg discrete time system, i.e.,
foreveryi=1,....,n

St =50 + d(Stk) i <¢ (tg, (ka)+)> N¥(0,At)

(5.20)
2 — (5 o (Lt (51 )) ) A
+ (d® —d)( tk)Jr El/(tka( 1)+ | A,
whereN(0,At), i = 1,...,n, are i.i.d Gaussian random variables with variaite
At each time stepy,, U(tx, .) is defined by
1 ;
Ptk ) qug (y= (S0 ) + D0 (y+(S0)+) yeRre  (G21)
j=1

In fact, v is a density estimator which is convenient for simulatingagity onR ... This is based
on a symmetrization technique proposed by Silverman [3dti@e2.10]. Indeed, the classical

kernel estimator
tka Z¢€ (y Stk> , Y € R—O—
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gives an over-smoothed approximation of the target depndkiiling the natural discontinuity at
zero. We have decided to use Silverman’s method becaussiihjge and easy to implement.
However, the derivative af with respect tg; vanishes whery = 0. This constitutes a limit for
the method, even though in our case it gives suitable nualegsults. To avoid that feature one
could apply the technique explained in the Appendix 9.2.

We emphasize that the choice of the smoothing parametetervening in (5.21), is done
according to the bandwidth selection procedure that had described in [15, Section 4].

Note that whertP = 1 andd = 2, previous scheme corresponds to the one of [22]. Further
work on this subject was performed by [23] and more recentli2h

6. The multidimensional probabilistic algorithm

In this section, we want to extend the stochastic particlgsrizthm introduced in [15] to the
multidimensional case. We will determine a numerical softubf (1.1) by simulating a multi-
dimensional interacting particles system. Again, the tsmhuof the non-linear problem (1.1) is
approximated through the smoothing of the empirical mesastithe particles. For any € IN,
we consider a family of. particles propagating iR, whose positions at time> 0 are denoted
by Y;”H’", i =1,...,n, which evolve according to the system

. A t 1< A A A
v = vy / Oy [ = Ky (Y -y fawli=1,...,n,  (6.1)
0 L
j=1

where, (W?)1<,<,, aren d-dimensional standard Brownian motion§Y;')1<;<, is a family
of independent d-dimensional random variables with lawsidgn,, and independent of the
Brownian motions.K g is the mollifier defined in section 2.

Assuming that the propagation of chaos holds, one expeatstlie regularized empirical
measure

l n
i, H,n
o2 Kl =y
j=1

approaches the solutianof (1.1).

Remark 6.1.1n the case wher@® is Lipschitz, continuously differentiable at least up tder 3,
with some further regularity assumptionsy the authors in [25, Theorem 2.7] established the
propagation of chaos. At the best of our knowledge there aseinh results whe is irregular.

6.1. Probabilistic numerical implementation

For fixedT > 0, we choosé\t > 0 andN € IN such thatl’ = NAt. We introduce the fol-
lowing numerical Euler scheme which provides us a discrate approximation of the particles
positions(Y;""") denoted by X7 ),

tp+1

. , 1< A , .
1,0 il il .
X=X+ EE Ky(X; —X] )| Ny 1<i<nl<(<d, (6.2
i=1

WherE(NAi%£>1§i§n7g:1,_._7d, is a family of independent Gaussian random variables witamte
and variancé\t.
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At each time steg, = kAt, k = 0,..., N, we approximate the function(tx, -) by the
smoothed empirical measure of the particles

tk, ZKH , z e R4, (6.3)

From now on, we will suppose thd{, as defined in (2.1) is a d-dimensional standard normal
density. In particular, we hav& (z) = H;’:l #(x¢). Therefore, the function-" (¢, -) becomes
the so-called multivariate kernel density estimaton:Qf;, -) for every time stegy. The only
unknown parameter in (6.3) is the symmetric definite pasiliw d matrix H; we refer to it as
the bandwidth matrix.

Just as in the univariate case, the optimal choic& afrucially determines the performance
of the density estimatar®". In fact, a large amount of research was done in this areagfee r
to [39] and [34] for a survey of the subject.

First of all, one has to decide about the particular forntof A full bandwidth matrix al-
lows for more flexibility; however it also introduces morengolexity into the estimator since
more parameters have to be selected. A simplification oj (&8 be obtained by imposing the
restrictionH € D, whereD denotes the subclass of diagonal positive defidite d matrices.
Then, forH € D, we haveH = diag(c?, . .. ,<2), so we haveK () = [}, ¢¢, (x¢)-

Besides, a further simplification can be done by consideHing 21, wherel, is the unit
matrix onR¢. This restriction has the advantage that one has only toxdtfeh single smoothing
parameter, but the considerable disadvantage is that thergraf smoothing is the same in each
coordinate direction. Accordingly, we will suppose fromanon thatH € D, so that we could
have more flexibility to smooth by different amounts in eatthe coordinate directions.

It remains to choose the componefis)1<(<q Of the bandwidth matrix? itself. For this,
we will need some methodology for the mathematical quaatific of the performance of the
kernel density estimatar™-". In order to balance between the complexity and the effigiefic
the bandwidth selection procedure to be used, we proceedlasd.

The ideal criterion of performance for the estimatof the density; of some random variable
Z, consists in minimizing (asymptotically) the quantity

E [llg = @l - (6.4)

where
1 n d
A 0 d
Q(x)zﬁz‘:/]'_[l%( (:rg—Z]’>,xE]R ,
= f—

whereZ’-, 1 < j < n areR?-valued random elements, i.i.d accordingto
We have chosen instead to minimize (asymptotically) thentijtya

E[ll¢—4ll2], (6.5)

where givenf : R? is defined as follows

2

d d
I£11%, = dx f@) [ [dar | (6.6)

Rd—1 )

In fact, || - ||, is @ semi-norm on the linear spage: RY — R such thatf ¢ L'(R?) and
f* € LA(R), wheref*(x¢) = [pas f(x) [} dzw, € = 1,....d. Itis one generalization of
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the L?-norm ford = 1 to the multidimensional casé. - ||,,, is indeed a semi-norm since it is
non-negative and it verifies the pseudo-homogeneity ptppeid the triangle inequality.

Obviously, the minimal quantity oveée,)1<,<4 Of (6.5) equals the sum ovére {1,...,d}
of the minimal quantities over eaeh of

MISE {u™(t, )} = ]Eu/{uf(t,x) - ufw(t,x)}zdx, (6.7)
R

where,u¢" is the univariate kernel density estimator of the margiaal tensityu! (of the
coordinateX?). Consequently, each bandwidth ¢ = 1, ..., d, will be computed according to
the procedure developed by [31] and described with deta]ls5, Section 6].

7. The deterministic numerical method

The main aim of our work is to approximate solutions of thdimensional non-linear problem
given by

uw(0,2) = wup(z), z€R% (7.1)
whereug is an integrable function and is given by (1.3). Despite the fact that, up to now at
our knowledge, there are no analytical approaches dealiciy issues, we got interested into a
recent method, proposed by Cavalli et al. [21], whieis Lipschitz. Actually, we are heavily
inspired by [21] to implement a deterministic procedure dating solutions of (7.1) which will
be compared to the probabilistic ones.

In our numerical simulations, we will consider the case wlhkr 2. The operational aspects

of that method, in the one-dimensional case, were explamddtails in [15, Section 5].

{&gu(t,x) e 1AB(u(t,x)), te[0,+oo,

8. Numerical experiments

The probabilistic and deterministic algorithms were badfried out using Matlab. In order to
speed up our probabilistic procedure, we have implementsidg the Matlab Parallel Com-
puting Toolbox (PCT), a GPU version of the kernel densitynestor in dimension 1 and 2 of
space. Using TOparticles, this has 500 times reduced the CPU time on ourareée computer.
As mentioned in section 7, the deterministic numerical tohs are performed via the method
provided in [21]. In fact, we use the WENO spatial recondtaucof order 5 and a third order
explicit Runge-Kutta IMEX scheme for time stepping. From ramy we will denote the related
time step byAt,.; and the deterministic numerical solution by,

8.1. The general stochastic particle algorithm ford = 2
We have proceeded to the validation of our algorithm in thresen situations: the classical
porous media equation, the fast diffusion equation and #evidide case.

The porous media equation case

In the case wherg(u) = u|u|™"1, m > 1, we recall that the PDE in (1.1) is nothing else but
the classical porous media equation (PME) & §,, an exact solution is provided by [14](see
also [38, Section 17.5]) known as the density of Barenlitattie:

_1
E(t,z) =t (D - f<e||:v||2t_2ﬁ) "1z eRY >0, (8.1)
+
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2(1—m)

— _d T dim=1)
Wherea:(# =9 k=m-1g p= [K 2I¢}Z+d( Y and

m—1)d+ 2’
r(%)r(m)
(54 a)

We would now compare the exact solution (8.1) to an approtachprobabilistic solution. Up to
now, we are not able to perform an efficient bandwidth sedeqgtrocedure in the case when the
initial condition of PME is a Dirac probability measure, ithe law of a deterministic random
variable. Since we are nevertheless interested in expip{®.1), we have considered a time
translation of the exact solutiafi defined as

1= , I being the usual Gamma function.

Ut,z)=E(t+2x), xR tel0T]. (8.2)

Note that one can immediately deduce from (8.2) thadtill solves the PME but now with a
smooth initial condition given by

uo(z) = E(2,z), = eR% (8.3)

Simulation experimentsWe setd = 2 andm = 3. We compute both the deterministic and
probabilistic numerical solutions over the time-spacd i 3] x [—2.5, 2.5] x [-2.5, 2.5], with

a uniform space stefiz = 0.0167. We sef\tq; = 7.5 x 104, while, we usen = 200000
particles and a time stef¢ = 10~ for the probabilistic simulation. Figure 1(a)—(d) (resfa)®
(d)) displays the numerical probabilistic (resp. deteiigtio) solutions at time¢ = 0,¢ = 1,

t = 2 andt = T = 3, respectively. Besides, Figure 3 describes the time &walof the L1
probabilistic and deterministic errors on the time intéfGa3].

(@ )

© )

Figure 1. PME: Probabilistic numerical solution valuestat 0 (a),t = 1 (b),t = 2 (c) and
t=T=3(d).
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(@) : (b}

© : : (@

Figure 2. PME: Deterministic numerical solution valuestat 0 (a),t = 1 (b),t = 2 (¢) and
t = 3(d).

0.035

T T T T T
0.03 W

0.025 — —

0.02 — —

0.015 — —

0.01 — —

0.005 — —

Figure 3. PME: Evolution of theL! probabilistic (solid line) and deterministic (dashed Jine
errors over the time interva0, 3.

The fast diffusion equation (FDE) case

Now, we suppose that(u) = u|u|™1, m €]0,1[. In that case the PDE in (1.1) corresponds
to the so-called fast diffusion equation. Similarly as floe porous media equation, there also
exists a Barenblatt type solution for the mentionfeevhen the initial conditionu, is a delta
Dirac measure at zero. Indeed, it is given by the followingregsion:

__1
O (D + ;5||x||2f25) Tz eRY >0, (8.4)
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Where o = m,

Again, we consider a time shifted version of the expliciusiain (8.4) for the numerical experi-
ments. Indeed, we define

Ut,z) = E(t+1z), 2R tel0T).

Obviously,i/ solves the FDE with,, = E(1, -) as initial condition.

Simulation experiment§Ve setd = 2 andm = % We consider the time-space gff 1.5] x
[—15,15 x [—15,15 over which the probabilistic, the deterministic and theatxsolutions
are computed. We fi\tg; = 1.5 x 103, We use a uniform space sté&p = 0.4. For the
probabilistic simulation we set = 200000 and\t = 102,

Figure 4(a)—(d) displays the numerical probabilistic tohs at timeg = 0,t = 0.5,t =1
andt = T = 1.5, respectively. Figure 5(a)—(d) shows the deterministittion values at
t =0,t =05t =1andt = T = 1.5, respectively. Furthermore, Figure 6 describes the
time evolution of thel.! errors on the time interva0, 1.5], related to both the probabilistic and
deterministic algorithms.

(a) ‘ (b)
Oty oos |
0.08 4~ P 0047 L
0.06 4 - 003 7 L
004 -0 00247
0.02--" 0.01 4"

(d)
e 0025 1
003 i 002417 L
001 -

0ot 0005 |

Figure 4. FDE: Probabilistic numerical solution valuestat 0 (a),t = 0.5 (b),t = 1 (c¢) and
t=1.5(d).
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(b)

(a)

01 L
0.08 -

0.06 -7 L
0.04. ¢
g

004

ooz |-

x40 (d)

o2

0.01 -

Figure 5. FDE: Deterministic numerical solution valuestat 0 (a),t = 0.5 (b),t = 1 (c) and
t =15(d).

Figure 6. FDE: Evolution of theL! probabilistic (solid line) deterministic (dashed linejas
over the time interva|0, 1.5].

Using the analytical expression (8.4) Bft, -), we get

1

sup E(t,z) < D™ Tt ?,

z€R4
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where the right hand side of previous expression goes toaero—+ +oo. This convergence
clearly appears in Figures 4 and 5 whee= 2. However, the convergence It does not hold
since for every > 0, fRd E(t,x)dx = 1if m > m., wherem, = 0ford = 1,2 andm, = %2
if d > 3, see [37, Section 5.6].

Remark 8.1.In previous cases, we had some exact expressions of théogsoddt(1.1) at our
disposal that we could compare with the approximationsid$tom the deterministic and prob-
abilistic algorithms. The committed error using the detieistic approach is definitely lower
than using the probabilistic one. Below we treat the Hedeisiase: by default of exact expres-
sions, the deterministic solutions will be used for evahgthe error related to the probabilistic
method.

The Heaviside case

In this part, we will discuss the numerical experiments faoafficients given by (1.3). We
recall that in this case we do not know an exact solution fertfoblem (1.1). Consequently, we
will compare our probabilistic solution to the numericaleteninistic solution obtained using the
method developed in [21], see also section 7. In fact, wesiillulate both numerical solutions
according to several initial data and with different values of the critical threshalgd

Empirically, after various experiments, similarly to theesdimensional case investigated in
[15, Section 6], it appears that for a fixed thresheldthe numerical solution approaches some
limit function which seems to belong to the "attracting” set

T ={f e IM®?) / J@)de =1, 0< f < ug); (8.5)

in fact 7 is the closure inL! of 7o = {f : R? — R,| B(f) = 0}. Again, the following
theoretical questions arise.

(1) Does indeed.(t, -) have a limitu., whent — co?
(2) If yes, does:, belong to7?
(3) If (2) holds, do we have(t, -) = uq for ¢ larger than a finite time?

a) Gaussian initial condition

For the mentione@ we consider an initial conditiony being a Gaussian density with mean
and invertible covariance matrk i.e.,

where,

:; _} _ ts—1 o d 8.6
P, 3) <zﬁ>z|zﬁexp< e m),xeR. (8.6)

Simulation experiments. Test case 1.We setd = 2, u, = 0.07,x = (0,0) andZ = I,
wherel, is the unit matrix oriR?. We compute both deterministic and probabilistic solugion
over the time-space grif®, 0.9] x [—4, 4] x [—4, 4] with a uniform space stefuz = 0.05. For
the deterministic approximation we s&t;.; = 2 x 10~* while for the probabilistic one we use
n = 200000 particles and a time stAp= 2 x 1074

Figures 7, 8, 9, show the deterministic and probabilistimarical solutions at times = 0,

t = 0.3 andt =T = 0.9, respectively. Furthermore, Figure 10 describes the énodution of
the L'-norm of the difference of the two solutions over the timeiwal [0, 0.9].
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Figure 9. Test case 1: Probabilistic (left) and deterministic (r)galution values at = 0.9.
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(<)

L L L L L L L L
o.1 .2 o.= o.a o.5 o.6 .7 o.8 o.o

Figure 10. Test case 1: Evolution of the*-norm of the difference of the two solutions over the
time intervall0, 0.9).

b) Bimodal initial condition

Now, we suppose that the initial condition is a mixture of f&aussian densities with separated
modes, i.e.,

UO(.%') - (p(xapfla Zl) —I-p(.%'./,l,Lz,Zz)),

NI =

wherep is defined in (8.6).

Simulation experimentsTest case 2.We setd = 2, u. = 0.1. We fixus = (1,0), p2 =
(—-1,0), £; = (0.1)I; andZ, = (0.2)I>. The deterministic and probabilistic solutions are
simulated over the time-space gf@] 0.8] x [—3.5, 3.5] x [—3.5, 3.5] with a uniform space step
Az = 0.05. We sethty; = 2 x 104, while we usen = 200000 particles and a time step
At = 2 x 1074, for the probabilistic approximation. Figures 11, 12, 18w the deterministic
and probabilistic numerical solutions at times= 0, ¢ = 0.27 andt = T" = 0.8, respectively.
Furthermore, Figure 14 displays the time evolution of fitenorm of the difference over the
time intervall0, 0.8].

Figure 11. Test case 2: Probabilistic (left) and deterministic (r)gdalution values at = 0.
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L L L L L L
o o.1 0.z o.= o.a o.5 o.6 .7 o.a

Figure 14. Test case 2: Evolution of the'-norm of the difference between the two solutions
over the time interva|0, 0.8].

¢) Trimodal initial condition

For the given by (1.3), we consider an initial condition being a ranet of three Gaussian
densities with three modes at some distance from each ather,

1
UO(‘T) = § (P(%Mla zl) "‘P(%NZa ZZ) ‘HD(%M?:, 23)) RS Rd) (87)
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wherep is defined in (1.3).

Simulation experiment$\Ve fix againd = 2. For this specific type of initial conditiony, we
consider two test cases depending on the value taken by itlwlcthresholdu.. We set, for
instance,ul = (72, 2), M2 = (2, 72), u3 = (07 0), 21 = (0.1)2[2, 2o = (0.2)212 andXz = 2,.

Test case 3We start withu, = 0.15. We consider a time-space gftl0.4] x [-5, 5] x [—5, 5],
with a uniform space stepr = 0.05. For the deterministic approximation, we fef.; =
2x 10~%. The probabilistic simulation uses= 200000 particles and a time stAp= 2x 10~
Figures 15, 16, 17 display both the deterministic and pridisib numerical solutions at times
t =0,t = 0.14 andt = T = 0.4, respectively. Besides, the time evolution of fifenorm of
the difference between the two numerical solutions is degim Figure 18.

Test case 4.We choose now as critical value. = 0.035 and a time-space gri@, 2| x
[-5,5] x [-5,5], with a uniform space stefiz = 0.05. We setAty; = 3 x 1074 and the
probabilistic approximation is performed using= 200000 particles and a time stép =
4 x 104, Figures 19, 20, 21 show the numerical (probabilistic artérmeinistic) solutions at
timest = 0,¢ = 0.66 andt = T = 2. In addition, Figure 22 describes tiié-norm of the
difference between the two.

Figure 15. Test case 3: Probabilistic (left) and deterministic (r)giumerical solution values at
t=0.

oas |.. 7
o i
o2s .|
G,
oas |
0.1 ..

cos .| -1

Figure 16. Test case 3: Probabilistic (left) and deterministic (rjghimerical solution values at
t =0.14.
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Figure 17. Test case 3: Probabilistic (left) and deterministic (rf)ghtmerical solution values at
t=0.4.
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Figure 18. Test case 3: Evolution of the'-norm of the difference between the two solutions
over the time interva|0, 0.4].

Figure 19. Test case 4: Probabilistic (left) and deterministic (rjghtmerical solution values at
t=0.
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Figure 20. Test case 4: Probabilistic (left) and deterministic (rf)ghtmerical solution values at
t = 0.66.
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Figure 21. Test case 4: Probabilistic (left) and deterministic (rjghimerical solution values at
t=2.

L L L L n L L L L
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Figure 22. Test case 4: Evolution of the'-norm of the difference between the two solutions
over the time intervalo, 2].
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d) Uniform and normal densities mixture initial condition

We proceed again with defined in (1.3). We are now interested in an initial conditig, being
a mixture of a normal and an uniform density, i.e.,

1
up(w) = > (p(2, 11, Z) + L gyx-10(7)) , @ € R?,

wherep is defined in (8.6).

Simulation experiments.

Test case 5.We fix u. = 0.15, u = (0,—1) andZ = (0.076)%I,. We perform both the
approximated deterministic and probabilistic solutiongtte time-space grifd, 0.5] x [—3, 3] x
[—3, 3], with a space stepz = 0.05. We usen = 200000 particles and a time sté&p =
2 x 10~* for the probabilistic simulation. Moreover, we d&t;., = 2 x 10~4. Figures 23,
24, 25 illustrate those approximated solutions at times 0,¢ = 0.2 andt = T = 0.6.
Furthermore, we compute the*-norm of the difference between the numerical deterministi
solution and the probabilistic one. That error is displaiyeBigure 26.

Figure 23. Test case 5: Probabilistic (left) and deterministic (r)giumerical solution values at
t=0.

Figure 24. Test case 5: Probabilistic (left) and deterministic (r)giumerical solution values at
t=0.2.
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Figure 25. Test case 5: Probabilistic (left) and deterministic (rjghimerical solution values at
t = 0.6.

0.08

o.01 L I I I .
o 0.1 0.2 0.3 0.4 0.5 0.6

Figure 26. Test case 5: Evolution of the'-norm of the difference between the two solutions
over the time interva|0, 0.6].

Long-time behavior of the solutions

As it was mentioned previously, we are interested in the @ogbibehavior of solutions to (1.1)
in the Heaviside case. For this, we first provide Figure 274ciwdisplays the time evolution of
the L-norm of the difference between two successive time evialusiof the numerical solu-
tions. That quantity was computed for both deterministid probabilistic numerical solutions
and in the different test cases 1 to 5. In fact, Figure 27, shihat the numerical solutions
approach some limit function,S. Indeed, they seem to reaaR, after a finite timer~

In addition, according to Figure 28, this suggests the extst of a limit function:.,, which
of course depends on the initial conditiepisuch that.(t, -) = us, fort > 7. Moreoveruq, is
expected to belong to the "attracting set; since|| 3(i(t, -))|| 11 r2) €qUals zero whetis larger
than7, at least when Ts the deterministic numerical solution.
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Figure 27. Time evolution of [luf"(t;11,) — w""(t;,-)|| 1 re) (dashed lines) and

|tdet (tita,+) — Gaet(ti, ) || L1m2) (SOlid lines) for the Test case 1 (a), Test case 2 (b), Test cas

3(c), Test case 4 (d) and Test case 5 (e), respectively .
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Figure 28. Time evolution of||ﬁ(qu”(t,~))|\L1(Rz) (dashed lines) andlB(tiget (t, )l L1 (r2)
(solid lines) for the Test case 1 (a), Test case 2 (b), Test 8dsg Test case 4 (d) and Test
case 5 (e), respectively.
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Long-time stability behavior of the general probabilistic algorithm d = 2

Now, we inquire about the long time behavior of the probabdiparticle algorithm. In fact,
we are interested in the dependence of the error over the fimethis, we have simulated the
solution of the PME withm = 200000,7" = 50, At = 0.02 andm = 3. Figure 29 displays the
time evolution of thel.X-norm of the error. In particular, Figure 29 shows (in the PNME&) that
the probabilistic algorithm seems to remain stable for gddimeT".
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0.036 |~ —
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0.026 L L L L L L L L L
o 5 10 is 20 25 30 35 40 a5 50

Figure 29. Evolution of theL! error over the time intervdD, 50, in the PME case.

8.2. The radially symmetric case
8.2.1 Validation on exact solutions in hyperspherical cadinates

We make the same conventions as in section 5. Supposediatadially symmetricu is the
solution of (1.1) and.is given in Remark 5.5v constitutes the marginal laws 6f which is
defined in (5.3) which is a solution of (5.11).equalsu"up to a constant, see (5.4).

The Fokker-Planck equation for Bessel processes

Wheng(u) = u, the PDE in (1.1) corresponds to the heat equation. Thedinkdial equation
(5.8) with® = 1 (Bessel equation) and with initial conditiég, admits (5.16) as exact solution.
We would like to compare the probabilistic approximatior” defined as the right-hand side of
(5.21) to (5.16). In order to avoid computation difficulties the bandwidtle in the case when
the initial conditiony, is the law of a deterministic random variable, we will comsia time
shifted version of (5.16), given by

2-d 2 2 1
o(t, p) = LH exp <_§Etj—ptd)> Ii , (f:{";) ,t€[0,T],p>0,t, > 0. (8.8)
(t+to)ly 2 d o)) ? 0

In fact, with this repositiony(t, -) still solves (5.8) but now with a smooth initial datéD, p) =
Vyd (to, p)-

Simulation experiments.

We set/, = 1 andt, = 10~3. We compute the probabilistic numerical solutions of (83r
a time-space grid0, 0.01)x]0, L], L > 0, for different values of the dimensiah= 2,5, 10
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and with a space stefr = 0.01. We use a time steft = 10~% andn = 200000 particles.
Figures 30,31,32 (a)—(c), show the exact and the numebatiens at timeg = 0, ¢ = 0.005
andt =T = 0.01, ford = 2,5, 10, respectively. The exact solution defined in (8.8), iscted
by solid lines. Besides, Figures 30 (e), 31 (e), 32 (e) desdte time evolution of th&* error
on the interval0, 0.01], for d = 2,5, 10, respectively.
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Figure 30. Bessel equationy = 2: Exact (solid line) and probabilistic (doted line) soduti
values at t=0 (a), t=0.005 (b), t=0.01 (c). The evolutiontaf £ error over the time interval
[0,0.01] (d).
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Figure 31. Bessel equationj = 5: Exact (solid line) and probabilistic (doted line) soduti
values at t=0 (a), t=0.005 (b), t=0.01 (c). The evolutiontaf £* error over the time interval
[0,0.07] (d).

We point out that the performance of our algorithm is saiigfyfor all values ofd > 2 even
though wheni = 2 the solution is recurrent. In that case the process oftamatzero, which is
a non regular point of the diffusion term in (5.12).
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Figure 32. Bessel equation] = 10: Exact (solid line) and probabilistic (doted line) sabut
values at t=0 (a), t=0.005 (b), t=0.01 (c). The evolutiontw £ error over the time interval
[0,0.07] (d).

The radial transformation of the classical porous media eqgation

WhenB(u) = u.|u/™ 1, m > 1 andu, = &, we consider again the explicit Barenblatt type
solution of (1.1), denoted by and given in (8.1). Again, we will shift in time this exact
solution, in order to avoid simulation problems in the caka delta Dirac measure as initial
condition. In fact, we sélf(t,x) = E(t+1,),t € [0,T], » € R% Then! still solves (1.1) for
the mentioned and withu,(z) = E(1, z) as initial condition. Since, is radially symmetric,
we deduce

1

—~ 2 m—1
U(t,x) =U(t, || = (t+ 1) (D —r (l2?) (¢ + 1)*6) L zeRY, >0,
+

Then, using (5.4), we get

E(t+1) (D — wpa(t+ 1)—2/5)ﬁ if p e [o, (%)% (t+ 1)&} :
Veoc(tvp) = (89)

otherwise

o

Simulation experiments.

We compute the probabilistic numerical solutions of (5.8)ews(u) = 2 (radial PME),
over the time-space gri@, 1] x [0, 2.5] for different values of the dimensiah= 2,5, 10 and
with a space stepz = 0.01. We consider a time stet = 102 andn = 200000 particles.
Figures 33, 34, 35 (a)—(c) display the exact and the nunmexadations at timeg = 0,¢ = 0.5
andt = T = 1 respectively, forl = 2,5, 10, respectively.
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The exact solution, defined in (8.9), is depicted by soliédin Besides, Figures 33 (e), 34
(e), 35 (e) describe the evolution of tié norm of the error on the time intervéd, 1], for
d = 2,5,10, respectively.

(@ (b)

2 2.5 2 2.5
© | @
1 o.oi8Ff 1
| o.o16t
1 o.01a}
] 0.012
0.01f
| o.oo08}
o 015 1 115 - 2 2.5 0'0060 0.2 0.4 016 0.8 1

Figure 33. Radial PME,d = 2: Exact (solid line) and probabilistic (doted line) sotutivalues
at t=0 (a), t=0.5 (b), t=1 (c). The evolution of tfié error over the time intervdD, 1] (d).

@ | ® ]

25 3 (0]

(c) (d)
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(o] 0.5 1 1.5 2 2.5 3 [0] 0.2 0.4 0.6 0.8 1

Figure 34. Radial PME = 5: Exact (solid line) and probabilistic (doted line) sotutivalues
at t=0 (a), t=0.5 (b), t=1 (c). The evolution of tié error over the time intervdD, 1] (d).
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Figure 35. Radial PMEd = 10: Exact (solid line) and probabilistic (doted line) sadatvalues
at t=0 (a), t=0.5 (b), t=1 (c). The evolution of tié error over the time intervdD, 1] (d).

8.3. Comparison between the the radial stochastic algorithmand the 2-dimensional deter-
ministic approach in the Heaviside case

In this part of the work we exploit, at least empirically, ?asting relation between the solutions
of the multidimensional problem (1.1) and the solutionsha& bne-dimensional PDE (5.8), in
the case when the initial conditiary of (1.1) is a radially symmetric function. For this we will
simulate thei-power norm of the solutiolt” of (1.4) via the one-dimensional non-linear diffu-
sion introduced in (5.12). Let : [0,7] x R? — R, be a solution of (1.1) with initial condition
up Which is radially symmetric. According to Remark 5.5 thexeses« : [0, 7] x]0, +oco[— R4
such thatu(t, z) = a(t, ||z||%), V(¢t,z) € [0,T] x R?\ {0}. If Y solves (1.4), the second item
of Proposition 5.10 says tha&t = ||Y'||? verifies the non-linear diffusion equation (5.12). If
v :[0,T] x Ry — Ry such thaw(t, -) is the law ofS;, t € [0, 7], then by Lemma 5.6, we have
i = 4v and therefore

u(t,z) = %V(t, |z||9), ¥(t,z) € [0,T] x R4\ {0}. (8.10)

Consequently, previous expression allows us to simulaesdfutionu of (1.1) using the solu-
tion v of (5.8). Indeed, it will be enough to replace in (8.10py its kernel density estimator
v=™ given in (5.21). Those approximations will be compared ® dhes obtained via thé
dimensional general stochastic algorithm.

From now on we will fixd = 2 andg given by (1.3).
Test case (A)
Let ug be a Gaussian density, i.e.,

uo(x) = p(z, 1, 2), x € ]RZ,
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wherep is defined in (8.6)p = (0,0) andX = I». Thus, the initial conditiony of (5.8) is the
probability density of an exponential distribution of paueter\ = % ie.,

vo(p) = Aexp(—Ap), Vp € Ry

Simulation experimentsWe fix u. = 0.07. We compute the probabilistic solution obtained
through the one-dimensional radial algorithm using: 200000 particles and a time st&p =
2 x 1074, and we compare it to the 2-dimensional deterministic axipration presented in
section 7. We fix\t,; = 4 x 1074, We have represented both the 2-dimensional deterministic
and probabilistic solutions, on the time-space ¢0id.9] x [—4,4] x [—4,4], with a uniform
space stepxr = 0.05.

Figures 36, 37, 38 illustrate those approximated solutairtsmest = 0, ¢ = 0.3 andt =
T = 0.9. Furthermore, we compute thie'-norm of the difference between the numerical
deterministic solution and the probabilistic one. Valuéshat error are displayed in Figure
39.

o1a ] - o1a . .-

o 0,12\,«"":
o o1
co8 |- - oo
oos .- oos .| .-
o004 .- T ooa T

0.02 J.-- - ooz .o

Figure 36. Test case (A): Probabilistic (left) and deterministic fitignumerical solution values
att = 0.

o012 -
0.1 .-

oo8 .- cos | -+ i

oos |- oo |
0.04 .-

L NI

Figure 37. Test case (A): Probabilistic (left) and deterministic fiignumerical solution values
att =0.3.



The multidimensional case 43
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003 . .- o003 oo
oo N IR, 0.0z .J.
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Figure 38. Test case (A): Probabilistic (left) and deterministic fitignumerical solution values
att = 0.9.

L L L L L L L L
o o.1 o.z o.3 o.a o.5 o.6 0.7 o.8 o.o

Figure 39. Test case (A): Evolution of th&'-norm of the difference between the two solutions
over the time interval0, 0.9].

Test case (B)
Proceeding with the sam® we consider now an initial conditiom given by

1 /2 z|*
uo(x) = w\/;eXp(_HZH)’ r € R

The correspondingq’is related via (5.4) to the law density of an absolute valua sfandard
Gaussian r.v. Indeed, the initial conditiog of (5.8) is a probability density defined by

2 P2
vo(p) = ;exp(—i), VpeR,.

Simulation experimentdMe setu,. = 0.08. Then, using. = 200000 particles and a time step
At = 2.8 x 1074, we simulate the probabilistic solution applying the om@ehsional radial
approach. The 2-dimensional deterministic and probaicilkssmulations are computed over the
time-space grid0, 1.4] x [—4,4] x [—4,4], with a uniform space stefpz = 0.05 and fixing
Aty = 2.8 x 1074,

Figures 40, 41, 42 illustrate those approximated solutmnsmest = 0, ¢ = 0.46 and
t = T = 1.4. Besides, Figure 43 displays tfié-norm of the difference between the numerical
deterministic solution and the probabilistic one.
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0.25 .-«

Figure 40. Test case (B): Probabilistic (left) and deterministic litignumerical solution values
att = 0.
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Figure 41. Test case (B): Probabilistic (left) and deterministic litignumerical solution values
att = 0.46.

0.07 ..+
- 008
“gos oo
c.04. . -
. owos ..
ooz

001 .

Figure 42. Test case (B): Probabilistic (left) and deterministic litignumerical solution values
att =1.4.
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Figure 43. Test case (B): Evolution of th&'-norm of the difference between the two solutions
over the time interval0, 1.4].

Test case (C)
We assume that the initial conditiar is defined by

1
uo(2) = (9(lzl?,m1, 1) + g(||z]?,m2, 02)) , = € R,
whereg(p,m,o) = f(p,m,o) + f(—p,m,0), p > 0, andf is the density function of a one-
dimensional Gaussian distribution with mearand standard deviatian Thereforey of (5.8)
is given by

1
Vo(p) = é (g(p7mlygl) + g(pvm2702))7 Vp € Ry.

Simulation experimentsWe fix for instanceu., = 0.07, m; = 0, my = 6, 01 = 0.2 and

o> = 0.3. We considen = 200000 particles and a time stAp= 2 x 10~4, in order to perform
the probabilistic numerical solution via the one-dimensiaadial algorithm. We compare it to
the 2-dimensional deterministic approximation. We/sgt, = 2 x 10~*. We represent both the
2-dimensional deterministic and probabilistic solutioms the time-space gri@, 1] x [—4, 4] x

[—4, 4], with a uniform space stefsrz = 0.05. Figures 44, 45, 46 display those approximated
solutions at timeg = 0,¢ = 0.33 andt = 7' = 1. Besides, Figure 47 shows tfié-norm of the
difference between the two solutions.

Figure 44. Test case (C): Probabilistic (left) and deterministiclftjgrumerical solution values
att = 0.
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Figure 45. Test case (C): Probabilistic (left) and deterministiclitjgrumerical solution values
att = 0.33.

.

Figure 46. Test case (C): Probabilistic (left) and deterministiciifjghumerical solution values
att = 1.

L L L L L L L L L
o ©.1 0.z 0.3 o.a o.5 o.6 0.7 o.8 0.9 E}

Figure 47. Test case (C): Evolution of the'-norm of the difference between the two solutions
over the time interva|o, 1].

Remark 8.2. (i) The probabilistic algorithm can be parallelized on agriaal processor unit
(GPU) such that we can speed-up its time machine executiotheoother hand, for the
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deterministic algorithm, this operation is far from beirtgvmus.

(ii) At this point, even though it provides reliable appnation of the solutions, the imple-
mentation of the deterministic algorithm in dimension 2@ aptimal. Indeed, it costs a
huge amount of CPU time comparing to the deterministic dneedsional procedure and
to the probabilistic algorithm in dimension 1 and 2. Invgations in that direction will be
the object of a future work.

(i) In general, empirically, the different errors comieitl by the probabilistic algorithm seem
to be reasonable, even though not very good.
a) The general two-dimensional probabilistic algorithrhdnees well in the case of an uni-
modal initial condition. Some difficulties arise in the mimibdal case; on the other hand
we obtain satisfying results in Figure 26 which represents\alution in the Heaviside
case of a bimodal and irregular initial condition. b) Thelgbilistic algorithm in the
radial case behaves quite well for dll> 2, if the initial condition is unimodal and the
coefficientsd is smooth. If5 is of Heaviside type, the error becomes more important when
d = 2. Unfortunately we have no mean to validate the algorithmdnger values than
d = 2, in which case we could expect a better performance.
In conclusion the use of probabilistic methods in higher digien is justified. Contrarily
to the one-dimensional case, treated in [15], the protsigiltechniques are much simpler to
formulate than the analytical method.

9. Appendix
9.1. Proof of proposition 3.1

We start with some preliminary considerations.

Remark 9.1.Referring to Proposition 2 and Remarks following Theorenm 118], we know
the following.
(i) We consider the problem
u—Aw = f, in D'(RY), (9.1)
where, w(z) € B(u(z)) ae.x € RY, f € LY(RY).

(i) Let f € LY(R?). Thereis a uniqua € L(R?) for which there existe € L1 (R?) such
that (u, w) solves (9.1).

(iii) 1t is then possible to define a (multi-valued) operatér:= Az : £ — E, where
D(A) is the set ofu € LYR?) for which there isw € L} (R?) such thatw(z) €
3B(u(z)) for a.e. = € RY andAw € LYR?). Foru € D(A), we setA(u)
{—%w | w as in the definition o)(A)}. In particular, if 3 is single valued thedlu =
—%Aﬁ(u). A is a m-accretive operator.

(iv) Since A is m-accretive,J, := (I + AA)~!is a contraction in the sense thaf, f —
Il < If = gllriga). In addition, Jy is single valued. Iff € L>(R?) then
[Iaflloo < ||fllos @andJyf € L) L. In particular, for every positive, ||Jf|le <
[1flloo-

V) If f>g,aeJ\f>Jyg, ae.

(vi) Sincep(0) =0,J,f >0,if f >0, a.e.

(vii) If f € L°°, 8 being monotone, it easily follows that € L°°. In addition, under Assump-
tion B(¢), ¢ > 1, thenw € L L.
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Proof of Proposition 3.1.The proof follows the same lines as [19, Proposition 3.4hdéheugh
here the assumption ghis slightly more general and > 1.
Problem (3.1) is related with the non-linear evolution dmreon £ = LY(R?)

O0ed/(t)+ A(u(t), 0<t <T, 9.2)

with Au = Agu = —A(B(u)). We denote by 2 (R?) the space of non-negative functionslih
andD_ (A) the space of non-negative elementdxfA).

a) Suppose thab, (A) = L1 (R%). By [32, Corollary 1V.8.4], there is a unique®-solution
of (9.2). It appears as a limit i@'([0, 7]; L*(R?)) of approximating:-solutions. For the notion
of CO-solutionu € C([0, T]; L*(R%)) and relatedt-solutions, we refer to [32, Chapter 1V.8]. In
particularu € LY([0,T] x R).

b) We now prove thaD. (A) is dense inL} (R?). We denote by’;" (R?), the space of non-
negative continuous functions with compact support.«Let C;F (R?). SinceC; (R?) is dense
in L1 (R?) it is enough to show thaf;f (R?) c D, (A), whereD.(A) is the L!-closure of
Dy (A).

Letu € Cyf (R%). For\ > 0, we setuy := (I + AA)~tu. Similarly to item 2. of the proof of
[19, Proposition 3.4], it is enough to show that

uy — u, weaklyinFE. (9.3)

In fact, it is easy to show thdD (A) (and so also its closur® (A)) is convex. By Satz 6.13 of
[3], D+ (A) is weakly sequentially closed. So (9.3) would imply that D, (A), which would
conclude the proof of this item.

It remains to show (9.3). Sindé+\A)~1is a contraction oif7, the sequenceu, ) is bounded
in E. Sinceuy € D(A), by definition there exista), € L}, (R?) such thatw, € 38(ux(z))
for dx-a.e.z € RY, Awy € LY(R?). Moreover,

u = uy — Muwy. (9.4)

We recall that(I + A\A)~%(0) = 0 so that, by items (v) and (vi) of Remark 93, = (I +
)\A)‘l(u) > 0, a.e., for every\ > 0. We show the existence af > 0 such that the sequence
(ux)o<a<), IS Weakly relatively compact. Since the sequeficg) is bounded in®, it is enough
to prove the existence of, > 0 such thatu, )o<<, iS Lebesgue uniformly absolutely contin-
uous. Then, by Dunford-Pettis theorem, see [7, Theoren],tHeéresult would follow. Since
is bounded, by Remark 9.1(iv), the sequefite, || ) x>0 IS bounded byjju/| -

Let I be a Borel subset @&¢ andK > 1. For\ < Ao, we have

/dx|u,\(x)| g/ dx|u,\(x)|—|—/ dazluy ()|
F Fofja|<K} (l2>K}

< |lul|lcLeb(F) + sup dx|uy(x)|.
0<A <X J{|z|>K}

Consequently, the result will be established if we proveettistence of\, such that the sequence
(ux)o<a<), IS Lebesgue equi-integrable, i.e.,

lim  sup / dz|uy(x)| = 0.
K=+000ch < rg J{|z|> K} fur(@)]

Lete > 0. Sinceu € L, we considets, > 0 such that

/ u(z)dr < e. (9.5)
{lz[>Ko—1}
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Letp : R? — R be a smooth function with compact support in the closed Béll, K,) such
thatp(z) =1if || < K, —1,0< ¢ < 1, elsewhere. Fak > 0,

/ (T + AA) Yu(z)| de = / (I + M) Lu(z)da
{lz|>Ko} {lz[>Ko}

< / (I +2A) " Yu(x)(1 - o(x))da
R4
< h(AN) + Iz, (9.6)

where
I1(\) :/Rd (I +24)tu(z) — u(z)) (1 - p(z))dz,
I, = /Rd u(z)(1— ¢(z))d.

Note thatl, < ¢ because of (9.5). Concernitg(\), we have

L)) = /Rd up(z)dz — /Rd u(z)dr — /Rd (I +2A4)Mu(2) — u(x)) p(z)dz. 9.7)

Sincew), € F then

/Rd uy(x)dx = /Rd u(x)dx. (9.8)

Indeed, letpy; : RY — R be a smooth function with compact support B0, M + 1), 0 <
em < landpy(x) =1if x € B(0, M). By (9.4) we get

/ ux(x) o (x)dr — )\/ wy(x)App(z)de = / u(x)op (x)de.

Rd Rd Rd

Sincep)s — 1 pointwise, as\ — +o0o, ||Ap |l does not depend ol andAp,, — 0, then
equality (9.8) follows by Lebesgue dominated convergeheerem. Together with (9.7), this
gives

I\ = /Rd ((I + )\A)_lu(m) — u(x)) o(z)dz.
On the other hand

[walloo < B (lualloo) = B (=lluallco)
< B(llulloo) = B (=llulloo) -

Therefore,(w, ) is uniformly bounded and sdw, — 0in L, asA — 0, which implies that
Mw, — 0 in the sense of distributions. By (9.4) alsg — u, in the sense of distributions.
Consequently/;(A) — 0 asA — 0 and therefore there i, such that 0< A < ), and
I1(\) < . Consequently, if{ > K,, 0 < A < )\, and taking into account (9.6), we obtain

/ |(I +AA) tu(z)| dz < / (I +MA) tu(z)| dz
{l21>K}

{lz|=Ko}

< 2e.
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So,

sup ‘(I + /\A)_lu(x)| dr < 2e.
Ao/ {[z|> K}

Consequently(u, ) is weakly relatively compact i’ and (9.2) is established.

c) The next step consists in showing that'&solution is a solution in the sense of distribu-
tions. We proceed as in item 3. of the proof of Propositioni3 49]. We consider a family of
approximatings-solutionsu® using the fact thatl is m-accretive. By item (iv) of Remark 9.1,
one can easily show that

suplu®(t, ) [loo < lltto]l - (9.9)
t<T

We also considen® : [0,7] x R? — R such thatw®(t,z) € B(u(t,z))dtdr a.e. Sinced is
monotone, previous inequality implies that

[w*(t, 2)| < B ([[uollo) = B (=[luollc) @a-e. (9.10)

The proof is then very close, replacifigywith R?, to the one of [19, Proposition 3.4], until
equation (3.8), that says

/Rd u(t,l’)a(w)dx:/Rd ug(x) dx+l|Lno/ /Rd (s,z).o/"(x)dxds. (9.11)

Let K > 0. (9.10) implies the existence of a subsequefigg such thatw®" converges
weakly in L2([0, 7] x B(0,K)) to somen € L?([0,T] x B(0,K)). It remains to see that
n(t,z) € B(u(t,x)) a.e. dt ® dz, in order to prove that. solves (2.2). Since — w in
LY(R?), uniformly in t, Lebesgue dominated convergence theoredn(@u®) imply that for any

K > 0, the sequencéu®") converges ta: in L?([0,T]; B(0, K)). The mapu %5(u) on
L?([0,T] x B(0, K)) is an m-accretive multi-valued map, see [32, p.164, Exa@ple So it is
weakly strongly closed because of [8, p.37, Propositior(ildnd (ii)]. This conclude the proof

of item c).

d) The obtained solution belongs i6° ([0, T'] x R%) by the same arguments as in item 4. of
the proof of [19, Proposition 3.4].

i) Finally, uniqueness of the equation¥([0, 7] x RY) follows from Theorem 1 and remark
1.20 of [20]. O

9.2. Elementary tricks to simulate a r.v with values in[a, +oc[, for somea € R

The following reasoning can be used to simulate density lmving a jump at some fixed value
a. This happens in particular when we approximate a denstity suipport infa, +o0c[. Without
restriction of generality we suppose= 0 so that the support 8. (instead of the whole line).

Letp : R, — R, be a density function, sgfJR+ p(x)der = 1. Lete > 0,n € N. Let
X1 ..., X" be asequence of non-negative independent r.v. distritage(t:)dz. A classical
non-parametric estimator is given by

-2 S Koo - X0, (9.12)
i=1
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Proposition 9.2.Let X distributed ag(z)dz, U a Bernoulli r.v of parametet /2 and indepen-
dentofX. Weset/ = UX + (U — 1)X
ThenZ is distributed according tg(x)dx, where
M, if >0,
2
q(x) =

M, else.

Proof of Proposition 9.2 Let f be a bounded and continuous functionibn. We have

E[f(2)]

E[f(UX + (U -1)X)]

[f(Lr=03X — Ly—0} X)]

Lip—1y f(X)] + E[1{y—oy f(—X)]
(U=1E[f(X)]+PU=0)E[f(—X)], sinceX isindependent o/,

1
=2 | S [ e

E
E
P

Then, setting) = —x in the second integral of the previous expression, we obtain

/f [ Ly>oy + P~y )1{y<0} dy.

So, the result follows. O

Let U, ..., U™ be a sample of random variables distributed according toradgsi law of
parameter 12. A classical estimator af being the density of the random variatfedefined in
the previous proposition, is then given by

G(z) = % Z Ke(z— [U'X"+ (U - 1)X']). (9.13)

Therefore, as a consequence of Proposition 9.2, one catrectenR ., the following estima-
tor, p, for the densityp

« 2¢ i yi i i
p(m)zﬁg Ke(z— [UX'+ (U -1)X']), 2>0, (9.14)
sincep(x) = 2q(z), Vo > 0.
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