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Perturbed linear rough differential equations∗

Laure Coutin† Antoine Lejay‡

August 6, 2012

Abstract

We study linear rough differential equations and we solve perturbed linear
rough differential equation with a representation using the Duhamel principle.
These results provide us with the key technical point to study the regularity of
the differential of the Itô map in a subsequent article.

1 Introduction
Linear Rough Differential Equations (RDE) have been considered by several authors
since they are an essential tool for studying the derivative of the Itô map and its
flow properties (See the bibliography in [15] for the many references about the flow
properties). However, at the exception of the works of D. Feyel, A. de la Pradelle
and G. Mokobodzki [21] and S. Aida [1], linear RDE have hardly been considered
as objects as such with their own properties, except to control the growth of the
solution as in [23,31]. Instead, they are generally presented as a special case of RDE.
However, the Baker-Campbell-Hausdorff-Dynkin formula was among the inspirations
of the theory of rough paths [2,7]. Indeed, the algebraic view of solution of controlled
differential equations through for example Chen-Fliess series as well as some numerical
simulation algorithms stem directly from the theory of linear controlled ordinary
differential equations (See [6] for an overview and [23, 25, 38, 39] for the relationship
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between algebra and RDE). Linear equations are among the first examples given in
the article [38] and the book [39] as motivation for developing rough paths theory.

The main goal of this article is then to study linear RDE in a general setting
by extending some of the results of [21]. Our initial motivation was to extend the
Duhamel principle to deal with sensitivity analysis of the Itô map.

The content of this article may be applied to bounded linear operators on an
infinite dimensional Banach space. Of course, dealing with unbounded family of
operators, for example for solving Stochastic Partial Differential Equations, is much
more intricate and needs specific treatments. The reader is referred to the quickly
growing literature on these subjects [8,9,25–27]... The Variation of constant principle
is also linked to Volterra equations which have been studied in the rough path context
by A. Deya [17,18].

In Section 2, we define for any p ≥ 1 the notion of rough resolvent which is
a family of linear operators giving the solutions to the linear RDE. We study its
main properties and give a representation in term of Dyson like series (or Neumann
expansion) for equations of type

yt = y0 +
d∑
i=1

∫ t

0

ysB
i dxis

for a family of matrices Bi ∈Md×d(R) and a path x of finite p-variation extendeded
to a rough path by completing some of the results in [38, Section 2.4.1]. Besides, we
establish that the Chen-Strichartz [42] or Magnus formula [6] holds for any geometric
rough path and for any (s, t) such that ω(s, t) is small enough. This means that the
resolvent As,t which is defined so that yt = y0As,t may be written as

As,t = exp

(∑
k≥1

∑
words I of length k

βIxIs,t

)
where

∑
words I of length k x

I is the component of the full rough path x in (Rd)⊗k and βI

is a linear combinations of the iterated Lie brackets [· · · [Bi1 , Bi2 ], ·, Bik ] for i1, . . . , ik ∈
{1, . . . , d}. Here, the exponential is the matrix exponential and the series in the
exponential is normally convergent in (s, t). This result then extended to the rough
path situation the results of K.-T. Chen [13, 14] and of R. Strichartz [42]. This kind
of expansion has already been studied for the Brownian motion [5, 11, 12, 35] and
the fractional Brownian motion [4] and may serves as basis for numerical simulations
[12,35]. However, it was not clear from the current literature that the involved series
converges in general excepted for differentiable paths x with bounded derivatives (See
[6, 40] or the discussion in [42] and in [4] for the fractional Brownian motion).

In Section 3, we specialize our results for linear RDEs of type

yt = y0 +

∫ t

0

dAsys, (1)
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where A is a path of finite p-variation p ∈ [1, 2) with values in the set of linear
operators. We give a variation of constant principle for the solution to

yt = y0 +

∫ t

0

dAsys + (bt − b0) (2)

and a representation in terms of Dyson series:

Bt =

(
Id +

∑
k≥1

A
(k)
t

)
y0 with A

(1)
t = At −A0 and A

(k+1)
t :=

∫ t

0

dAsA(k)
0,s ,

as well as the Magnus formula in short time.
In Section 4, we consider the case of linear RDE for A of finite p-variation with

p ∈ [2, 3). For operator-valued paths of finite p-variation with p ∈ [1, 3), we provide
a Duhamel principle/Variation of constant principle for a perturbed linear equation.
In particular, it is required to extend properly the notion of perturbation and define a
proper notion of integral, and then to lift A as well as the perturbation b to consider
linear RDE of type (1) or perturbed linear RDE of type (2).

In Section 4.3, we show that our notion is well adapted for the kind of linear
equations which arises when one differentiates the Itô map with respect to its starting
point. In a subsequent article [15], we use these properties to show that the Itô map
is differentiable with a Lipschitz or Hölder continuous Fréchet derivative.

2 Rough resolvent

2.1 Almost rough resolvent and rough resolvent

From now, C denotes a constant whose value may vary from line to line.
Let ∆2(T ) := {(s, t)|0 ≤ s ≤ t ≤ T} and ∆3(T ) := {(s, r, t)|0 ≤ s ≤ r ≤ t ≤ T}.

Let ω : ∆2(T )→ R+ be a control, that is a function which is continuous close to its
diagonal and such that ω(s, r) + ω(r, t) ≤ ω(s, t) for all (s, r, t) ∈ ∆3(T ).

Let L be a unital algebra over K = R or C which is a Banach space with a norm
‖ · ‖ such that ‖AB‖ ≤ ‖A‖ · ‖B‖ for any A,B ∈ L, ‖λA‖ = |λ| · ‖A‖ for λ ∈ K and
‖Id‖ = 1, where Id is the neutral (left and right) element for the multiplication. This
space is called a Banach algebra [19].

Remark 1. For k = 1, . . . ,∞, let Tk(Rd) be the tensor algebra defined by Tk(Rd) :=
R⊕Rd ⊕ (Rd)⊗2 ⊕ · · · ⊕ (Rd)⊗k with the addition + and the tensor product ⊗. The
tensor space (Rd)⊗` is endowed with a norm | · | such that |a ⊗ b| ≤ |a| · |b| for any
a ∈ (Rd)`

′ and b ∈ (Rd)`−`
′ , `′ = 1, . . . , ` − 1. For such a choice of norm which
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transforms (Rd)⊗` into Banach algebra, see [19, Ex. 1.36 and 2.31]. The norm we use
on Tk(Rd) is then

‖x‖ =
k∑
`=0

|x`| when x =
k∑
`=0

x` with x` ∈ (Rd)⊗`.

The tensor space Tk(Rd) corresponds to the space T∞(Rd) quotiented by the relation
x ∼ y when x − y ∈ (Rd)⊗(k+1) ⊕ (Rd)(⊗(k+2) ⊕ · · · . For any k = 1, . . . ,∞, Tk(Rd)
becomes a Banach algebra when equipped with the norm ‖ · ‖ and the unit 1 ∈ R.

For A ∈ L such that ‖A− Id‖ < 1,

A−1 :=
+∞∑
i=0

(−1)k(A− Id)k.

is a left and right inverse of A.
Typically, we will consider for L the space L(V,V) of linear bounded opera-

tors on a Banach space V with a norm | · |, which we equip with the norm ‖A‖ =
supu∈V, |u|=1 |Au|.

Definition 1 (Rough resolvent). A family {As,t}(s,t)∈∆2(T ) of operators in L satisfying

As,t = Ar,tAs,r (resp. As,t = As,rAr,t), ∀(s, r, t) ∈ ∆3(T ),

‖As,t − Id‖ ≤ Cω(s, t)1/p, ∀(s, t) ∈ ∆2(T ) (3)

for some constant C is called a p-left rough resolvent (resp. p-right rough resolvent)

Our main tool is the following. An alternative and elegant proof may be found in
[21, Theorem 10] for some ω(s, t) = V (t− s).

Following [10], we introduce

τi+1 = inf

{
t > τi, (1 +Bω(τi, t)

1/p)2 + C4θω(τi, t)
θ

+∞∑
r=1

1

rθ
≤ 2θ/2

}
with τ0 = 0,

NT,ω = sup{n ∈ N, τn < T}.

Theorem 1. Let (Bs,t)(s,t)∈∆2(T ) be a family of operators in L such that for some
θ > 1 and some constants C and B,

‖Bs,t − Id‖ ≤ Bω(s, t)1/p, ∀(s, t) ∈ ∆2(T ) (4)
‖Bs,t − Br,tBs,r‖ ≤ Cω(s, t)θ, ∀(s, r, t) ∈ ∆3(T ). (5)

Then there exists a unique left p-rough resolvent {As,t}(s,t)∈∆2(T ) such that

‖As,t − Bs,t‖ ≤ 2
θ
2

(NT,ω+1)LC(2 +Bω(0, T )1/p)ω(s, t)θ, (6)
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for all (s, t) ∈ ∆2(T ) where L = 4θ
∑∞

r=1 r
−θ. Besides, As,t is invertible for any

(s, t) ∈ ∆2(T ). Such a family is then a p-left rough resolvent.
Similarly, a p-right rough resolvent satisfying (6) may be associated to a family of

operators {Bs,t}(s,t)∈∆2(T ) in L satisfying (4) and

‖Bs,t − Bs,rBr,t‖ ≤ Cω(s, t)θ for (s, r, t) ∈ ∆3(T ).

Definition 2. A family {Bs,t}(s,t)∈∆2(T ) of operators satisfying the above hypotheses
is called an almost left-resolvent.

Remark 2. The family of operators B and A necessarily satisfies Bt,t = Id = At,t for
any t ∈ [0, T ].

Remark 3. If Bs,t takes its values in a Lie group G (See [2] for an introduction) for
any (s, t) ∈ ∆2(T ), then As,t also takes its values in G for any (s, t) ∈ ∆2(T ).

Remark 4. For L = Tk(Rd), then one recovers the sewing lemma which allows one to
transform an almost rough path to a rough path. When L = T∞(Rd) and Bs,t = xs,t
for a rough path x with values in Tbpc(Rd) of finite p-variation controlled by ω, then
Theorem 1 gives the extension of x to T∞(Rd), which the the Chen series associated
to x [13].

Proof of Theorem 1. Let us prove first uniqueness of a p-rough resolvent satisfy-
ing (6). Note first that any p-rough resolvent which satisfies (6) also satisfies an
inequality of type (4) with a constant C ′. Then, for (s, t) ∈ ∆2(T ) such that
C ′ω(s, t)1/p < 1, As,t is invertible. Using the property As,t = Ar,tAs,t, it is then
easily obtained that As,t is invertible for any (s, t) ∈ ∆2(T ).

Now, let A and C be two left p-rough resolvent satisfying (6) and set f(t) =
C−1

0,tA0,t. Hence,
f(t)− f(s) = C−1

0,t [As,t − Cs,t]A0,s.

Note that ‖C−1
s,t ‖ ≤ 1

1−Cω(s,t)
, for Cω(s, t) < 1. Using property C0,t = Cs,tC0,s, we

obtain supt∈[0,T ] ‖C−1
0,t‖ < +∞. With (6), one gets that ‖As,t − Cs,t‖ ≤ Cω(s, t)θ for

some constant C. Then f is of finite θ-variation with θ > 1. This means that f is
constant and equal to f(0) = Id. This proves the uniqueness of a p-rough resolvent
satisfying (6).

Let us now prove the existence of a p-rough resolvent. Our proof consists in mixing
the proof of Theorem 3.2.1 in [39] and the one of Theorem 7 in [21].

Fix (σ, τ) ∈ ∆2(T ) and let D = {σ = t0 < t1 < · · · < tr = τ} be a partition
of [σ, τ ]. Set

A(D)s,t = Btj ,tBtj−1,tj · · ·Bti,ti+1
Bs,ti

where ti−1 < s ≤ ti and tj ≤ t < tj+1 with by convention t−1 = −∞ and tr+1 = +∞.
If not such interval [ti, tj] exists, then set As,t(D) = Id. When r ≥ 3, it is possible to
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choose t` such that

ω(t`−1, t`+1) ≤ 2ω(σ, τ)

r − 1
. (7)

With such a choice t`, set D′ = D \ {t`}. Then if t` ∈ (ti, tj),

A(D)s,t − A(D′)s,t = Btj ,t

(
j−`−2∏
m=0

Btj−1−m,tj−m

)(
Bt`,t`+1

Bt`−1,t` − Bt`−1,t`

)
·

(
`−i−2∏
m=0

Bt`−2−m,t`−1−m

)
Bs,ti ,

if t` = tj,

A(D)s,t − A(D′)s,t =
(
Bt`,tBt`−1,t` − Bt`−1,t

)
·

(
`−i−2∏
m=0

Bt`−2−m,t`−1−m

)
Bs,ti ,

if t` = ti,

A(D)s,t − A(D′)s,t = Btj ,t

(
j−`−2∏
m=0

Btj−1−m,tj−m

)(
Bt`,t`+1

Bs,t` − Bs,t`
)
.

Otherwise, A(D)s,t = A(D′)s,t. Let

hr(σ, τ) = sup
D partition of [σ, τ ],

|D|≤r

sup
(s,t)∈∆2(T )
[s,t]⊂[σ,τ ]

‖A(D)s,t‖, for r ≥ 2,

Ur(σ, τ) = sup
D partition of [σ, τ ],

|D|≤r

sup
(s,t)∈∆2(T )
[s,t]⊂[σ,τ ]

‖A(D)s,t − A(D′)s,t‖, for r ≥ 3.

With (5), we deduce that for r ≥ 2,

hr+1(σ, τ) ≤ hr(σ, τ) + Ur+1(σ, τ),

Ur+1(σ, τ) ≤ hr(σ, τ)2 2θCω(σ, τ)θ

(r − 1)θ
,

where C is the constant appearing in (5). With (4) and (5),

h2(σ, τ) ≤ (1 +Bω(σ, τ)1/p)2.

Let us choose σ and τ so that

(1 +Bω(σ, τ)1/p)2 + C4θω(σ, τ)θ
+∞∑
r=1

1

rθ
≤ 2θ/2, (8)
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where B is the constant appearing in (4). This choice is possible since ω is continuous
close to its diagonal and θ > 1.

This implies that h2(σ, τ) ≤ 2θ/2 and that

U3(σ, τ) ≤ 4θC
ω(σ, τ)θ

(3− 1)θ
and h3(σ, τ) ≤ h2(σ, τ) + U3(σ, τ) ≤ 2θ/2.

We now assume that for 3 ≤ i ≤ r,

Ui(σ, τ) ≤ 4θC
ω(σ, τ)θ

(i− 2)θ
and hi(σ, τ) ≤ 2θ/2. (9)

With the induction hypothesis (9),

Ur+1(σ, τ) ≤ 4θ
Cω(σ, τ)θ

(r − 1)θ
.

Besides, with (8),

hr+1(σ, τ) ≤ h2(σ, τ) + Ur+1(σ, τ) + Ur(σ, τ) + · · ·+ U3(σ, τ)

≤ (1 +Bω(σ, τ)1/p)2 + 4θC
r∑
i=2

ω(σ, τ)θ

(i− 1)θ
≤ 2θ/2.

This proves that (9) holds for any r ≥ 3.
Hence, for any partition D of [σ, τ ] with (σ, τ) satisfying (8), this proves that

‖A(D)s,t − Bs,t‖ ≤ LCω(σ, τ)θ (10)

with L = 4θ
∑∞

i=1
1
iθ
. For this, it is sufficient to remove successively some points of D

in a way which satisfies (7).
One the other hand, choose τ1 such that (0, τ1) satisfies (8). Construct a sequence

of partitions Dn with D1 = {0, τ1} and by adding successively a point an in interval
[t`−1, t`+1] of Dn such that (7) is satisfied and the mesh of the partition decreases
to 0 as n → ∞. Our previous controls (9) on Ur(0, τ1) and hr(0, τ1) shows that
{A(Dn)s,t}n≥2 is a Cauchy sequence, with a limit As,t for any (s, t) ∈ ∆2(τ1) uniformly.

Using a diagonal extraction argument, it is possible to assert that A(Dn)s,t con-
verges to As,t for any (s, t) ∈ ∆2(τ1) ∩Q2.

Let us remark that A(Dn)s,t = A(Dn
s,t)s,t with Dn

s,t = (Dn ∩ [s, t])∪{s, t}. Passing
to the limit in (10), this proves that A satisfies ‖As,t − Bs,t‖ ≤ LCω(s, t)θ for (s, t) ∈
∆2(τ1)∩Q2. Hence, we may extend As,t to ∆2(τ1) by continuity since (s, t) 7→ Bs,t is
continuous on ∆2(τ1), as well as ω(s, t).

Moreover, for 0 ≤ s ≤ r ≤ t ≤ τ1, using (18),

‖A(Dn)s,t − A(Dn)r,tA(Dn)s,r‖ ≤ 2θCω(ti−1, ti+1)θ
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where ti ∈ Dn is such that ti ≤ r < ti+1. Passing to the limit, As,t = Ar,tAs,r for
(s, r, t) ∈ ∆3(τ1) since ω is continuous close to its diagonal. By continuity, this is true
for any (s, r, t) ∈ ∆3(τ1).

Since ω is continuous close to its diagonal and [0, T ] is compact, NT,ω < +∞. We
extend A to ∆2(T ) by defining first A on an interval [τi ∧ T, τi+1 ∧ T ], i ≤ NT,ω. For
s in [τi, τi+1] and t ∈ [τj, τj+1] with i < j, we set As,t = Aτj ,tAτj−1,τj · · ·Aτi+1,τi+2

As,τi+1
.

With (8) and our definition of τi,

‖Bs,t‖ ≤ 2θ/4 and ‖As,t‖ ≤ 2θ/2 for (s, t) ∈ [τi, τi+1 ∧ T ], i = 0, . . . , NT,ω.

For (s, r, t) ∈ ∆3(T ),

As,t − Bs,t = Ar,t(As,r − Bs,r) + (Ar,t − Br,t)Bs,r + Br,tBs,r − Bs,t

Set
ui := sup

(s,t)∈∆(τi+1)

‖As,t − Bs,t‖
ω(s, t)θ

and note that u0 ≤ LC from (19). For t ∈ [τi, τi+1] and s < τi and r = τi, then

‖As,t − Bs,t‖ ≤ 2θ/2ui−1ω(s, r)θ +MLCω(r, t)θ + Cω(s, t)θ

with M = sup(s,t)∈∆2(T ) ‖Bs,t‖ ≤ 1 +Bω(0, T )1/p. With the super-additivity of ω,

ui ≤ max{2θ/2ui−1,MLC}+ C ≤ 2θ/2ui−1 + C(ML+ 1).

Hence,

sup
(s,t)∈∆2(T )

‖As,t − Bs,t‖ ≤
2(NT,ω+1)θ/2 − 1

2θ/2 − 1
max{CL,C(ML+ 1)}

≤ 2(NT,ω+1)θ/2CL(M + 1)

since L > 1.
It is easily checked that {As,t}(s,t)∈∆2(T ) satisfies all the required properties.

Corollary 1. Let {Bs,t}(s,t)∈∆2(T ) satisfying the hypotheses of Theorem 1 and let
{Cs,t}(s,t)∈∆2(T ) be a family of operators satisfying for some θ > 1, ‖Cs,t − Bs,t‖ ≤
Cω(s, t)θ for all (s, t) ∈ ∆2(T ). Then C is an almost resolvent and the associated
resolvent is the one generated by B.

Proof. It is easily seen that C satisfies (4)-(5). The proof follows then from the
uniqueness in Theorem 1.

The proof of the next continuity result is similar to the one of Theorem 1 so we
skip it. It is the linear counterpart of Theorem 3.2.2 in [39].
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Corollary 2 (Continuity property). Let B and B′ be two almost right p-rough resol-
vents such that for some ε ≥ 0,

‖Bs,t − B′s,t‖ ≤ εω(s, t)1/p and ‖Bs,t − B′s,t − Bs,rBr,t + B′s,rB
′
r,t‖ ≤ εω(s, t)θ

for any (s, r, t) ∈ ∆3(T ). Then there exists a constant L such that

‖As,t − Bs,t − A′s,t − B′s,t‖ ≤ εLω(s, t)θ,

where A (resp A′) is the p-rough resolvent associated to B (resp. B′).
A similar result holds for almost left p-rough resolvent.

Let (V, | · |) be a Banach space and V∗ be its dual.
A linear operator in L(V,V) will be seen as an operator acting on the left, while

an operator an operator in L(V∗,V∗) be will seen as an operator acting on the right.
These spaces are endowed with the norm operator, denoted by ‖ · ‖. When V is a
finite dimensional space, an element of V will be identified to a column vector, while
an element of V∗ will be identified to a row vector. A linear application in L(V,V)
or L(V∗,V∗) will then be identified with a matrix.

For p ≥ 1, let Rp(V) be the set of paths with values in V such that |x0| < +∞
and

‖x‖p := sup
(s,t)∈∆2(T )

|xs,t|
ω(s, t)1/p

< +∞ with xs,t := xt − xs.

An element in Rp(V) is called a function of finite p-variation controlled by ω. Under
the condition that ω(s, t) = t − s, then paths in Rp are α-Hölder continuous with
α = 1/p.

Corollary 3. Let B be an almost left (resp. right) p-rough resolvent with values in
L(V,V) and A be its associated left (resp. right) p-rough resolvent as in Theorem 1.
Let z ∈ Rp(V) be such that

|zt − Bs,tzs| ≤ Cω(s, t)θ (resp. |zs − Bs,tzt| ≤ Cω(s, t)θ), ∀(s, t) ∈ ∆2(T ).

Then zt = A0,tz0 (resp. z0 = A0,tzt), t ∈ [0, T ].

Proof. Since A0,t = As,tA0,s is invertible and A−1
0,t = A−1

0,sA
−1
s,t , set ut := A−1

0,t zt so that

ut = A−1
0,t (zt − Bs,tzs) + A−1

0,t (Bs,t − As,t)zs + us.

This proves that u is of finite θ-variation with θ > 1 and is then constant and equal
to z0.

For right p-rough resolvent, set ut = A−1
0,t z0 and the same result holds.
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2.2 Constructing right p-rough resolvents from a left p-rough
resolvent

Let us consider a p-rough left resolvent {As,t}(s,t)∈∆2(T ) in L. Then there are at least
two ways to construct a p-rough right resolvent.

Proposition 1. If {As,t}(s,t)∈∆2(T ) is a left p-rough resolvent in L then {AT−t,T−s}(s,t)∈∆2(T )

is a right p-rough resolvent in L

Proof. The proof is immediate.

Proposition 2. If {As,t}(s,t)∈∆2(T ) in L is a left p-rough resolvent, then As,t is invert-
ible for any (s, t) ∈ ∆2(T ) and {A−1

s,t }(s,t)∈∆2(T ) is a p-right rough resolvent in L.

Proof. This follows from Theorem 1.

2.3 An alternative version

As said above, the proof of Theorem 1 relies on mixing two approaches. We could
have also used the neo-classical inequality (See [39, Theorem 3.1.1]) to get the fol-
lowing control. As the proof is similar to the one of Theorem 3.1.2 of [39] (See also
Theorem 4.1 in [1] for the linear case), we skip it. See also [36] for a continuity result.
This approach is also used by P. Friz and N. Victoir in [23] for weak geometric rough
paths. When ω(s, t) = t − s, D. Feyel et al. [21] obtain the same result by noting
that λ 7→

∑bpc
k=0 λ

kB
(k)
s,t for λ ∈ C and B(k) satisfying (11)-(12) below is an analytic

map and an almost resolvent. The map is then transformed using their multiplicative
sewing lemma into an analytic map λ 7→

∑+∞
k=+∞ λ

kB
(k)
s,t for (s, t) ∈ ∆2(T ) which is a

resolvent.
Let Γ(z) =

∫ +∞
0

e−ttz−1 dt be the Gamma function.

Theorem 2. Let p ≥ 1 and (B
(k)
s,t )(s,t)∈∆2(T ), k = 0, . . . , bpc, be a family of operators

in L such that

B(0) = Id, (11)

B
(k)
s,t =

k∑
i=0

B
(i)
r,tB

(k−i)
s,r , (s, r, t) ∈ ∆3(T ), 0 ≤ k ≤ bpc,

‖B(k)
s,t ‖ ≤

ω(s, t)k/p

βΓ(k/p)
, (12)

where β is a constant such that β ≥ p2

(
1 +

∑∞
r=1

(
2
r

) bpc+1
p

)
. Then, B =

∑[p]
i=0 B

(k) is

an almost left p-rough resolvent. Moreover, there exists a unique sequence (A(k))(s,t)∈∆2(T ),
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k ∈ N of operators in L such that Inequality (12) holds for k ∈ N, A(k) = B(k),
0 ≤ k ≤ bpc and A =

∑∞
k=0 A

(k) is the left p-rough resolvent associated to B. Of
course, a similar result holds for right resolvents.

The following control follows from the inequality shown at the end of the proof of
Theorem 4.1 in [1] (See also the proof of Corollary 5 below).

Corollary 4. Let A be a p-rough resolvent constructed from an almost resolvent B as
above. Then there exist some constants C1 and C2 depending only on β and p such
that

‖As,t‖ ≤ C1(1 + ω(s, t)) exp(C2ω(s, t)),∀(s, t) ∈ ∆2(T ).

2.4 Series representation of the resolvent

In this section and the following, we consider the case of controlled linear RDE, that
is, of RDE corresponding formally to equations of type

yt = y0 +

∫ t

0

d∑
i=1

ysBi dxis,

where B1, . . . ,Bd are some matrices inMm×m(R) orMm×m(C), and xi are the com-
ponents of the projection of a rough path of finite p-variation x. If x is smooth,
then

yt = y0 + y0

d∑
i=1

Bixi0,t +

∫ t

0

∫ s

0

d∑
i,j=1

yrBjBi dxjr dxis, (13)

and so on...
Following the formalism developed by K.T. Chen [14] and the one of Magnus

formula [6], which was one of the inspiration of rough paths theory (See [38]), our
aim is then to construct first a representation of the resolvent by a series of operators
and then as the exponential of another series.

Let Tbpc(Rd) be the tensor space as defined in Remark 1.
Let x be a rough path of finite p-variation, p ≥ 1 with values in Tbpc(Rd). This

means that x is a path from [0, T ] to Tbpc(Rd) whose component in R is 1 so that xt is
invertible. The increment of x is xs,t := x−1

s ⊗xt and xt = x0,t. For any (s, t) ∈ ∆2(T ),
the components of xs,t in (Rd)k may be decomposed as x(k)

s,t =
∑

words I s.t. |I| = k x
I
s,t,

where a word is a concatenation of letters in {1, . . . , d}, and the component of xs,t
in R, corresponding to the empty word ∅, is x∅s,t = 1. In addition,

xs,t = xs,r ⊗ xr,t for any (s, r, t) ∈ ∆3(T ), (14)∑
words I s.t. |I| = k

|xIs,t| ≤ Ckω(s, t)k/p for (s, t) ∈ ∆2(T ), k = 1, . . . , bpc. (15)

11



The set of such rough paths is denoted by Rp(Tbpc(Rd)). We refer to [23, 32, 34,
38,39] for the properties of a rough paths.

Let us assume that Ck in (15) is such that

Ck ≤
1

βΓ(k/p)
, k = 1, . . . , bpc, (16)

where β is as in Theorem 2. This is always possible up to changing ω.
From the extension theorem [39, Theorem 3.1.2], for any m ≥ bpc, x may be

uniquely extended to a rough path with values in Tm(Rd) in a way such that (14)
and (15) are satisfied.

Let B1, · · · ,Bd a family of matrices in Md′×d′(K) with K = R or K = C. For a
word I = i1 · · · ik, we set BI = Bi1 · · · Bik .

With ω̃(s, t) := maxi=1,...,d ‖Bi‖pω(s, t), it holds that∑
words I s.t. |I|=k

‖BIxIs,t‖ ≤
ω̃(s, t)k/p

βΓ(k/p)
for k = 1, . . . , bpc. (17)

Using the unique extension of x to a rough path with values Tm(Rd) for m ≥ bpc,
let us set B(0) = Id and

B
(k)
s,t :=

∑
words I s.t. |I|=k

BIxIs,t for 1 ≤ k ≤ m.

Equation (13) justifies to consider A(k) :=
∑k

`=0 B
(`) as an almost rough resolvent.

Corollary 5. For k ≥ bpc, A(k) :=
∑k

`=0 B
(`) is an almost right p-rough resolvent

whose associated right p-rough resolvent is equal to

As,t =
+∞∑
k=0

∑
words I s.t. |I| = k

BIxIs,t (18)

and for some universal constant L and any k ≥ bpc,

‖As,t − A
(k)
s,t ‖ ≤

L(bpc+ 1)

βΓ((k + 1)/p)
(1 + ω̃(s, t)) exp(1 + ω̃(s, t))ω̃(s, t)(k+1)/p. (19)

Besides, the map x ∈ Rp(Tbpc(Rd)) 7→ A is continuous.

Remark 5. In Section 3.4.3, this representation will be generalized to matrix valued
paths of finite p-variation, 1 ≤ p < 2.
Remark 6. To consider a left linear RDE instead of a right linear RDE, it is sufficient
to use for B(k)

s,t the value B(k)
s,t :=

∑
|I|=k BIxIs,t with I = ik · · · i1 when I = i1 . . . ik [13].

12



Proof. For k ≥ bpc,

A
(k)
s,t = A(k)

s,rA
(k)
r,t +

2k∑
`=k+1

∑
words I, J s.t. |IJ | = `

BIJxIs,rxJr,t. (20)

Hence, A(k) is an almost right p-rough resolvent which may be uniquely extended by
Theorem 2 to some right p-rough resolvent A[k]. With Corollary 1 applied to A(k) and
A(`) with k, ` ≥ bpc, A[k] does not depend on k and so we denote it by A.

Using the neo-classical inequality (See [39, Theorem 3.1.1]) on (20), this proves
that

‖A(k)
s,t − A(k)

s,rA
(k)
r,t ‖ ≤

∑
`≥k+1

ω̃(s, t)`/p

βΓ(`/p)
.

As in [1, Theorem 4.2] and using the properties of the Γ function, we have that for
k ≥ bpc,

∑
`≥k+1

ω̃(s, t)(`−k−1)/p

Γ(`/p)
≤
∑
`≥0

(1 + ω̃(s, t))1+b`/pc

Γ((`+ k + 1)/p)
≤ (bpc + 1)

∑
`≥0

(1 + ω̃(s, t))`+1

Γ(`+ (k + 1)/p)
,

since there are at most (bpc + 1) integer values of ` such that b`/pc = n for any
integer n, and Γ is increasing. But

Γ(`+ α) =
Γ(`)Γ(α)∫ 1

0
t`−1(1− t)α−1 dt

≥ Γ(`)Γ(α)

for ` ≥ 1, α ≥ 1. Hence,

∑
`≥k+1

ω̃(s, t)(`−k−1)/p

Γ(`/p)
≤ (bpc+1)(1+ω̃(s, t))

(
1

Γ((k + 1)/p)
+
∑
`≥1

(1 + ω̃(s, t))`

Γ(`)Γ((k + 1)/p)

)

≤ (bpc+ 1)(1 + ω̃(s, t))

Γ((k + 1)/p)
exp(1 + ω̃(s, t)).

Hence, (19) holds for some universal constant L. Letting k going to the infinity yields
that A is the resolvent associated to A(k). This proves that A

(k)
s,t converges to A and

then that (18) holds.
The continuity of x ∈ Rp(Tbpc(Rd)) 7→ A follows from the results in [36].

2.5 Exponential representation of the resolvent

We are still in the same framework as above by adding some restrictions the the
rough path and on the operators.
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We assume that x is a weak geometric rough path, which means that it takes its
value in Gbpc(Rd), the free nilpotent Lie algebra of step bpc defined the following way:
Let Abpc(Rd) be the smallest subset of Tbpc(Rd) containing Rd and which is stable
under [·, ·] defined by [a, b] = a⊗ b− b⊗ a for a, b ∈ Tbpc(Rd). Let log and exp be the
logarithm and exponential in Tbpc(Rd) formally defined by

log(1 + a) =

bpc∑
k=1

(−1)k−1

k
a⊗k and exp(a) = 1 +

bpc∑
k=1

1

k!
a⊗k.

for an element a = a1 + . . .+ abpc, then Gbpc(Rd) = exp(A(Rd)).
A smooth rough path is a rough path constructed from a smooth path x : [0, T ]→

Rd by setting

xi1···iks,t =

∫ t

s

∫ t1

s

· · ·
∫ tk−1

s

ẋi1t1 · · · ẋ
ik
tk

dt1 · · · dtk. (21)

By definition, a geometric rough path is the limit of smooth rough paths with respect
to the norm induced by p-variation [24, 39]. Any geometric p-rough path is a weak
geometric p-rough path, while any weak geometric p-rough path is a q-rough path for
any q > p.

Geometric rough paths satisfy the same properties as the truncated Chen series.
In particular, log(xs,t) ∈ Abpc(Rd) may be extended as a series involving the terms
of xs,t as in [13, 41, 42] (See also [3, 11, 22, 43] for example for the Brownian case).
Then one obtains the following result which is an adaptation of the ones given in
these references.

In particular, weak geometric rough paths satisfy the shuffle property [13,41]: for
two words I and J ,

xIxJ =
∑

K∈Shuffle(I,J)

xK , (22)

where Shuffle(I, J) is the set of words made from the words I = (i1, . . . , i|I|) and
J = (j1, . . . , j|J |) of type (k1, . . . , k|I|+|J |) such that each letter of K corresponds
exactly to one letter of I or J and the order of the letters of I and the order of the
letters in J is preserved.

Lemma 1. Let x be a weak geometric rough path satisfying (15) and (16). Then
there exists a constant τ > 0 such that for (s, t) ∈ ∆2(T ) with ω(s, t) < τ ,

As,t := exp

+∞∑
k=1

∑
|I|=k

αIxIs,t

 , (23)

where the series in the exponential is normally convergent and each αI is a linear
combination of elements of {BJ}|J |=I , independent from x.
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Remark 7. For 2 ≤ p < 3 any p-rough path x with values in Tbpc(Rd) may be
decomposed as the sum of a weak geometric p-rough path y with values in Gbpc(Rd)

and a path ϕ : [0, T ]→Md×d(Rd) of finite p/2-variation such that ϕi,jt = ϕj,it for any
t ∈ [0, T ] and all i, j = 1, . . . , d [33]. The almost p-rough resolvent associated by x
and {Bi}i=1...,d as given in Corollary 5 is

A
(2)
s,t = Id +

d∑
i=1

Biyis,t +
d∑

i,j=1

BiBjyi·js,t +
d∑

i,j=1

BiBjϕi·js,t

Since 2 ≤ p < 3, p/2 < 2 and 2/p + 1/p > 1. Being defined as Young integrals, the
iterated integrals between y and ϕ exists, as well as the iterated integrals between ϕ
and itself. Hence, the path z defined by

zt = yt + ϕt

d∑
i,j=1

(∫ t

0

(ϕis − ϕi0)⊗ dϕjs +

∫ t

0

(yis − yi0)⊗ dϕjs +

∫ t

0

(ϕis − ϕi0)⊗ dyjs

)
is a p-rough path with values in Tbpc(Rd ⊕ Rd ⊗ Rd).

Thanks to Corollary 1, the almost rough resolvent associated to x and {Bi}i=1,...,d

is the same as the one associated to z and {Bi,Bj·k}i,j,k=1,...,d. Lemma 1 above and
Theorem 3 below are then easily extended for non-geometric rough path of finite
p-variation when 2 ≤ p < 3. The situation seems more cumbersome when p ≥ 3.

Proof. Let us set for λ ∈ C,

As,t(λ) :=
+∞∑
k=0

λkB
(k)
s,t .

With Corollary 5, it holds that (17) holds for any integer k ≥ 1 and then for any
τ > 0,

+∞∑
k=1

|λ|k sup
0≤s≤t≤s+τ

|B(k)
s,t | ≤

+∞∑
k=1

λk
sup0≤s≤t≤s+τ ω̃(s, t)k/p

βΓ(k/p)
.

With the same majoration as in Corollary 7, this proves that As,t(λ)− Id is normally
convergent in (s, t) and that there exists a constant K depending only on p, ω(0, T ),
maxi=1,...,d ‖Bi‖ and p such that

‖As,t(λ)− Id‖ ≤ Kλω(s, t)1/p, ∀|λ| ≤ 2.

Hence, if (s, t) is such that for some k′ > k > 1, Kω(s, t)1/p < 1/k′ and |λ| < k, the
series defined by

log(As,t(λ)) =
∑
n≥1

(−1)n+1

n
(As,t(λ)− Id)n
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is normally convergent in (s, t) and λ. Furthermore, exp(log(As,t(λ))) = As,t(λ),
where exp is the matrix exponential [2, Prop. 2.3, p. 48]. By composing power series,
for some k′ > k > 1, for |λ| < k and Kω(s, t)1/p < 1/k′,

log(As,t(λ)) =
∑
k≥1

λkC
(k)
s,t (24)

with

C
(k)
s,t =

k∑
m=0

(−1)m+1

m

∑
n1+···+nm=k

B
(n1)
s,t · · ·B

(nm)
s,t .

Using the definition of the B(k) and the shuffle property (22), this yields (23) by
taking λ = 1.

Let us consider now that case where the matrices Bi, i = 1, . . . , d belongs to a
simply connected Lie algebra g ⊂Md′×d′(K) [2, 29].

A striking result from K.-T. Chen [13, 14] is that log(As,t) may be formally ex-
panded as a series of type

∑
k≥1

∑
|I|=k β

IxI , where the βI indeed belong to the Lie
algebra g and is the linear combination of |I| iterated Lie brackets of the Bi’s. As
shown by R. Ree in [41], the shuffle property is necessary for this. In the matrix
case, a simpler result asserts that locally around Id, exp maps g to G with log as its
inverse [29]. Yet applied to As,t, this result does not give the decomposition as a series
whose coefficients involve xI . Our aim is then to express As,t when ω(s, t) is small
enough as the exponential of a series normally convergent whose terms belong to g.
This is indeed an extension of the Chen-Strichartz series [42] or Magnus series [6].

For I = i1, . . . , ik,

βI :=
∑
σ∈Sk

(−1)e(σ)

k2
(
k−1
e(σ)

) [[· · · [Biσ(1) ,Biσ(2) ], · · · ],Biσ(k) ] (25)

where Sk is the set of permutations of {1, . . . , k} and e(σ) = #{j ∈ {1, . . . , k −
1};σ(j) > σ(j + 1)}. Note that βI ∈ g for any word I.

Let us consider a smooth path x which is extended to a smooth rough path x us-
ing (21). Using the Baker-Campbell-Hausdorff-Dynkin formula [7,29], R.S. Strichartz
have shown in [42] that the solution to

z′t = ztλ
d∑
i=1

Bi · xit

may be written formally

zt = zs exp

∑
k≥1

λk
∑
|I|=k

βIxIs,t

 (26)
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for any λ ∈ C. Besides, if ‖Biẋit‖ ≤M for any t ∈ [0, T ], then |BIxIs,t| ≤Mk(t−s)k/k!
when |I| = k and then for |λ|M(t − s) ≤ 1, the series in the exponential converges
normally [42, p. 337–337].

Theorem 3 (Chen-Strichartz series). Let x be a weak geometric rough path satisfying
(15) and (16). Then there exists a constant τ > 0 such that for (s, t) ∈ ∆2(T ) with
ω(s, t) < τ ,

As,t = exp

+∞∑
k=1

∑
|I|=k

βIxIs,t

 , (27)

where βI is given by (25).

Remark 8. Let us assume that the smallest Lie algebra g generated by B1, . . . ,Bd is
nilpotent of step n. This means that for A and B in g, [A,B] := AB − BA belongs
to g and the bracket operator [·, ·] : g× g→ g is such that [· · · [g, g], · · · , g] = 0 when
more that n brackets are involved. In this case, the exponential is a diffeomorphism
between the Lie algebra and its Lie group and (27) holds for any (s, t) ∈ ∆2(T ).

In Section 4.2, we give an example of application to the Heisenberg group, whose
Lie algebra is nilpotent of step 2.

Remark 9. However, in the general case, one cannot expect that (27) holds for any
time (s, t) ∈ ∆2(T ), since the existence of the real logarithm of a matrix is not always
granted. See [37] and [40] for explicit counter-examples and discussion.

Proof. Let x be a smooth path with |Biẋit| ≤ M for i = 1, . . . , d and any t ∈ [0, T ].
The path x is lifted as a smooth rough path x

If C ∈ Md×d(R) is such that ‖C‖ < log(2), then log(exp(C)) = C [29, Theo-
rem 2.7].

Let τ be small enough such that the series in the exponential in (26) and in (24)
are normally convergent and have a norm smaller than log(2) for |λ| < 2 and (s, t)
with ω(s, t) ≤ τ . Then for such a choice of (s, t), whatever the smooth rough path x
chosen as above, ∑

|I|=k

βIxIs,t =
∑
|I|=k

αIxIs,t.

To identify the coefficients, let us note that for I = i1 · · · ik,

dk

dkt
βIxI

∣∣∣∣
t=0

= βI ẋi10 · · · ẋ
ik
0

and a similar relation holds when βI is replaced by αI . From the freedom of choice
of the path x, this proves that αI = βI for any word I.
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The question of the maximum time interval on which the involved series con-
verges is treated for example in [6,40]. For stochastic processes, see [4] regarding the
fractional Brownian motion and [5] for the Brownian motion.

Note that other formulas may be used to represent this logarithm [6] whose for-
mula is known under various names (Chen-Strichartz , Chen-Fliess , Magnus, ...). In
any case, the Baker-Campbell-Hausdorff-Dynkin formula is the main tool [7].

A large literature is devoted to the construction of numerical procedures relying
on this kind of computation for smooth paths [6, 28], or for Brownian paths (See
[12,35] for example).

3 Linear and linear perturbed equations when 1 ≤
p < 2

3.1 Young integrals

Let us recall some elementary facts on Young integrals [21,39,44].
Let X, Y and Z be Banach spaces with a product (x, y) ∈ X× Y 7→ xy ∈ Z.
Let x and y be two paths of finite p-variation controlled by ω with p < 2 re-

spectively with values in X and Y. Hence for any (s, t) ∈ ∆2(T ),
∫ t
s
yr dxr may be

defined as a Young integral, that is as limit of Riemann sums
∑n−1

i=0 ytni (xtni+1
− xtni )

for partitions {tni }ni=0 whose mesh decrease to 0. Besides,∣∣∣∣∫ t

s

yr dxr − ys(xt − xs)
∣∣∣∣ ≤ ζ(2p)‖x‖p‖y‖pω(s, t)2/p. (28)

with ζ(q) =
∑

n≥1 1/nq, q > 1. Note that from (28), t 7→
∫ t

0
yr dxr is of finite

p-variation controlled by ω and∥∥∥∥∫ ·
0

yr dxr

∥∥∥∥
p

≤ (|y0|+ ‖y‖pω(0, T )1/p)‖x‖p + ζ(2p)‖x‖p‖y‖pω(0, T )1/p. (29)

This construction is very general. We will either use X = Y = Z = L for an
algebra L defined as in Section 2.1, or X = Z = V and Y = L(V,V) for a Banach
space V.

3.2 Linear RDE, 1 ≤ p < 2

In this section we follow and extend the ideas introduced in [21].
Let A : [0, T ] → L be continuous and of finite p-variation controlled by ω and A

be defined by As,t := Id +As,t with As,t := At −As for (s, t) ∈ ∆2(T ).
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It is easily checked that for all (s, t) ∈ ∆2(T ),

‖Id +As,t − (Id +Ar,t)(Id +As,r)‖ = ‖Ar,tAs,r‖ ≤ Cω(s, t)2p,

and then that A is an almost left p-rough resolvent. A similar inequality also holds
for ‖As,t − As,rAr,t‖ so that A is also an almost right p-rough resolvent.

Let LA and RA be the left and right rough resolvent in L associated to A ∈ Rp(L)
through Theorem 1.

Lemma 2. For A ∈ Rp(L), L−A0,t R
A
0,t = RA0,tL

−A
0,t = Id for all t ∈ [0, T ].

Proof. Note that
(As,t − Id)(As,t + Id)− Id = As,tAs,t. (30)

Hence

RA0,t = RA0,s(R
A
s,t − Id−As,t) + RA0,s(Id +As,t),

L−A0,t = (L−As,t − Id +As,t)L−A0,s + (Id−As,t)L−A0,s ,

so that for (s, t) ∈ ∆2(T ),

RA0,tL
−A
0,t − RA0,sL

−A
0,s = σ(s, t) + RA0,sAs,tAs,tL−A0,s ,

where ‖σ(s, t)‖ ≤ Cω(s, t)2p for some constant C, since

‖RAs,t − Id−As,t‖ ≤ C ′ω(s, t)2p and ‖L−As,t − Id +As,t‖ ≤ C ′ω(s, t)2p

and (s, t) ∈ ∆2(T ) 7→ ‖RAs,t‖ + ‖L−As,t ‖ is bounded. Then, t 7→ RA0,tL
−A
0,t is of finite

2p-variations with values in L. Since 2p > 1, this means that RA0,tL
−A
0,t is constant.

With Remark 2, RA0,tL
−A
0,t = Id.

This proves that RA0,t is the left inverse of L−A0,t . Since RA0,t and L−A0,t are invertible,
RA0,t and L−A0,t are reciprocal inverses.

Let now V be a Banach space and set L = L(V,V).
On the other hand, for A ∈ Rp(L(V,V)) and u ∈ Rp(V), one may define the

Young integral
∫ t

0
dAsus as a path with values in Rp(V). By definition, for (s, t) ∈

∆2(T ), for a family of partitions {tni }i=0,...,n of [s, t] whose mesh decreases to 0,∫ t

s

dArur = lim
n→∞

n−1∑
i=0

Atni ,tni+1
uti .

Besides, it satisfies for (s, t) ∈ ∆2(T ),∣∣∣∣∫ t

s

dArur −As,tus
∣∣∣∣ ≤ K‖u‖p‖A‖pω(s, t)2p, (31)
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for some universal constant K.
The next proposition shows the equivalence between several objects we have con-

structed. A function u ∈ Rp(V) satisfying (33) below is said to be a solution in the
sense of Davie [16].

Proposition 3. The unique solution in Rp(V) to

ut = u0 +

∫ t

0

dAsus (32)

which is equal to ut = LA0,tus, which is also the unique function u ∈ Rp(V) satisfying

|ut − us −As,tus| ≤ Lω(s, t)2p|us|, ∀(s, t) ∈ ∆2(T ). (33)

Besides, for any t ≥ 0, the application a 7→ LA0,ta defines a flow of homeomor-
phisms, since R−A0,t L

A
0,ta = a for any a ∈ V and any t ≥ 0.

A similar result holds for right linear equations: vt = v0 +
∫ t

0
vs dAs with v ∈

Rp(V∗) when A ∈ Rp(L(V∗,V∗)).

Proof. For ut := LA0,tu0 and vt := u0 +
∫ t

0
dArur, with (31) and (6),

|vt − vs − (ut − us)| ≤ |vt − vs −As,tus − (ut − us −As,tus)|
≤ Lω(s, t)2p +K‖u‖p‖A‖pω(s, t)2p.

Since 2p > 1, v − u is constant and v0 = u0, which proves that v = u and that u is
solution to (32).

Inequality (33) is a direct consequence of (6). The same argument as above show
that a function in Rp(V) with u0 = a given is equal to LA0,·a.

Existence follows from Corollary 3.

It is now possible to consider operator valued linear RDE. Let Y and Z be some
paths with values in L(V,V) which are solutions to

Yt = Id +

∫ t

0

dAsYs and Zt = Id−
∫ t

0

Zs dAs.

Since the product of two bounded operators in L(V,V) remains a bounded operator
in L(V,V), the existence and uniqueness of Y and Z is granted by the computations
in the proof of Proposition 3. Besides,

Yt = LAs,tYs and Zt = ZsR
−A
s,t so that Yt = LA0,t and Zt = R−A0,t

because Y0 = Z0 = Id. Hence, Zt = Y−1
t for any t ∈ [0, T ].

By linearity, the solution to (32) is equal to ut = Ytu0, t ∈ [0, T ].

20



3.3 Perturbation of linear differential equation

Definition 3 (Perturbed linear RDE, 1 ≤ p < 2). Let b∗ ∈ Rp(V∗) (resp. b ∈ Rp(V))
and A ∈ Rp(L(V∗,V∗)) (resp. A ∈ Rp(L(V,V))). A solution a the perturbed right
(resp. left) linear RDE is defined by a function y ∈ Rp(V∗) (resp. y ∈ Rp(V))
satisfying equivalently for all (s, t) ∈ ∆2(T ),

|yt − ysRAs,t − b∗s,t| ≤ Cω(s, t)θ (resp. |yt − LAs,tys − bs,t| ≤ Cω(s, t)θ), (34)

|yt − ys − ysAs,t − b∗s,t| ≤ Cω(s, t)θ (resp. |yt − ys −As,tys − bs,t| ≤ Cω(s, t)θ), (35)

yt = y0 +

∫ t

0

ys dA0,s + b∗0,t, (resp.yt = y0 +

∫ t

0

dA0,sys + b0,t) (36)

with b∗s,t := b∗t − b∗s (resp. bs,t := bt − bs).

If it exists, the uniqueness of y follows from the linearity property. The equivalence
between these definitions follows from computations similar to the one of Proposi-
tion 3.

Lemma 3. If y ∈ Rp(V∗) or y ∈ Rp(V) satisfies (36), then

‖y‖p ≤ C(|y0|+ ‖b‖p)

for a constant C that depends only on p, ω(0, T ) and ‖A‖p.

Proof. It is immediate from the properties of the Young integral that for some con-
stant K,

‖y‖p ≤ ‖y‖∞‖A‖p +K‖A‖p‖y‖pω(0, T )1/p + ‖b‖p.

Since ‖y‖∞ ≤ ‖y‖pω(0, T )1/p + |y0|, choosing first T small enough so that

ω(0, T )1/p‖A‖p(1 +K) ≤ 1/2

allows one to get the desired control first for small time, and then for any time
(See [30] for details).

Let us also note that with (3),

‖RA0,t − RA0,s‖ = ‖RA0,s(Id− RAs,t)‖ ≤ Dω(s, t)1/p sup
r∈[0,T ]

‖RA0,r‖

so that t 7→ RA0,t belongs to Rp(L(V∗,V∗)). Similar computations show that s ∈
[0, t] 7→ RAs,t, s ∈ [0, t] 7→ LAs,t and t 7→ LA0,t are also of finite p-variation controlled
by ω.
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Proposition 4 (Duhamel’s principle). Let A ∈ Rp(L(V∗,V∗)) (resp. A ∈ Rp(L(V,V)))
and b∗ ∈ Rp(V∗) (resp. b ∈ Rp(V)) with p > 1. The unique solution of the right
(resp. left) perturbed linear RDE defined by (34), (35) or (36) is

yt = y0R
A
0,t +

(∫ t

0

db∗rL
−A
0,r

)
RA0,t = y0R

A
0,t +

∫ t

0

db∗rR
A
r,t, (37)

(resp. yt = LA0,ty0 + LA0,t

∫ t

0

R−A0,r dbr = LA0,ty0 +

∫ t

0

LAr,t dbr),

t ∈ [0, T ], where the integrals are understood as Young integrals.

Proof. We only consider the right linear RDE, the proof follows the same lines for
the left ones.

The integral
∫ t

0
db∗rL

−A
r,t has to be understood as Young integral, which means that

for bs,t := bt − bs, ∫ t

s

db∗r(L
−A
0,r ) = lim

n→∞

n−1∑
i=0

b∗tni ,tni+1
L−A0,tni

for a family {tni }i=0,...,n of partitions of [s, t] whose mesh decreases to 0. Using
Lemma 2,

n−1∑
i=0

b∗tni ,tni+1
L−A0,tni

RA0,t =
n−1∑
i=0

b∗tni ,tni+1
RAtni ,t

so that (∫ t

s

db∗rL
−A
0,r

)
RA0,t =

∫ t

s

db∗rR
A
r,t.

Besides, one knows that∣∣∣∣∫ t

s

db∗rL
−A
0,r − b∗s,tL−A0,s

∣∣∣∣ ≤ K‖b‖p‖L−A‖pω(s, t)2p (38)

for some constant K that depends only on ω(0, T ) and p. Let y be defined by (37).
Then for (s, t) ∈ ∆2(T ),

yt = y0R
A
0,sR

A
s,t +

(∫ s

0

db∗rL
−A
0,r

)
RA0,sR

A
s,t +

(∫ t

s

db∗rL
−A
0,r

)
RA0,t

= ysR
A
s,t +

(∫ t

s

db∗rL
−A
0,r − b∗s,tL−A0,s

)
RA0,t + b∗s,tL

−A
0,s R

A
0,t.

Since with Lemma 2, L−A0,s R
A
0,t = RAs,t. This proves that

yt − ysRAs,t − b∗s,t =

(∫ t

s

db∗rL
−A
0,r − b∗s,tL−A0,s

)
RA0,t + b∗s,t(R

A
s,t − Id).
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Since |b∗s,tRAs,t| ≤ ‖b‖p‖RA − Id‖pω(s, t)2p for (s, t) ∈ ∆2(T ).
With (38), this proves that y satisfies (34).

Corollary 6. Under the hypotheses of Proposition 4, the family of maps Φs,t : V∗ →
V∗ (resp. Φs,t : V→ V) for (s, t) ∈ ∆2(T ) defined by

Φs,t(a) = yt where yt = a+

∫ t

s

yr dAr + b∗s,t

(resp. yt = a+

∫ t

s

dAryr + bs,t)

forms a flow of homeomorphisms.

Proof. Again, we consider only the case of right integrals. The continuity of Φs,t with
respect to a is immediate from (37), as well as the composition property: Φr,t ◦Φs,r =
Φs,t for (s, r, t) ∈ ∆3(T ).

Let us set

Ψs,t(a) = aL−As,t −
(∫ t

s

db∗rR
A
s,t

)
LA0,t.

With Lemma 2, it is easily checked that Ψs,t(Φs,t(a)) = a for any a ∈ V∗.

3.4 Examples and applications

3.4.1 Controlled linear differential equation

Let x ∈ Rp(Rd) with 1 ≤ p < 2 and (Ai)i=1,...,d be d square real matrices. The
following linear differential equation

yt = y0 +
d∑
i=1

∫ t

0

Aiys dxis, t ∈ [0, T ],

can be seen as a linear left RDE on V = Rd and A : [0, T ]→Md×d(R) given by

Aj,kt =
d∑
i=1

Aij,kx
i
t, t ∈ [0, T ].

3.4.2 Lie group values RDE

Let G be a Lie matrix group with a Lie algebra g [2]. Let A be a path in Rp(g). We
have seen that As,t = Id +At −As is an almost p-resolvent.

Another way to construct an almost resolvent is to consider

Bs,t = exp(As,t) with exp(M) = Id + M +
1

2
M2 +

1

3!
M3 + · · ·
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With Corollary 1, B and A gives rise to the same p-rough resolvent D (left or right).
In the context of Lie groups, considering B is more natural than A since Bs,t

belongs to the Lie group G for any (s, t) ∈ ∆2(T ). It follows immediately from
Remark 3 that Ds,t belongs to the Lie group G.

3.4.3 Dyson and Magnus series

Let V = Rd and let a be a continuous path from [0, T ] toMd×d(K) with K = R or
C. The solution to the linear ordinary differential equation

y′t = a(t)yt, y0 = Id

may be expressed as the series

yt = Id +
+∞∑
n=1

∫ t

0

dt1

∫ t1

0

· · ·
∫ tn−1

0

dtna(t1)a(t2) · · · a(tn), (39)

called the Dyson series, also called Neumann expansion and follows from the Picard
principle [6, 13,20].

Let A be a rough path of finite p-variation controlled by ω with values in L.
Set A(1)

s,t := As,t so that ‖A(1)
s,t ‖ ≤ ‖A‖pω(s, t)1/p and A

(1)
0 = 0. Define recursively

from k = 1 the paths

A
(k+1)
t :=

∫ t

0

dAsA(k)
0,s ,

each of the path being of finite p-variation controlled by ω with values in L. With (29),
since A

(k)
0 = 0,

‖A(k+1)‖p ≤ (1 + ζ(2p))ω(0, T )1/p‖A(k)‖p‖A‖p.
For µ := (1 + ζ(2p))ω(0, T )1/p, that

‖A(k+1)‖p ≤ µk‖A‖k+1
p , k = 1, 2, . . . .

Define
Bt = Id +

∑
k≥1

A
(k)
t . (40)

Provided that T is small enough such that µ‖A‖p < 1, the series (40) converges
absolutely and

sup
t∈[0,T ]

‖Bt‖ ≤ 1 +
∑
k≥1

µk−1‖A‖kpω(0, T )1/p ≤ 1 +
1

1 + ζ(2p)
× µ‖A‖p

1− µ‖A‖p
,

‖B‖p ≤
‖A‖p

1− µ‖A‖p
.

This implies that B is of finite p-variation controlled by ω.
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Proposition 5. If T is small enough so that (1 + ζ(2p))ω(0, T )1/p‖A‖p < 1, then B
given by (40) is the solution in L to the linear RDE

dYt = dAtYt, Y0 = Id.

Remark 10. Similarly, one may construct the solution to the right linear RDE dYt =
Yt dAt, Y0 = Id.

Remark 11. Consider for L the tensor space T∞(Rd) and As,t = xt − xs for a path
of finite p-variation controlled by ω with values in Rd. As shown by K.T. Chen in
[13, 14], the solution to dYt = Yt dAt takes its values in T∞(Rd) and corresponds to
the Chen series associated to x.

Proof. Since B is of finite p-variation controlled by ω and Bt is an absolutely converg-
ing series,

Id +

∫ t

0

dAsBs = Id +
∑
k≥1

A
(k)
t = Bt,

which allows one to conclude.

For a continuous path a with values in L =Md×d(K) and At =
∫ t

0
a(s) ds, (40) is

nothing more than the Dyson series (39).
Assume from now that V = Kd and identify L = L(V,V) withMd×d(K).
Then, a linear equation driven by A ∈ Rp(Md×d(K)) may indeed be identified

with a linear equation controlled by a geometric p-rough path x = (xi,jt )i,j=1,...,d,t∈[0,T ]

with values in T1(Kd×d) and for Ai,j defined by Ai,j = (δk,`i,j )k,`=1,...,d, we have

As,t =
d∑

i,j=1

Ai,jxi,js,t, (s, t) ∈ ∆2(T ).

For At =
∫ t

0
a(t) dt and σ a permutation of {1, . . . , k}, set∫ t

0

[ dAtσ(k) , [· · · , [ dAtσ(2) , dAtσ(1) ] · · · ]]

:=

∫ t

0

∫ tk

0

· · ·
∫ t2

0

[a(tσ(k)), [· · · , [· · · [a(tσ(2)), a(tσ(1))]] · · · ] dt1 · · · dtk. (41)

Now, it is easily shown that A ∈ Rp(Md×d(K)), is the limit in q-variation of piecewise
linear paths An for any q < p. Let us write Ant =

∫ t
0
an(s) ds. By continuity of the

Young integral, we define the left hand side of (41) as the limit of the right hand side
of (41) with a replaced by an.

Theorem 3 may then be rewritten the following way.
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Proposition 6. When A ∈ Rp(Md×d(K)), 1 ≤ p < 2, then for T small enough (in
function of ω, ‖A‖p and p),

Bt = exp

(∑
k≥1

∑
σ∈Sk

(−1)e(σ)

k2
(
k−1
e(σ)

) ∫ t

0

[ dAtσ(k) , [· · · , [ dAtσ(2) , dAtσ(1) ] · · · ]]

)

for 0 ≤ t ≤ T .

Remark 12. One recovers the Magnus formula [6]. In particular, the first terms are

Bt = exp

(
A0,t +

1

2

∫ t

0

dAsA0,s −
1

2

∫ t

0

A0,s dAs + · · ·
)
.

Remark 13. More generally, even in the case of differentiable paths A, an interesting
question concerns the maximal time interval on which the Magnus formula is defined.
See [6,40] for insights and sharp results about this problem in the case of differentiable
paths A.

4 Linear and linear perturbed equations when 2 ≤
p < 3

4.1 Perturbation of linear RDE

In this section we adapt the ideas of the previous section.
Let A ∈ Rp(L(V,V)) and let us assume that there exists two families of operators

{A(1)
s,t }(s,t)∈∆2(T ) and {A(2)

s,t }(s,t)∈∆2(T ) such that for some θ > 1,

A
(1)
s,t = At −As, (s, t) ∈ ∆2(T )

|A(2)
s,t − A(2)

s,r − A
(2)
r,t − A(1)

s,rA
(1)
r,t | ≤ Cω(s, t)θ, (s, r, t) ∈ ∆3(T ),

‖A(1)
s,t ‖ ≤ Cω(s, t)1/p, ‖A(2)

s,t ‖ ≤ Cω(s, t)2/p.

Set As,t := A
(1)
s,t + A

(2)
s,t and As,t := Id + As,t.

Definition 4. When it exists, we call A a p-right lift of A.

The proof of the following lemma is straightforward.

Lemma 4. The family {As,t}(s,t)∈∆2(T ) is an almost right resolvent.

Let us set

Bs,t := −A(1)
s,t − A

(2)
s,t + A

(1)
s,tA

(1)
s,t and Bs,t := Id + Bs,t.
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Lemma 5. The family {Bs,t}(s,t)∈∆2(T ) is an almost left resolvent.

Proof. We have

Bs,t = Id− A(1)
s,r − A

(1)
r,t − A(2)

s,r − A
(2)
r,t + A(1)

s,rA
(1)
s,r + A

(1)
r,t A

(1)
r,t + A

(1)
r,t A

(1)
s,r + σs,r,t

with ‖σs,r,t‖ ≤ Cω(s, t)θ so that

‖Bs,t − Br,tBs,r‖ ≤ Cω(s, t)θ∧3p.

This proves that B is an almost left-resolvent since θ > 1 and 3p > 1.

Proposition 7. For any t ≥ 0, RA
0,tL

B
0,t = LB0,tR

A
0,t = Id.

Proof. Let us remark that for (s, t) ∈ ∆2(T ),

‖RA
s,tL

B
s,t − (Id + A1

s,t + A2
s,t)(Id− A1

s,t − A2
s,t + A1

s,tA
1
s,t)‖ ≤ Cω(s, t)θ

since both ‖RA
s,t− Id−A1

s,t−A2
s,t‖ and ‖LBs,t− Id+A1

s,t+A2
s,t−A1

s,tA
1
s,t‖ are both smaller

than Cω(s, t)θ for θ > 1. On the other hand,

(Id + A1
s,t + A2

s,t)(Id− A1
s,t − A2

s,t + A1
s,tA

1
s,t) = σ1(s, t) + Id

with ‖σ1(s, t)‖ ≤ ω(s, t)3p and 3p > 1. Besides,

RA
0,tL

B
0,t = RA

0,sR
A
s,tL

B
r,tL

B
0,r = RA

0,s(Id + σ2(s, t))LB0,s

with |σ2(s, t)| ≤ Cω(s, t)3p∧θ. This way, RA
0,tL

B
0,t is of finite 3p∧ θ-variation controlled

by ω and is constant. To conclude, it remains to remark that LB0,0 = RA
0,0 = Id. Note

that both LB0,t and RA
0,t are invertible.

Definition 5 (Linear RDE). Let A ∈ Rp(L(V∗,V∗)) (resp. Rp(L(V,V))) which ad-
mits a p-rough lift A. We say that a continuous path y of finite p-variation controlled
by ω is the solution to the right (resp. left) linear RDE if there exists some constants
C > 0 and θ > 1 such that for any 0 ≤ s ≤ t ≤ T ,

|yt − ysAs,t| ≤ Cω(s, t)θ (resp. |yt − As,tys| ≤ Cω(s, t)θ). (42)

We also denote y as the solution to yt = ys +
∫ t
s
yr dAr (resp. yt = ys +

∫ t
s

dAryr) .

Proposition 8. Let A ∈ Rp(L(V,V)) (resp. Rp(L(V,V))) having a p-rough right
(resp. left) lift A. The unique solution of the right (resp. left) linear RDE is yt =
y0R

A
0,t, (resp yt = LA0,ty0), t ∈ [0, T ]. Thus, RA (resp. LA) define some a flow of

homeomorphisms.
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Proof. Let y be a path in Rp(V∗) satisfying (42) and set zt = ytL
B
0,t, t ∈ [0, T ]. Then

zt = (yt − ysRA
s,t)L

B
0,t + ysR

A
s,tL

B
0,t.

With Proposition 7, ysRA
s,tL

B
0,t = ysL

B
0,s = zs. With (3), |zt − zs| ≤ Cω(s, t)θ with

θ > 1 so that z is constant and zt = y0 for t ∈ [0, T ] since LB0,0 = Id. Again with
Proposition 7, This proves that yt = y0R

A
0,t.

On the other hand, for yt := y0R
A
0,t, we have

yt − ysAs,t = ys(R
A
s,t − As,t)

and from the construction of RA from A in Theorem 1, (42) is satisfied for y which is
then a solution to the right linear RDE.

That RA and LA define flow of homeomorphisms is immediate from Proposition 7.

Definition 6 (Rough lift). Let b ∈ Rp(V∗) (resp. b ∈ Rp(V)). We say that b have
a p-rough right (resp. left) lift with respect to A, denoted by b = b(1) + b(2) is a
function from ∆2(T )→ V∗ (resp. V) satisfying

b
(1)
s,t = bt − bs for (s, t) ∈ ∆2(T ),

‖b(2)‖p/2 := sup
(s,t)∈∆2(T )

|b(2)
s,t |

ω(s, t)p/2
< +∞,

b
(2)
s,t = b(2)

s,r + b
(2)
r,t + b(1)

s,rA
(1)
r,t , ∀(s, r, t) ∈ ∆3(T ),

(resp. b(2)
s,t = b(2)

s,r + b
(2)
r,t + A

(1)
r,t b

(1)
s,r).

Definition 7 (Perturbed linear RDE). A path y ∈ Rp(V∗) is said to be a solution
to the right perturbed linear RDE by b having a p-rough lift right (resp. left) b with
respect to A if there exists some constants C > 0 and θ > 1 such that

|yt − ysRA
s,t − bs,t| ≤ Cω(s, t)θ, ∀(s, t) ∈ ∆2(T ), (43)

(resp. |yt − LAs,tys − bs,t| ≤ Cω(s, t)θ).

We also denote y as the solution to yt = ys+
∫ t
s
yr dAr+bs,t (resp.yt = ys+

∫ t
s

dAryr+
bs,t).

Remark 14. In this definition, one may change RA and LA by A in (43), since for any
(s, t) ∈ ∆2(T ), ‖As,t − RA

s,t‖ ≤ Cω(s, t)θ, and ‖As,t − LAs,t‖ ≤ Cω(s, t)θ.

Lemma 6. Let A ∈ Rp(L(V∗,V∗)) (resp. A ∈ Rp(L(V,V))) which admits a p-rough
right (resp. left) lift A. Let b ∈ Rp(V) which admits a p-rough right (resp. left) with
respect to A. Let µ be the functional defined for u ∈ [0, T ] by

µ(u)s,r := bs,rR
A
r,u, (resp. µ(u)s,r := LAr,ubs,r), (s, r) ∈ ∆2(u),
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Then there exists, C1 and C2 depending only on ‖A‖p, ‖A(2)‖p/2, ω(0, T ), θ > 1 and
p such that

|µ(u)s,t| ≤ C1(‖b‖p + ‖b(2)‖p/2)ω(s, t)1/p, ∀(s, t) ∈ ∆2(u),

|δs,r,tµ(u)| ≤ C2(‖b‖p + ‖b(2)‖p/2)ω(s, t)θ, (s, r, t) ∈ ∆3(u), u ∈ [0, T ],

where δs,r,tµ(u) = µ(u)s,t − µ(u)s,r − µ(u)r,t.

Proof. For (s, r, t) ∈ ∆3(u),

δs,r,tµ(u) = (br − bs + b
(2)
s,t − b

(2)
r,t )R

A
t,u − (br − bs + b(2)

s,r)R
A
r,u.

But RA
r,u = RA

r,tR
A
t,u and

δs,r,tµ(u) = [br − bs + b
(2)
s,t − b

(2)
r,t − (br − bs + b(2)

s,r)R
A
r,t]R

A
t,u.

Using the definition of b(2), we derive

δs,r,tµ(u) = [bs,r(Id−A
(1)
r,t − RA

r,t) + b(2)
s,r(Id− RA

r,t)]R
A
t,u.

But from the very construction of RA, for some constant C5 depending only on ‖A(1)‖,
‖A(2)‖, ω(0, T ), θ and p,

‖RA
r,t − Id−A

(1)
r,t −A

(2)
r,t ‖ ≤ C5ω(r, t)θ, θ > 1,

since for some constants C3 and C4, ‖A(1)
r,t ‖ ≤ C3ω(r, t)1/p, ‖A(2)

r,t ‖ ≤ C4ω(r, t)2/p.
This is sufficient to prove the result.

From the control we get on µ(u), the sewing lemma [21] shows that there exists a
path {µ̂(u)t}t∈[0,u] and a constant K depending only on ω(0, T ), θ and p such that

|µ(u)s,t − µ̂(u)t + µ̂(u)s| ≤ KC2(‖b‖p + ‖b(2)‖p/2)ω(s, t)θ, (s, t) ∈ ∆2(u).

This path is denoted by µ̂(u)t :=
∫ t

0
dbbrR

A
r,u for t ∈ [0, u]. Here the superscript b on

db stands for “backward integration”. Using the fact that RA is a p-rough resolvent,

µ(u)s,r = µ(v)s,rR
A
v,u, u < v

and then from the uniqueness in the Sewing lemma [21],∫ r

0

dbbsR
A
s,u =

(∫ r

0

dbbsR
A
s,v

)
RA
v,u, ∀(r, v, u) ∈ ∆3(T ). (44)
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Proposition 9 (Duhamel’s principle). Let A ∈ Rp(L(V∗,V∗)) which admits a p-
rough right lift A. Let b ∈ Rp(V∗) which admits a p-right lift with respect to A. The
unique solution of the perturbed linear RDE

yt = y0 +

∫ t

0

ys dAs + b0,t

is

yt = y0R
A
0,t +

∫ t

0

dbbrR
A
r,t.

Besides, there exists a constant C depending only on ‖A‖p, ‖A(2)‖p/2, ω(0, T ) and p
such that

‖y‖p ≤ C(|y0|+ ‖b‖p + ‖b(2)‖p/2).

A similar result holds for left linear RDE.

Proof. The only consider the right linear RDE, the proof follows the same lines is the
left side.

Uniqueness of the solution of the linear perturbed RDE follows from the unique-
ness of the linear RDE.

If zt :=
∫ t

0
dbbrR

A
r,t, then with (44),∫ t

s

dbbrR
A
r,t − µ(t)s,t = zt − zsRA

s,t − bs,t.

On the other hand, from the sewing lemma,∣∣∣∣∫ t

s

dbbrR
A
r,t − µ(t)s,t

∣∣∣∣ ≤ Cω(s, t)θ, s ∈ [0, t].

This proves that z is solution to the perturbed linear RDE with z0 = 0. On the
other hand, we have seen in Proposition 8 that aRA

0,· is solution to the linear RDE
zt = a+

∫ t
0
zr dAr. By linearity, this proves the result.

Corollary 7. Let Φs,t be the map from V∗ to V∗ defined by Φs,t(a) := yt where y is
the solution to yu = a+

∫ u
s
yr dAr + bs,u, u ≥ s, so that Φs,t(a) = aRA

s,t +
∫ t
s

dbbrR
A
r,t.

Then Φs,t(a) defines a flow of homeomorphisms from V∗ to V∗.
A similar result holds for left linear RDE.

Proof. It is immediate that Φs,t is continuous on V∗, and that Φr,t ◦ Φs,r = Φs,t with
(44). Let us define

Ψs,t(a) = aLBs,t −
(∫ t

s

dbbrR
A
r,t

)
LBs,t.

Hence,
Φs,t(Ψs,t(a)) = a

so that (Φs,t)(s,t)∈∆2(T ) defines a flow of homeomorphisms from V∗ to V∗.
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To end with, let us note that if the perturbation b is regular enough, then there
is no need to consider a lift of b.

Proposition 10. Let b ∈ Rq(V∗) with 1/p+ 1/q > 1. Then with b
(2)
s,t :=

∫ t
s
bs,r dAr,

bs,t = bs,t + b
(2)
s,t defines a right p-rough lift of b with

|b(2)
s,t | ≤ K‖b‖q‖A‖pω(s, t)1/p+1/q. (45)

Besides, ∫ t

0

dbbrR
A
r,t =

∫ t

0

dbrR
A
r,t

where the integral in the right hand side has to be understood as a Young integral.
A similar result holds for left linear RDE.

Proof. From the condition 1/p+1/q > 1,
∫ t
s
bs,r dAr is well defined as a rough integral

and (45) is immediate. Besides,
∫ t

0
dbrR

A
r,t is well defined as a Young integral and is

associated to the almost additive function ν(t)s,r = bs,rR
A
s,t. But

µ(t)s,r − ν(t)s,r = bs,r(Id− RA
s,r)R

A
r,t + b(2)

s,rR
A
r,t.

But ‖Id− RA
s,r‖ ≤ Cω(s, r)1/p and ‖b(2)

s,r‖ ≤ Cω(s, r)1/p+1/q. With (45),

|µ(t)s,r − ν(t)s,r| ≤ Cω(s, r)1/p+1/q.

This is sufficient to prove the equality of the corresponding integrals.

4.2 Integration on the Heisenberg groups, 2 ≤ p < 3

Let x be a weak geometric rough path (see however Remark 7 on non-geometric rough
paths) with values in T2(Rd) of finite p-variation controlled by ω, 2 ≤ p < 3.

Let A1, . . . , Ad be matrices in the Heisenberg algebra

h :=


0 a c

0 0 b
0 0 0

 (a, b, c) ∈ R3

 .

The space h is the Lie algebra of the Heisenberg group

H :=


1 a c

0 1 b
0 0 1

 (a, b, c) ∈ R3

 = exp(h).

The product of 3 matrices in h is equal to 0 so that h is a simply connected nilpotent
Lie algebra of step 2.
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Set

a
(1)
s,t :=

d∑
i=1

Aix
(1),i
s,t and a

(2)
s,t :=

∑
1≤i<j≤d

[Ai, Aj]x
(2),i,j
s,t , (s, t) ∈ ∆2(T ),

where x(2),i,j := 1
2
(x(2),i,j − x(2),j,i), the anti-symmetric part of x(2). Set also

A
(1)
s,t :=

d∑
i=1

Aix
(1),i
s,t and A

(2)
s,t :=

d∑
i,j

AiAjx
(2),i,j
s,t , (s, t) ∈ ∆2(T ),

and As,t := Id + A
(1)
s,t + A

(2)
s,t . Note that As,t = exp(a

(1)
s,t + a

(2)
s,t ). Since

x
(2),i,j
s,t = x(2),i,j

s,r + x
(2),i,j
r,t + x(1),i

s,r x
(1),j
r,t , ∀(s, r, t) ∈ ∆3(T ), ∀i, j = 1, . . . , d,

it follows that As,rAr,t = As,t for all (s, r, t) ∈ ∆3(T ). Thus, A is a lift of A(1)
s,t and A

is a right p-rough resolvent.
This means that the solution of

yt = ys +

∫ t

0

ys dAs, At =
d∑
i=1

Aix
1,i
t (46)

is given by
yt = y0A0,t = y0 exp(a

(1)
s,t + a

(2)
s,t )

and yt belongs to the Heisenberg group H. This implies that one may solve (46) by
solving the ODE

ż(s,t)(τ) = z(s,t)(τ)(a
(1)
s,t + a

(2)
s,t ), τ ∈ [0, 1], z0 = ys

and setting yt = z(s,t)(1).

4.3 Application to rough differential equations

Let U, V and W be Banach spaces and W is assumed to be finite-dimensional. Let
x ∈ Rp(T2(U)) be a rough path of finite p-variation controlled by ω. Let y ∈ Rp(V)
such that there exists a family {ynxs,t}(s,t)∈∆2(T ) with values in V ⊗ U for which

ynxs,t = ynxs,r + ynxr,t + ys,r × xr,t and |ynxs,t| ≤ Cω(s, t)p/2

for all (s, r, t) ∈ ∆3(T ).
Let us consider a function f : V → L(W ⊗ U,W) such that f is bounded with a

bounded derivative ∇f , which is γ-Hölder continuous, 2 + γ > p.
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Our first aim is to consider the solution to the differential equation

zt = a+

∫ t

0

f(ys)zs dxs. (47)

If U = Rd, V = Rn and W = Rm and x is a smooth rough path living above x, by an
equation of type (47), we mean

zit = ai +
∑

k=1,...,d
j=1,...,n

∫ t

0

f i,jk (ys)z
j
s dxks , i = 1, . . . ,m.

In the sense of Davie, a solution of (47) is sought as satisfying for some constants
C ≥ 0 and θ > 1, with x

(1)
s,t := xt − xs and x

(2)
s,t :=

∫ t
s
[xr − xs]⊗ dxr,

sup
i=1,...,m

∣∣∣zit − zis − ∑
k=1,...,d
j=1,...,n

f i,jk (ys)z
j
sx

(1),k
s,t −

∑
k=1,...,d
j=1,...,n
r=1,...,n

∂f i,jk
∂yr

(ys)z
j
s(ynx)r,ks,t

−
∑

k=1,...,d
j=1,...,n
q=1,...,d
p=1,...,n

f i,jk (ys)f
j,p
q (ys)z

p
sx

(2),q,k
s,t

∣∣∣ ≤ Cω(s, t)θ, ∀(s, t) ∈ ∆2(T ),

which we write under the more compact form

|zt − zs − f(ys)zsx
(1)
s,t −∇f(ys)zsynxs,t − F (ys)zsx

(2)
s,t | ≤ Cω(s, t)θ, (48)

with Fk,`(ys) = fk(ys)f`(ys) is a matrix in Rm for k, ` = 1, . . . , d, and then F may be
identified with a map from V to L(W ⊗ U⊗ U,W).

Proposition 11. Let At =
∫ t

0
f(ys) dxs be the path Rp(L(W,W)) by the rough in-

tegral Atz =
(∫ t

0
f(ys)z dxs

)(1)

∈ Rp(W) for any z ∈ W. Then there exists a p-left
rough lift B of A.

Proof. For (s, t) ∈ ∆2(T ), let As,t be the linear operator in L(W,W) defined by

As,tz = z + f(ys)[z]x
(1)
s,t +∇f(ys)[z]ynxs,t + F (ys)[z]x

(2)
s,t , z ∈W.

Then

Ar,tAs,rz = z + f(ys)[z]x(1)
s,r + f(yr)[z]x

(1)
r,t +∇f(ys)[z]ynxs,r +∇f(yr)[z]ynxr,t

+ F (ys)[z]x(2)
s,r + F (yr)[z]x

(2)
r,t + f(yr)f(ys)[z]x(1)

s,r ⊗ x
(1)
r,t + σ(s, r, t)[z]
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where σ(s, r, t)[z] contains all the terms which are smaller than C|z|ω(s, t)3p for some
constant C. Since xs,t = xs,r ⊗ xr,t and then x

(2)
s,t = x

(2)
s,r + x

(2)
r,t + x

(1)
s,r ⊗ x

(1)
r,t and using

standard computations, this proves that |As,t − Ar,tAs,r|Cω(s, t)θ and then that A is
an almost p-resolvent.

Let B = Id + B(1) + B(2) be the p-rough resolvent associated to A through Theo-
rem 1. It is easily checked that B(1)

s,t = At −As for any (s, t) ∈ ∆2(T ) and that B is
a p-left rough lift of A.

Proposition 12. Under the above hypotheses on f , x and y, the three notions (linear
RDE, in the sense of A.M. Davie and in the sense of Lyons) of solution to (47) are
equivalent.

Proof. For zt = A0,ta, this proves that z ∈ Rp(W) and that it satisfies (48). It is then
a solution in the sense of A.M. Davie, and then in the sense of T. Lyons (See [30] for
the relationship between solutions in the sense of T. Lyons and int he sense of A.M.
Davie).

The latter statement means that one may construct a family {znxs,t}(s,t)∈∆2(T )

with the same properties as ynz such that u = (x, y, z, ynx, znx) is solution to
the fixed point equation ut = u0 +

∫ t
0
f(us) dus where f is the differential form

f(x, y, z) = dx + dy + f(y)z dx. Then, z is a path in Rp(W) satisfying (48), which
is then a solution in a sense of A.M. Davie of (47). Then it follows from Corollary 3
that zt = A0,tz0.

Let us consider now bounded function g : V→ L(U,W) with a bounded derivative
which is γ-Hölder continuous and set

bt :=

∫ t

0

g(ys) dxs.

This integral is well defined as the rough integral associated to the functional g(ys)x
(1)
s,t+

∇g(ys)ynxs,t, and b ∈ Rp(W) in the sense that

|bs,t − g(ys)x
(1)
s,t −∇g(ys)ynxs,t| ≤ Cω(s, t)θ

for some θ > 1.
Our second aim is to consider the solution to the differential equation

zt = a+

∫ t

0

f(ys)zs dxs +

∫ t

0

g(ys) dxs. (49)

Proposition 13. Under the above hypotheses on f , x and y, there exists a unique
solution to (49) and for any t ∈ [0, T ], a 7→ zt defines an homeomorphism from W
to W. Besides,

‖z‖p ≤ C(|a|+ ‖g‖∞ + ‖∇g‖∞ +Hγ(∇g)), (50)
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where C depends only on ‖f‖∞ ‖∇f‖∞, Hγ(∇f), x, ω(0, T ), p and γ, and Hγ(∇g)
is the γ-Hölder norm of ∇g.

Remark 15. Similarly as above,
∫
∇f(yu)zu dxu may be understood as a rough inte-

gral.

Proof. Let us set

µs,t := 1 +

∫ t

s

f(yr) dxr +

∫ t

s

g(yr) dxr + g(ys)⊗ f(ys)x
(2)
s,t

Keeping only the terms in X := 1⊕ L(W,W)⊕W⊕ (W⊗ L(W,W))), we have that

µs,t − µs,r ⊗ µr,t = (g(ys)⊗ f(ys)− g(yr)⊗ f(yr))x
(2)
r,t

+

(
g(ys)x

(1)
s,r −

∫ r

s

g(yu)dxu

)
⊗ f(ys)x

(1)
r,t

+

∫ r

s

g(yu)dxu ⊗
(
f(ys)x

(1)
r,t −

∫ t

r

f(yu)dxu

)
.

Using the regularity of f and g and the properties of the rough integrals, it follows
that {µs,t}(s,t)∈∆2(T ) is an almost multiplicative functional to which is associated a
family {νs,t}(s,t)∈∆2(T ) with values in X satisfying νs,t = νs,r ⊗ νr,t and so that

ν
(1)
s,t =

∫ t

s

f(ys) dxs +

∫ t

s

g(ys) dxs and ν
(2)
s,t = ν(2)

s,r + ν
(2)
r,t + bs,r ⊗B

(1)
r,t .

Let us now introduce the linear map from (X,+) to (W,+) defined by Φ(a) =
Φ(b) = Φ(c) = 0 and Φ(a⊗ b) := b[a] for a ∈W, b ∈ L(W,W) and c ∈ R.

Then bs,t := Φ(νs,t) is a left p-lift of b.
Using Proposition 9, this proves (50) and that the map Φs,t defined by

Φs,t(a) := zt with zt = a+

∫ t

s

f(yu)zr dxu +

∫ t

s

g(ys) dxs, r ∈ [s, t] (51)

defines a flow of homeomorphisms.

Equations of type (51) are important since they appear when ones consider to
differentiate parametrized solutions of

yt = a+

∫ t

0

V (ys, λ) dxs +

∫ t

0

V (ys, λ) dhs, h ∈ Rq(V) with 1/p+ 1/q > 1

with respect to a, λ and h. In this case, f(·) = ∇V (·, λ). Propositions 9 and 10, as
well as Corollary 3, will then be used to study the regularity of the map (a,x, h) 7→ y
in [15].
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