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Figure 1. Magnifying the Lido in Venice. (a) a small fisheye can magnify a portion of the island from the Adriatic sea shore to the Laguna Veneta, but
fails to show the entire island, requiring extensive navigation to see it in detail; (b) a large fisheye magnifies a bigger portion of the island, but at the cost
of severe distortion of almost the entire image, hiding other islands; (c) a JellyLens automatically adapts its shape to the region of interest, magnifying
as much relevant information in the focus region as (b) while better preserving the context: surrounding islands are left almost untouched from (a).

ABSTRACT
Focus+context lens-based techniques smoothly integrate two
levels of detail using spatial distortion to connect the magni-
fied region and the context. Distortion guarantees visual con-
tinuity, but causes problems of interpretation and focus target-
ing, partly due to the fact that most techniques are based on
statically-defined, regular lens shapes, that result in far-from-
optimal magnification and distortion. JellyLenses dynami-
cally adapt to the shape of the objects of interest, providing
detail-in-context visualizations of higher relevance by opti-
mizing what regions fall into the focus, context and spatially-
distorted transition regions. This both improves the visibility
of content in the focus region and preserves a larger part of the
context region. We describe the approach and its implementa-
tion, and report on a controlled experiment that evaluates the
usability of JellyLenses compared to regular fisheye lenses,
showing clear performance improvements with the new tech-
nique for a multi-scale visual search task.
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INTRODUCTION
In many domains, datasets grow in size much more rapidly
than computer displays in resolution. This includes maps
produced by geographical information systems: rasterizing
the OpenStreetMap world map at street level would require
an 18 · 1015 pixel bitmap; satellite or astronomical imagery:
Spitzer’s recent infrared survey of the inner part of our galaxy
is made of thousands of frames stitched together to produce a
4.7 billion pixel image; images several dozens of gigapixels
in size assembled from multiple frames taken by conventional
SLR cameras; as well as numerous information visualizations
such as complex networks represented as node-link diagrams.
None of these datasets fit on computer screens, not even high-
resolution wall displays. They require multi- scale navigation
capabilities that will enable users to transition from high-level
overviews to zoomed-in, highly-detailed representations of a
region of interest, and conversely.

Multi-scale navigation in large information spaces is typically
achieved using one of the following three interface schemes
or combination thereof [15]: overview+detail, zooming and
focus+context. Techniques based on the latter integrate a de-
tailed representation of a region of interest directly in the sur-
rounding context [17], which essentially corresponds to the
original, unmagnified visualization showing more data at a
lower scale. One of the main focus+context techniques is the
magnification lens and its derivatives, that provides in-place
magnification integrated into the context.

Smooth integration of the two levels of detail is generally
achieved using spatial distortion to connect the magnified re-
gion and the context, as with the so-called fisheye lenses.



While distortion guarantees visual continuity, it also causes
problems of interpretation [12, 13], focus targeting [1, 18, 30]
and virtual navigation. Indeed, most techniques are based on
lens shapes defined statically by distance functions obtained
through L(P )-metrics [14], that often fail to provide relevant
magnifications of the object(s) of interest: either the lens is
small, preserving context but requiring extensive navigation
to explore the region of interest when the latter does not fit
in the focus (Figure 1-a); or the lens is big, showing a larger
portion of the region of interest at the expense of the context
(Figure 1-b). Moreover, distortion impedes comprehension,
even more so when the lens’ and objects’ shapes differ sig-
nificantly.

We present interactive focus+context techniques called Jel-
lyLenses, that dynamically adapt to the geometry of object(s)
of interest. JellyLenses optimize what regions fall into the
focus, context and spatially-distorted transition regions based
on user interaction, providing detail-in-context visualizations
of higher relevance than existing distortion-oriented magni-
fication lenses (Figure 1-c). The first technique, PathLens,
consists of a lens attached to the mouse cursor, that adapts its
shape, circular by default, to the graphical objects considered
of interest based on the cursor’s location. Intuitively, Path-
Lenses behave approximately like water drops on a spider
net, or more generally speaking like drops on an irregular sur-
face featuring elements of varying affinity [38]. The second
technique, AreaLens, consists in the dynamic relayout and re-
sizing of all objects that fall in the lens’ scope. The technique
tries to preserve the original aspect of those objects as much
as possible, magnifying those closest to the cursor while re-
ducing those closer to the lens’ periphery, and distorting the
regions in-between. As discussed later, the two techniques
are complementary, providing solutions to a wide range of
tasks and visual configurations. Both work for arbitrary 2D
datasets, ranging from networks and maps displayed as vector
graphics (Figure 2) to documents and Web pages. They also
apply to satellite imagery (Figure 1) and other pixel-oriented
datasets, as detailed later in this paper.

After an overview of related work, we describe 1) a method
for modeling lenses of arbitrary shape, used in all JellyLenses
to enable rendering of magnified regions of interest at inter-
active frame rates, and 2) two methods for dynamically gen-
erating relevant lens shapes based on the geometry of regions
of interest, that respectively correspond to the PathLens and
AreaLens techniques. We then report on a controlled experi-
ment that evaluated the usability of JellyLenses compared to
regular fisheye lenses, showing clear performance improve-
ments with the new technique.

RELATED WORK
Distortion-oriented visualizations often rely on metaphors in-
spired by the physical world: magnifying glasses [32, 18],
stretchable rubber sheets [34] and, more generally, surface
deformations [11]. Other techniques work with more funda-
mental concepts: hyperbolic projection [26], non-linear mag-
nification fields [22] or complex logarithmic views [8].

Early systems made the distortion extend to the boundaries of
the representation [26, 27, 32, 33, 34], thus affecting the en-

tire display. More recent techniques use a locally-bounded
distortion function, leaving a large part of the context un-
touched, which reduces the negative impact of distortion [19,
30]. Such lenses, usually termed constrained lenses, can
be created using 3-dimensional pliable surfaces [11] and the
framework for unifying presentation space [14, 13], non-
linear magnification fields [22], conformal mapping [42], or
the Sigma Lens framework [1, 30].

Magic Lens filters [6] were among the first interface compo-
nents based on constrained lenses to actually support elabo-
rate, non-regular shapes. Magic Lenses are graphical filters
that can modify the appearance of objects seen through them
in various ways. Magnification is only one of the many pow-
erful transformations that they make possible. However, to
our knowledge, their shape is defined statically (no dynamic
content-aware adaptation), a limitation shared with more re-
cent lenses that support irregular shapes but do not adapt their
geometry [11, 42], including the recent undistort lenses [9].

Other techniques have been developed for 3D datasets. A first
set of techniques deform 3D representations by projecting a
texture on a mesh that models the distortion, as do pliable
surfaces for 2D representations [11]. LaMar et al.’s magnifi-
cation lenses [25] are based on homogeneous texture coordi-
nates and special geometries. They can be applied to both 2D
and 3D representations but are limited in the type of distor-
tion and lens shapes they can model. Non-linear perspective
projections [41] project the RGB image produced by a 3D
pipeline on a surface shape inserted in front of the flat projec-
tion plane. Related to the latter is Brosz et al.’s single camera
flexible projection framework [10], which is capable of mod-
eling non-linear projections through the parametric represen-
tation of the viewing volume.

There is also an impressive set of space deformation tech-
niques, ranging from early works on the deformation of solid
primitives [3, 36] to view-dependent geometry [31] and de-
formation based on hardware-accelerated displacement map-
ping [16, 35] and deflectors [23]. These techniques distort 3D
geometry, but often do so in an object-centric manner, and are
thus not well suited to the implementation of focus+context
navigation lenses, which deform a region of the current dis-
play, i.e., a subsection of the current viewing frustum that in-
tersects a set of objects, some of them only partially. Camera
textures [37] are among the few to actually apply constrained
magnification lenses to 3D meshes, but the technique requires
a sufficient level of tessellation of the target mesh to produce
distortions of good quality. Wang et al.’s technique [39] is
designed to minimize distortion, but applies to 3D objects
only and, relying on a grid-based energy optimization model,
is limited to basic shapes between the magnified and com-
pressed regions.

Böttger et al. [7] recently introduced a domain-specific
warping technique that distorts a city’s geographical map to
match the layout of subway stations from the corresponding
schematic transit map. Distortion is not used to magnify a re-
gion of interest, but rather to establish a correspondence be-
tween an ordinary map, that is geographically accurate, and
a schematic map optimized for the readability of a specific



network. While very different from our approach in terms of
visual output, interaction, and usage, map warping and Jel-
lyLenses have conceptual similarities: they both make use of
the geometry of particular objects of interest in the visualiza-
tion to adapt the distortion.

Finally, JellyLenses are conceptually related to the numerous
content-aware image resizing techniques that have emerged
recently, from seminal work on seam carving [2] to Laffont
et al.’s image zooming technique [24]. However, those are
not focus+context interaction techniques, as they do not pro-
vide users with explicit control of the magnification (factor,
region), and in many cases do not preserve context.

GENERAL APPROACH
JellyLenses magnify a subregion of the visualization and
smoothly integrate it in the context by locally compressing
the area immediately surrounding the region of interest. But
as opposed to previous techniques, JellyLenses dynamically
adapt to better match the geometry of the region of interest.
Thus, they must be able to take arbitrary shapes (Figure 2).

Adapting a JellyLens to match the geometry of the region
of interest is a three-step process. The first step consists of
obtaining information about the geometry of objects of in-
terest in the scene, that the lens will adapt to. This step is
heavily dependent on the nature of the graphics visualized:
the geometry information is readily available in 2D vector
graphics scenes, as well as in 3D scenes, but not in pixel-
oriented scenes where the objects of interest are arbitrary sets
of contiguous pixels on a bitmap. In the latter case, the ge-
ometry information has to be obtained through some exter-
nal means, such as feature extraction algorithms applied dy-
namically to the image, or metadata generated through man-
ual annotations packaged with the original image. The tech-
niques to achieve this are readily available off-the-shelf, but
this particular problem is heavily application-domain depen-
dent and thus not discussed in detail in this paper. At this
point we simply emphasize that a JellyLens does not neces-
sarily have to adapt to all graphical objects in a scene; it can
ignore those considered as not particularly relevant for some
particular task. For instance, the lens in Figure 2 only takes
roads on the blue itinerary into account, ignoring all other
graphical features in the adaptation process.

The second step consists of computing the lens shape accord-
ing to its position in the visualization and to the geometry of
nearby object(s) of interest (information obtained through the
first step). This step, which is the core of the adaptation pro-
cess and our first contribution, defines how the lens behaves
as it gets repositioned by the user in the visualization using
the mouse. In Figure 2, the lens adapts its shape to match that
of the portion of the object of interest (the itinerary) around
the mouse cursor positioned in P. We present two methods of
adaptation: PathLens, better suited to contours and paths at
large, illustrated in Figure 2; and AreaLens, better suited to
the magnification of filled shapes, illustrated in Figure 6.

The last step is the rendering of the region seen through the
lens. This modeling and rendering method is used by both
PathLens and AreaLens to adapt the lens in real-time at inter-
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Figure 2. Regions defined by a constrained lens: focus region F magni-
fying the region of interest, context region C, and smooth transition T
between F and C achieved through distortion.

active frame rates. This second contribution is described in
the next section, before the two adaptation methods.

JELLYLENS MODELING AND RENDERING
Constrained lenses are defined by (Figure 2) a focus region
F , often termed flat-top; a context region C left untouched by
the lens; a transition region T , sometimes termed compres-
sion region; a magnification factor µ; a focus point P that will
be the center of magnification. Focus region F is the region
of interest to be magnified. This region is a flat magnifica-
tion that is not affected by spatial distortion. It is bounded by
a non self-intersecting contour (a simple polygon). Context
region C is the region left untransformed by the lens. It is
bounded by two contours: another non self-intersecting con-
tour on the inside and the image’s boundary rectangle on the
outside. Regions F and C are disjoint: F ∩ C = ∅. Region T
then corresponds to the region in between the two contours.
This is the region where distortion occurs, in the form of com-
pression to allocate more screen real-estate to the magnified
region of interest.

In the following, point coordinates are bold, scalars are in
italics, and values defined relative to the source image are
primed. The transformation to render points in the focus is
straightforward:

x = TF (x′) = P +
x′ − P
µ

(1)

The transformation is formulated as a reverse mapping. For
each pixel coordinates x on screen, i.e., in the destination
image, we must find the corresponding point in the source
image, x′. Pixels in the context region are mapped to them-
selves: x′ = x,∀x ∈ C. The inverse of function TF is applied
to pixels falling into the focus region x′ = T−1F (x),∀x ∈ F .
For pixels that fall in region T , we compute the weighted av-
erage of the context and focus regions’ contributions:

T (x) =
wF (x) · T−1F (x) + wC(x) · x

wF (x) + wC(x)
,∀x ∈ T (2)

where weights are defined as follows:

wF = (
1

distF (x)
)bF , wC = (

1

distC(x)
)bC (3)



with distF and distC functions returning the distance to the
focus and context region contours, respectively. Parameters
bF and bC determine how the relative influence of the two re-
gions fall off as a function of distance. As pointed out in [14]:
“creating a distortion presentation is all about finding a bal-
ance between the magnification required and some compen-
satory compression”. Various profiles have been proposed to
specify how to distribute the compression in the distortion,
including linear, Gaussian and inverse cosine drop-off func-
tions. Setting b > 1 will achieve a smooth transition at the
boundaries of the corresponding region. Setting b < 1 will
result in a sharper transition.

The above method makes it possible to generate a wide va-
riety of lens shapes. It can be further generalized to create
lenses with multiple foci (flat-tops). Multiple foci can be use-
ful when magnifying disjoint objects of interest that are in
close proximity (Figure 5). They make it possible, with a sin-
gle lens, to have disjoint yet undistorted magnified regions of
interest, and are an important feature of AreaLenses.

Let Fi (i ∈ [1, n]) be n regions of interest. Each region is
associated with a transformation Ti with its own Pi and µi.
The general mapping function is then a weighted average over
the contributions of all involved regions, conceptually similar
to the weighted coordinate transformation of multiple pairs of
lines in field morphing [5]:

T (x) =
∑n
i=0 wi · T

−1
i (x)∑n

i=0 wi
(4)

with wi = (
1

disti(x) + ai
)bi (5)

where ai are constants that change the relative flatness of the
flat-tops for optimal adaptation. When ai = 0, strength is
infinite for pixels on the contour (disti(x) = 0) leading to
a flat mapping inside the corresponding focus region. When
ai > 0, this flatness constraint is relaxed a bit, enabling a
better packing of foci through partial distortion. This can be
interesting in cases where the information space is densely
populated with regions of interest, as illustrated in Figure 6.
Indeed, in dense environments, the transition region is small
compared to that of the regions of interest and cannot absorb
all the distortion. Allowing distortion in the regions of inter-
ests distributes it over a wider area and attenuates it. Each
parameter bi has an influence, on the corresponding Fi re-
gion, similar to that of the above parameters bC and bF on
their respective regions.

We implemented this algorithm in C++ and OpenGL, dele-
gating the spatial transformation to programmable graphics
hardware. Mapping function T (Equation (4)) is based on the
computation of distance fields to each region involved in the
adaptation. Which distance fields get used can vary from one
frame to the next. Before each frame update, distance fields
are rendered offscreen by the GPU-accelerated technique in-
troduced in [20], and stored into a depth texture, which is
then accessed through simple bilinear interpolation. A shad-
ing effect can be added at rendering time, to enhance distor-
tion comprehension [12].

yyyy
Figure 3. PathLens morphing effect.

ADAPTATION
We present two methods of adaptation, that both rely on
the above modeling and rendering method. The first result-
ing interaction technique, PathLens, consists of a deformable
lens, circular by default, that dynamically morphs its shape to
roughly adopt that of the closest object of interest. The tech-
nique features a single flat-top, and is better suited to mag-
nifying paths. The second technique, AreaLens, considers
all regions of interest within a given area of influence around
the lens’ focal point (mouse cursor). Each region gets scaled
piecewise to make room for the regions of higher importance,
in an attempt to preserve the content of all regions from being
significantly distorted.

PathLens
PathLenses assume a default circular shape that gets com-
bined with implicit descriptions of the geometry of some ob-
jects in the scene based on distance fields. The actual shape
of a PathLens at a given focal point P in the visualization de-
pends on what objects of potential interest are in the vicinity.
As illustrated in Figure 3, when far away from any object, a
PathLens adopts the default circular shape, and progressively
morphs, conserving the same area, as it approaches an object
of interest. Not all objects in the scene are necessarily taken
into account, and each application can define what objects the
lens will adapt to. For instance, on Google MapsTM, a Path-
Lens could be made to adapt to interstate roads only, ignor-
ing any highway, service road or other geographical landmark
such as parks and water bodies.

We define the shape by an implicit function, f(x), as the set of
all points x such that f(x) = s, s being an iso-level. Tessela-
tion of implicit shapes is achieved using the marching square
algorithm [28].

The cursor position and the geometry of nearby objects of
interest both contribute to the definition of the lens’ final
shape. These influences are represented in terms of contri-
bution functions: lens(x) represents the contribution of the
default lens shape to the final shape, data(x) represents the
contribution of proximal objects to the final shape. The shape
is thus implicitly represented by:

f(x) = lens(x− c) + data(x) (6)

where c is the cursor’s coordinates. The lens contribution is
defined as:

lens(x) =
1

||x||
− ||x|| (7)



(1) (2) (3)
Figure 4. Illustration of the adaptation and rendering pipeline for PathLens: the region of interest is identified as a function of cursor position (1) and
distance fields (2); the lens is then adapted to match this shape and rendered with a shading effect (3) – actual rendering displayed to the user, red
contour excepted.

We use an adaptation of the function described in [40] to de-
fine data:

data(x) = G

(
D(x)
β

)
(8)

where D(x) is the distance between x and the closest object
of interest; G being defined as:

G(r) =

{
2r3 − 3r2 + 1, if r < 1;
0 otherwise (9)

and β being a parameter bounding the contribution of data to
a given radius of influence.

Moving away from the object, as D(x) increases, the contri-
bution of data(x) drops smoothly to zero, the lens reverts to
its default circular shape.

We can then define the following set for each cursor position c
and each iso-level s composed of several connected compo-
nents:

E(c, s) = {x | lens(x− c) + data(x) > s} (10)
Because a small region around the cursor always yields large
values (Equation (7)), it is guaranteed that among the set of
all connected components of E(c, s) there will always be one
that encompasses the cursor.

Let S(c, s) be its boundary. Then S(c, s) is the shape implic-
itly defined by the field function of Equation (6) at iso-level s.
As s decreases, the shape’s area, denoted area(S(c, s)), in-
creases. As mentioned earlier, we want the lens to have a
constant area A. This is achieved by means of a numerical
minimization method applied to:

u(s) = (area(S(c, s))−A)2 (11)

We use a gradient descent method, with the gradient defined
as follow, Pi (i ∈ [1, n]) being the n vertices of the tessella-
tion of the shape:

u′(s) = −2×
n∑
i=0

||Pi − Pi+1||
||~∇f(P )||

×(area(S(c, s))−A) (12)

The above method is used to compute both the focus and con-
text regions’ contours. Computation of the context region’s
contour must also take into account the focus region’s magni-
fication by a factor of µ and make the former large enough to
fully encompass the latter, so as to avoid intersecting contours
that would entail discontinuities in the final result.

As the user repositions the lens in the visualization, E(c, s(c))
is likely to eventually merge with another connected compo-
nent from E(c, s(c)). This can lead to unwanted disconti-
nuities in the lens’ shape between the frame where this hap-
pens and the next. This effect can be avoided thanks to pa-
rameter β introduced earlier. To understand the influence of
this parameter, let us first consider the case when β tends to-
wards infinity. The contribution of function data is then flat,
leading to E(c, s(c)) being composed of only one connected
component. When β tends towards zero, the iso-level of the
field function shrinks (Equation (6)), and tends to fit the ob-
ject’s geometry more accurately, but E(c, s(c)) is then com-
posed of several connected components. When the cursor is
hovering over an object, we want data’s contribution to be
as in this second case, making the lens shape match the ob-
ject’s geometry more strongly. Conversely, when the cursor
gets away from any object, we want to transition to the first
case and avoid any discontinuity. This is done by making
β depend on thedistance from the cursor position to the ob-
ject, D(P),ranging from a minimum value as D(P) tends to-
wards 0 and a maximum value asD(P) increases and reaches
a maximum radius of influence.

AreaLens
While PathLenses only consider the closest object of inter-
est during the adaptation process, AreaLenses consider all
objects of interest within a given area of influence. This
makes the second technique better suited to the magnification
of filled shapes in dense scenes, while PathLenses are bet-
ter suited to magnification of paths or filled shapes in sparse
scenes (in terms of regions of interest). In the following,
regions of interest are referred to as objects for the sake of
brevity and to emphasize their piecewise processing.

An AreaLens affects each object that falls into its area of in-
fluence. Objects that fall outside of it correspond to the con-
text and are left untouched. As illustrated in Figure 5, the ob-
ject(s) closest to the mouse cursor get magnified, piecewise,
so as to preserve their aspect (no distortion). To make room
for these objects, the objects that are farther away from the
cursor but that still lie within the lens’ area of influence get
offset and scaled down to prevent overlap between them.

As the user moves the mouse cursor, objects of interest in
the area of influence are either smoothly pulled towards the
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Figure 5. (a) Aegean islands (no lens applied). Red contours indicate
regions of interest. (b) an AreaLens preserves the islands’ appearance
(piecewise magnification), putting most of the distortion in the ocean.

cursor as it approaches them, or pushed away as it gets away
from them, eventually reverting to their original location and
size when getting out of the area of influence. Achieving this
behavior entails the following requirements. Magnified ob-
jects should not overlap each other (R1); objects should move
in a smooth manner (R2); the topology of the information
space should be preserved as much as possible, i.e., objects
preserve their relative positions (R3); and finally, objects be-
yond the area of influence, i.e., that belong to the context re-
gion, should neither be moved nor scaled (R4).

The area of influence takes the form of a box centered on the
lens’ focal point, usually corresponding to the cursor. This
box delimits the region beyond which the lens no longer af-
fects the visualization, thus leaving the context region un-
touched (R4). We use two concurrent mapping algorithms to
achieve the other three requirements: a dispersion mapping,
and a magnification mapping. The purpose of the dispersion
mapping is to push objects away and shrink them to accom-
modate the objects that will get magnified. The purpose of
the magnification mapping is to pull objects towards the cur-
sor and magnify them. The magnification mapping takes as
input the cursor position and identifies the closest objects, to
be magnified. The dispersion mapping takes as input this set
of magnified objects and spreads out the remaining objects
(R1). We term magnified objects the objects identified by the
magnification mapping, and movable objects the remaining
ones, spread out by the dispersion mapping.

The dispersion mapping consists of two steps. First, it moves
every movable object according to a displacement vector.

Then, it shrinks every one of them according to a scale fac-
tor. The displacement vector is computed as a weighted av-
erage of displacement contributions from each magnified ob-
ject. Each displacement contribution is responsible for pre-
venting a magnified objects from overlaping a movable ob-
ject. Each contribution is computed as Dm = x′ − x, where
x is the point within the magnified object at its initial position
(i.e., before magnification) that is closest to the considered
movable object, and where x′ is the same point on the magni-
fied object at its final position (i.e., after magnification). The
displacement contribution moves objects away, guaranteeing
that objects don’t overlap (R2) and roughly preserving the rel-
ative position of objects (R3).

Weights are computed as the inverse distance from a movable
object to each magnified object. An additional contribution
is assigned to the area of influence’s bounding box to stabi-
lize the position of objects as it approaches them, with a null
displacement vector and a weight that is the inverse of the dis-
tance to the object. As the first step of the dispersion might
not be sufficient to guarantee that no overlapping occurs (R1),
we shrink movable objects by iteratively applying a scaling
transformation to them using a constant reduction ratio until
they do not overlap anymore.

The magnification mapping rescales objects by applying the
following transformation to their initial position, where P is
the focal point (cursor) and µ the lens’ magnification factor:
T (x) = x−P

µ + P. The closer to the cursor, the more an ob-
ject gets influenced by the magnification mapping. This is
achieved through an iterative process. Initially, every object
is set to its initial position in the scene, and is considered as a
movable object. We then process objects one by one, accord-
ing to their proximity to the cursor (closest one first). Each
object is set to its final position: w × T (x) + (1 − w) × x’
with w = 1 − dist

radius where x is the initial position, x’ the
current position, radius a parameter specifying the lens’ op-
erating range and dist its distance to the cursor. The object
is then added to the magnified objects set, and the dispersion
mapping is applied to all remaining movable objects. The it-
erative process stops when there are no more movable objects
within range.

The mapping algorithm results in the displacement of each
movable object. Each object being associated with a rigid
transformation Ti, movable objects in their final position are
then used as regions for distortion modeling and rendering.

The above method works well for scenes that contain both
low and high numbers of objects, provided that they fea-
ture some empty space to absorb the distortion. When ob-
jects are densely packed, or even juxtaposed, the method can
be adapted to allow for some distortion of movable objects,
thanks to parameter ai associated with each flat-top (intro-
duced earlier). Figure 6 illustrates this case: objects corre-
spond to the different neighborhoods in central Los Angeles.
By setting ai to 0 on the object directly under the mouse cur-
sor (Hollywood), we make sure that this particular neighbor-
hood gets fully magnified, without distortion. The surround-
ing regions get assigned ai values greater than 0, allowing the
lens to distort those regions if necessary.



(a)

(b)

Figure 6. (a) Map of Los Angeles neighborhoods (no lens applied). (b)
AreaLens adapting to Hollywood and part of West Hollywood.

EVALUATION
The different multi-scale interface schemes (focus + context,
overview + detail, zooming) all have their advantages and
drawbacks, depending on the user’s task and on the nature
of the visualization; their empirical comparison has been the
topic of several papers [15, 21, 29]. Our primary goal was
to empirically evaluate the potential benefits and pitfalls of
adaptive lenses compared to statically-defined lenses. The
purpose of this experiment was both to evaluate the actual
performance gain under different conditions, if any, and to as-
sess the potential negative impact of the dynamically chang-
ing geometry, that might cause confusion and visual discom-
fort. For this first experiment, we compared regular fisheyes
(circular shape, Gaussian drop-off) to AreaLenses, that have
a stronger impact in terms of visual changes than PathLenses,
as they affect more objects and are thus more likely to suffer
from this, especially in dense configurations.

The task was an abstract multi-scale visual search task, oper-
ationalized so as to test the following two hypotheses, based
on the expectation that by adapting their shape to match that
of object(s) of interest, AreaLenses should provide more rele-
vant detail-in-context visualizations than regular fisheyes, re-
quiring less virtual navigation while minimizing the negative
effects of distortion that impede comprehension:
H1 AreaLens performs better than fisheye when the objects

of interest have irregular shapes, as the focus of AreaLens
adapts to those shapes while that of fisheye does not;

H2 AreaLens performs worse when the density of objects
of interest is high, as this leads to more visual distraction
caused by the movement of a larger number of objects.

SHAPE = Circle & DENSITY = Low SHAPE = Circle & DENSITY = High

SHAPE = Blob & DENSITY = Low SHAPE = Blob & DENSITY = High
Figure 7. Screenshots for the four SHAPE × DENSITY conditions.

Task and Procedure
In all trials, the information space was made of islands on an
ocean (Figure 7). The task consisted in finding a red cross
that was positioned on one of the islands, by magnifying each
island in turn. The red cross was not visible at context scale
and could only be revealed when the corresponding region
was magnified through the lens. We used the same texture
to represent the ocean in all trials (bathymetric data). Forest
textures used to fill the islands all looked similar, so as to
ensure that the red cross would be equally difficult to visually
differentiate from the background on all islands.

To operationalize H1, we considered two types of shapes (fac-
tor SHAPE): islands were either circles (Circle, Figure 7-top)
or elongated blobs (Blob, Figure 7-bottom). All islands had
the same surface, to make sure that differences could be at-
tributed across conditions to variations in shape, as opposed
to area. To ensure fair treatment of both techniques, we made
the Fisheye’s flat-top the exact same size as the circular is-
lands. Thus, for each condition, the flat-top of both lenses
and the islands had the same surface. We did not make the
flat-top of the Fisheye lens larger to avoid problems caused
by the distortion of larger context areas, that impede focus
targeting, and thus task performance, and make context infor-
mation difficult (at best) to understand in real world cases, as
illustrated in Figure 1.

To operationalize H2, we tested two different object densities
(factor DENSITY): a Low density with a significant amount
of empty space (ocean) between islands (Figure 7-left); and a
Higher density (Figure 7-right) with more islands packed in
the same space. AreaLenses would cause more visual distur-
bance in the High condition: more objects had to be moved
and resized to accommodate the magnified object of interest,
as their was less empty space to “absorb” distortion.

Randomly placing the cross before a trial starts would ob-
viously have been a significant source of noise in the experi-
mental data depending on how lucky participants were in each
trial. As this chance factor cannot be balanced across condi-
tions, we artificially forced chance upon participants, follow-
ing the approach described in previous work on the opera-
tionalization of multi-scale search tasks [29]. We introduced a
secondary factor, NAVLENGTH, that determines when, rather



than where the cross appears, based on what fraction of the
entire scene (considering island surfaces only) the participant
had already visited with the lens. Thus, for a value X of
factor NAVLENGTH for a given trial, the red cross only ap-
peared after participants had visited X% of the total surface
of all islands, no matter in what order those islands had been
visited. The cross appeared right next to the lens, according
to the current exploration trajectory. NAVLENGTH was set
to one of three values, 30%, 55% or 80%. Participants were
completely oblivious of this trick, and were told about it only
after the end of the experiment.

Twelve unpaid volunteers (two females), daily computer
users, age 24 to 36 year-old (average 30.3, median 30.5),
served in the experiment. All had normal or corrected-to-
normal vision and did not suffer from any form of color
blindness. We conducted the experiment on a 2x2.26GHz
Mac Pro workstation running Mac OS X, equipped with an
NVIDIA GeForce GT 120 512 MB driving a 30” LCD mon-
itor (2560×1600, 100 dpi), and a standard optical mouse set
at 400 dpi resolution and default system acceleration.

To summarize, the experiment was a 2×2×2×3 within-
participants design with the following factors:
• 2 techniques (TECH): Fisheye and AreaLens;
• 2 types of shape (SHAPE): Circle and Blob;
• 2 types of shape density (DENSITY): Low and High;
• 3 navigation lengths (NAVLENGTH): 0.3, 0.55 and 0.8.

We grouped trials into two blocks, one per TECH. Half of
the participants started with AreaLens; the other half with
Fisheye. Both blocks started with a training session consist-
ing of 3 repetitions of each of the 12 SHAPE × DENSITY ×
NAVLENGTH conditions presented in a random order. The
operator used the first few training trials to explain the task
and techniques. After the training trials, each block contin-
ued with a series of measured trials, consisting of 6 repeti-
tions of the same 12 conditions presented in a random or-
der. Participants were instructed to perform the task as fast
as possible while minimizing the number of errors. To com-
plete a trial, participants had to reveal the red cross through
the lens and click the mouse button with the cross still visible.
To avoid participants rushing through the experiment, mouse
clicks that occurred while the cross was outside of the lens
were counted as errors, but did not end the trial; participants
still had to find the cross to complete the trial. The average
duration of the experiment was 30 minutes per participant.

Quantitative Results
We used R (http://www.r-project.org) for our statistical
analysis and in particular the aov command from the stat
package. Our main measure was task completion time MT.
As participants had to successfully complete each trial, errors
were integrated in MT and were thus not studied on their own.
We performed a full factorial nominal ANOVA for the follow-
ing model:

MT ∼ TECH×SHAPE×DENSITY×Random(PARTICIPANT).

We did not include NAVLENGTH in the model as we con-
sider it as a secondary “ecological” factor whose purpose is
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Figure 8. MT per TECH by SHAPE. Error bars show the 95% confidence
limit.

to prevent noise due to chance, as explained earlier. We re-
moved a few outliers: 1.44% of all trials, with unreasonable
(> 1) residual/predicted ratio. Those were equally distributed
among AreaLens and Fisheye conditions.

The ANOVA reveals a significant effect of TECH on MT
(F1,11 = 17.3, p = 0.0016). AreaLens is significantly faster
than Fisheye yielding a 24% speed-up. As expected, we
find a significant interaction TECH×SHAPE (F1,11 = 13.3,
p = 0.0039) that can be observed in Figure 8. A post-hoc t-
test with Bonferroni correction shows that AreaLens is signif-
icantly faster than Fisheye for both Circle (p = 0.0002) and
Blob (p < 0.0001) island shapes, but the magnitude of the
difference is larger for Blob (25.8%) than for Circle (21.6%).
Thus, hypothesis H1 is supported by our data.

The ANOVA also reveals a significant effect of DENSITY
(F1,11 = 119.5, p < 0.0001), participants being sig-
nificantly faster in Low density conditions. This was ex-
pected as, by design, the High density condition requires
more navigation for the same value of NAVLENGTH. How-
ever, the ANOVA reveals neither a TECH×DENSITY nor a
TECH×SHAPE×DENSITY interaction. This implies that we
cannot say more than what is said in the previous paragraph
on the difference between AreaLens and Fisheye with respect
to the DENSITY factor (AreaLens is significantly faster than
Fisheye for both densities, but the data does not show an effect
of DENSITY on this difference). Thus, H2 is not supported by
the results of the experiment. Note, however, that AreaLens is
significantly faster in Circle than Blob conditions. This might
be due, in part, to the higher amount of visual change in the
latter case.

Qualitative Results
At the end of the experiment, participants were asked to rank
AreaLens and Fisheye and were encouraged to provide feed-
back. Eight participants out of twelve ranked AreaLens first.
The other four ranked AreaLens and Fisheye ex-aequo (no
participant ranked Fisheye first). This is consistent with quan-
titative results and supports H1. Among participants who
ranked AreaLens and Fisheye ex-aequo, two said that they
preferred AreaLens in the Blob condition and Fisheye in the
Circle condition. Two participants found the AreaLens de-
formations sometimes annoying, though this did not impact
navigation between shapes significantly. Overall, participants
did not find the changing lens shape particularly distract-

http://www.r-project.org


(a) (b) (c)
Figure 9. The AreaLens technique applied to: (a) magnifying a group of widgets in a user interface (Adobe Photoshop); (b) the Los Angeles Times Web
homepage; and (c) a part of the OpenGL state machine block diagram.

ing; even if more predictable, distortion when moving clas-
sical fisheyes also entails constantly changing shapes. Some
participants commented on the difference between passively
watching the interface and actively operating AreaLens, con-
firming our own observations that while shape changes can
be distracting in the former case, they are not in the latter.
We tentatively attribute this to operators being more tightly
integrated in the feedback/ feedforward loop than people pas-
sively watching the screen, and already having their attention
focused on the region of interest when relocating the lens,
thus better anticipating changes. One remark that came often
(formulated differently) is that Fisheye requires more concen-
tration because both navigation and visual search (looking for
the cross) have to be performed simultaneously. Performing
the task with AreaLens is cognitively less demanding, as the
two tasks can be sequentialized: one can jump to the next
shape and then perform the search on the entire island at once.
Another frequent remark was that Fisheye is more annoying
because it deforms (distorts) the islands, something that does
not happen with AreaLens.

Summary
The results of this experiment are very encouraging: the
AreaLens significantly outperformed a classical fisheye lens
in all conditions, including Circle. It was not obvious that dy-
namic adaptation would provide any advantage in this case,
given that a Fisheye already provides a good match in terms
of shape adaptation, and that it does not suffer from potential
problems of visual distraction due to dynamically changing
geometry. The results indicate that the latter is actually not
a significant usability issue, as it did not negatively impact
AreaLens performance. In terms of subjective preferences,
we received positive feedback from the participants. In accor-
dance with quantitative measurements, participants did not
report being distracted by the visual changes in regions of in-
terest when using AreaLens. This confirms that this potential
problem has a very limited impact, if any, though further in-
vestigation is required to generalize this particular finding.

DISCUSSION AND FUTURE WORK
Our implementation of JellyLenses can be applied to arbitrary
2D datasets, provided that objects of interest can be identified
in the data. As discussed earlier, identifying objects to take
into account during the magnification process is both a mat-
ter of deciding what objects are relevant for a given task, a
highly domain-dependent problem, and obtaining the geom-
etry of those objects. The latter question is highly dependent

on the nature of the graphics. Figures 2 and 4 illustrate the
use of JellyLenses on vector graphics, that make geometry
information readily available. Figures 1-c and 5 show lenses
applied to a satellite picture, i.e., a bitmap that only contains
pixels. In such cases, geometry information can be obtained,
e.g., using image processing algorithms that can extract rele-
vant features from the original image, or through manual an-
notations performed by a domain expert.

JellyLenses can also apply to different contexts. For instance,
they could be used as accessibility helpers for visually im-
paired users, to magnify widgets or groups of widgets in
desktop user interfaces (Figure 9-a), or to magnify portions
of Web pages such as a newspaper homepage (Figure 9-b).
The technique makes it possible to display an overview of the
full page, and to browse it at a readable level, somewhat like
Fishnet [4] does. This can be useful in the context of users
who need accessibility features, but also on mobile devices
such as tablets and e-readers, that have limited screen real-
estate. Note that in both of the above examples, finding ob-
jects of interest and obtaining information about their geome-
try is relatively straightforward: in the case of user interfaces,
accessibility/automation APIs enable the automatic discovery
of the UI widget hierarchy; in the case of Web pages, the CSS
box model and HTML page structure can help identify and
segment relevant parts of the web page. Another interesting
family of graphics are block diagrams. Figure 9-c shows an
example depicting part of the OpenGL state machine. Again,
it is possible in such cases to automatically find objects of
interest, e.g., sets of boxes, paths connecting components, or
coherent sets of connected entities that form components of
higher abstraction.

In this paper we break the usual behavior of fisheye lenses
by proposing to dynamically change their geometry while
preserving visual continuity between the focus and context
regions. Our empirical evaluation shows that this approach
has strong potential, though this is of course only a first step.
More evaluation and more case studies are needed to better
understand the advantages and weakness of the approach and
of each technique. For instance, it would be interesting to
evaluate the PathLens technique in path tracing tasks, and to
better understand possible visual distractions caused by the
various types of shape (objects of interest) and layout of these
shapes. This might lead to novel adaptation techniques that
use transformations that go beyond magnification (e.g., rota-
tion). Another avenue for future work is to investigate tech-



niques that would allow users to specify objects of interest
on-the-fly, e.g., by sketching, involving them more explicitly
in the adaptation process, and to couple adaptive lenses with
the recently introduced undistort lenses [9].
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