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Équipe-Projet Mascotte

Rapport de recherche n° 8024 — July 2012 — 28 pages

Abstract: We consider the following problem for oriented graphs and digraphs: Given a directed graphD, does it
contain a subdivision of a prescribed digraphF? We give a number of examples of polynomial instances, several
NP-completeness proofs as well as a number of conjectures and open problems.

Key-words: NP-completeness, 2-linkage, flows, DAG and handle decompositions.

∗ Department of Mathematics and Computer Science, University of Southern Denmark, Odense DK-5230, Denmark (email:
jbj@imada.sdu.dk).

† Most of this work was done while J. Bang-Jensen visited Projet Mascotte, I3S (CNRS, UNSA) and INRIA, Sophia Antipolis whose
hospitality and financial support is gratefully acknowledged.

‡ Projet Mascotte, I3S (CNRS, UNSA) and INRIA, Sophia Antipolis. Partly supported by ANR Blanc AGAPE and CAPES/Brazil.
(email:[frederic.havet, karol.maia]@inria.fr)



Trouver une subdivision d’un digraphe

Résuḿe : Nous considérons le problème suivant: étant donné un graphe orientéD, contient-il une subdivision d’un
digraphe fixéF? Nous donnons des exemples d’instances polynomiales, plusieurs preuves de NP-complétude ainsi
qu’un certain nombre de conjectures et de problèmes ouverts.

Mots-clés : NP-complétude, 2-linkage, Flots, décompositions en DAG et en oreilles.



Finding a subdivision of a digraph 3

1 Introduction

Many interesting classes of graphs are defined by forbidding induced subgraphs, see [ 7] for a survey. This is
why the detection of several kinds of induced subgraphs is interesting, see [ 14] where several such problems are
surveyed. In particular, the problem of deciding whether a graphG contains, as an induced subgraph, some graph
obtained after possibly subdividing prescribed edges of a prescribed graphH has been studied. This problem can
be polynomial-time solvable or NP-complete according toH and to the set of edges that can be subdivided. The
aim of the present work is to investigate various similar problems in digraphs, focusing only on the following
problem: given a digraphH, is there a polynomial-time algorithm to decide whether an input digraphG contains a
subdivision ofH?

Of course the answer depends heavily on what we mean by “contain”. Let us illustrate this by surveying what
happens in the realm of undirected graphs. If the containment relation is the subgraph containment, then for any
fixedH, detecting a subdivision ofH in an input graphG can be performed in polynomial time by the Robertson
and Seymour linkage algorithm [17] (for a short explanation of this see e.g. [3]). But, if we want to detect an
inducedsubdivision ofH, then the answer depends onH (assuming P�=NP). It is proved in [ 14] that detecting
an induced subdivision ofK5 is NP-complete, and the argument can be reproduced for anyH whose minimum
degree is at least 4. Polynomial-time solvable instances trivially exist, such as detecting an induced subdivision
of H whenH is a path, or a graph on at most 3 vertices. But non-trivial polynomial-time solvable instances also
exist, such as detecting an induced subdivision ofK2,3 that can be performed in timeO(n11) by Chudnovsky and
Seymour’s three-in-a-tree algorithm, see [8]. Note that for many graphsH, nothing is known about the complexity
of detecting an induced subdivision ofH: whenH is cubic (in particular whenH = K 4) or whenH is a disjoint
union of two triangles, and in many other cases.

When we move to digraphs, the situation becomes more complicated, even for the subdigraph containment
relation. In this paper, by digraph we mean a simple digraph, that is a digraph with no parallel arcs nor loops.
Sometimes however, multiple arcs are possible. In such cases, we write multidigraph. We rely on [ 1] for classical
notation and concepts. A few things are in order to state here though. Unless otherwise stated the lettersn andm
will always denote the number of vertices and arcs (edges) of the input digraph (graph) of the problem in question.
By linear time, we meanO(n+m) time. If D is a digraph, then we denote byUG(D) the underlying (multi)graph
of D, that is, the (multi)graph we obtain by replacing each arc by an edge. A digraphD is connectedif UG(D) is
a connected graph. Ifxy is an arc fromx to y, then we say thatx dominates y. WhenH,H ′ are digraphs we denote
by H +H ′ the disjoint union ofH andH ′ (no arcs between disjoint copies of these).

A subdivision of a digraph F, also called anF-subdivision, is a digraph obtained fromF by replacing each
arcabof F by a directed(a,b)-path.

In this paper, we consider the following problem for a fixed digraphF .

F -SUBDIVISION

Input: A digraphD.
Question: DoesD contain a subdivision ofF?

In [2] the problem INDUCED-F-SUBDIVISION of finding an induced subdivision of a prescribed digraphF
in a given digraphD was studied. It turns out that here there is a big difference in the complexity of the problem
depending on whether or notD is an oriented graph or it may contain 2-cycles. In the later case INDUCED-
F -SUBDIVISION is NP-complete for every oriented digraphF which is not the disjoint union of spiders (see
definition of these digraphs below) and it was conjectured that INDUCED-F-SUBDIVISION is NP-complete unless
F is the disjoint union of spiders and at most one 2-cycle.

Letx1,x2, . . . ,xk,y1,y2, . . . ,yk be distinct vertices of a digraphD. A k-linkagefrom(x1,x2, . . . ,xk) to (y1,y2, . . . ,
yk) in D is a system of disjoint directed pathsP1,P2, . . . ,Pk such thatPi is an(xi ,yi)-path inD.

Similarly to the situation for undirected graphs, theD-SUBDIVISION problem is related to the following
k-L INKAGE problem.
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k-L INKAGE

Input: A digraphD and 2k distinct verticesx1,x2, . . . ,xk,y1,y2, . . . ,yk.
Question: Is there ak-linkage from(x1,x2, . . . ,xk) to (y1,y2, . . . ,yk) in D?

However, contrary to graphs, unless P=NP,k-L INKAGE cannot be solved in polynomial time in general di-
graphs. Fortune, Hopcroft and Wyllie [9] showed that already 2-LINKAGE is NP-complete. Using this result,
we show that for lots ofF, the F-SUBDIVISION problem is NP-complete. We also give some digraphsF for
which we prove thatF-SUBDIVISION is polynomial-time solbvable. We believe that there is a dichotomy between
NP-complete and polynomial-time solvable instances.

Conjecture 1. For every digraphF, theF-SUBDIVISION problem is polynomial-time solvable or NP-complete.

To prove such a conjecture, a first idea would be to try to establish for any digraphG and subdigraphF , that if
G-SUBDIVISION is NP-complete, thenF-SUBDIVISION is also NP-complete, and conversely, ifF-SUBDIVISION

is polynomial-time solvable, thenG-SUBDIVISION is polynomial-time solvable. However, these two statements
are false as shown by the two digraphs depicted Figure 1. The NP-completeness ofA-SUBDIVISION follows
Theorem 12. The fact thatB-SUBDIVISION is polynomial-time solvable is proved in Theorem 24.

v2

A B

u1

v1 v2

u2 u1

v1

u2

Figure 1: DigraphsAandBsuch thatA is a subdigraph ofB, A-SUBDIVISION is NP-complete, andB-SUBDIVISION

is polynomial-time solvable.

The paper is organized as follows. We start by giving some general lemmas which allow to extend NP-
completeness results ofF-SUBDIVISION for some digraphsF to much larger classes of digraphs. Next we give a
powerful tool, based on a reduction from the NP-complete 2-linkage problem in digraphs, which can be applied to
conclude the NP-completeness ofF-SUBDIVISION for the majority of all digraphsF . We then describe different
algorithmic tools for proving polynomial-time solvability of certain instances ofF-SUBDIVISION. We first give
some easy brute force algorithms, then algorithms based on max flow calculations and finally algorithms based
on handle decompositions of strongly connected digraphs. After this we give a number of classes of digraphs
for which theF-SUBDIVISION is polynomial-time solvable for everyF . Then we treatF-SUBDIVISION whenF
belongs to some special classes of digraphs such as disjoint unions of cycles, wheels, fans, transitive tournaments,
oriented paths or cycles orF has at most 3 vertices. Finally, we conclude with some open problems, including
an interesting conjecture due to Seymour, which if true would imply some of the polynomial cases treated in this
paper.

2 Some general lemmas

Lemma 2. Let F1 and F2 be two digraphs.
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(i) If F1-SUBDIVISION is NP-complete, then(F1+F2)-SUBDIVISION is NP-complete.

(ii) If (F1+F2)-SUBDIVISION is polynomial-time solvable, then F1-SUBDIVISION is po- lynomial-time solv-
able.

Proof. Let D be a digraph. We shall prove thatD contains anF1-subdivision if and only ifD+F2 contains an
(F1+F2)-subdivision.

Clearly if D contains anF1-subdivisionS, thenS+F2 is an(F1+F2)-subdivision inD+F2.
Conversely, assume thatD+F2 contains an(F1+F2)-subdivisionS= S1+S2 with S1 anF1-subdivision and

S2 an F2-subdivision. Let us consider such an(F1 +F2)-subdivision that maximizes the number of connected
components1 of F2 that are mapped (inS) into F2 again (notice that since there are no arcs betweenD andF2 in
D+F2, in the subdivisionSevery component ofS2 will either be entirely insideF2 or entirely insideD). We claim
thatS2 = F2. Indeed suppose that some componentT of S2 is in D. Let C be the component ofF2 of which T is
the subdivision. LetU = S∩C. ThenT contains a subdivisionU ′ of U (because it is a subdivision of all ofC).
Hence replacingU by U ′ andT by C in S, we obtain a subdivision with one more component mapped on itself, a
contradiction.

HenceS2 = F2, and soD containsS1 which is anF1-subdivision.

Lemma 3. Let F1 and F2 be two digraphs such that F1 is strongly connected and F2 contains no F1-subdivision.
Let F be obtained from F1 and F2 by adding some arcs with tail in V(F1) and head in V(F2).

(i) If F1-SUBDIVISION is NP-complete, then F-SUBDIVISION is NP-complete.

(ii) If F- SUBDIVISION is polynomial-time solvable, then F1-SUBDIVISION is polynomial-time solvable.

Proof. We shall prove that a digraphD contains anF1-subdivision if and only ifD �→ F2 contains anF-subdivision,
whereD �→ F2 is obtained fromD+F2 by adding all possible arcs fromV(D) toV(F2).

It is easy to see that ifD contains anF1-subdivisionS, thenS+F2 together with some subset of the arcs from
D to F2 is anF-subdivision inD �→ F2. Conversely, ifD �→ F2 contains anF subdivisionS∗, then sinceF1 is
strongly connected the part ofS∗ forming a subdivision ofF1 has to lie entirely insideD or F2. SinceF2 contains
noF1-subdivision, the subdivision ofF1 has to be insideD and hence we get thatD has anF1-subdivision.

It is useful to look at Figure 1 again and notice that the digraphsA,B show that we need the assumption that
F1 is strongly connected in Lemma 3 (and the analogous version where the roles ofF1 andF2 are interchanged).

A digraphD is robustif it is strongly connected andUG(D) is 2-connected.

Lemma 4. Let F1 and F2 be two digraphs such that F1 is robust and F2 contains no F1-subdivision. Let F be
obtained from F1 and F2 by identifying one vertex of F1 with one vertex of F2.

(i) If F1-SUBDIVISION is NP-complete, then F-SUBDIVISION is NP-complete.

(ii) If F- SUBDIVISION is polynomial-time solvable, then F1-SUBDIVISION is polynomial-time solvable.

Proof. Given a digraphD we form the digraphDF2 by fixing one vertexx in F2 and adding|V(D)| disjoint copies
of F2 such that theith copy has its copy ofx identified with theith vertex ofD. It is easy to check thatD F2

contains anF-subdivision if and only ifD contains anF1-subdivision. This follows from the fact thatF2 contains
noF1-subdivision andUG(F1) is 2-connected.

Lemma 5. Let F be a digraph in which every vertex v satisfiesmax{d+(v),d−(v)} ≥ 2, and let S be a subdivision
of F.

(i) If F-SUBDIVISION is NP-complete, then S-SUBDIVISION is NP-complete.

(ii) If S-SUBDIVISION is polynomial-time solvable, then F-SUBDIVISION is polynomial-time solvable.

1A connected component of a digraphH is a connected component ofUG(H).
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Finding a subdivision of a digraph 6

Proof. We shall prove a polynomial reduction fromF-SUBDIVISION to S-SUBDIVISION.
Let D be an instance ofF-SUBDIVISION andp be the length of a longest path inScorresponding to an arc

in D. Let Dp be theD-subdivision obtained by replacing every arc ofD by a directed path of lengthp. One
easily checks thatD has anF-subdivision if and only ifD p has anF-subdivision. It follows form the fact that
every vertexvcorresponding to one ofF in S must be mapped onto a vertex corresponding toD in D p because
max{d+(v),d−(v)} ≥ 2.

We believe that the condition max{d+(v),d−(v)} ≥ 2 for all v∈V(F) is not necessary, although it is in our
proof.

Conjecture 6. Let F be a digraph, and letSbe a subdivision ofF .

(i) If F-SUBDIVISION is NP-complete, thenS-SUBDIVISION is NP-complete.

(ii) If S-SUBDIVISION is polynomial-time solvable, thenF-SUBDIVISION is polynomial-time solvable.

3 General NP-completeness results

3.1 The tool

The following observations allow us to conclude thatF-subdivision is “almost always” NP-complete. We use an
easy modification of the 2-linkage problem as the basis for these proofs.

A vertexv is said to besmall if d−(v)≤ 2, d+(v)≤ 2 andd(v)≤ 3. A non-small vertex is calledbig.

Theorem 7. The2-LINKAGE problem is NP-complete even when restricted to digraphs with no big vertices in
which x1 and x2 are sources and y1 and y2 are sinks.

Proof. Reduction from 2-LINKAGE in general digraphs.
A switching out-arborescenceis an out-arborescence, in which the root has out-degree 1, the leaves have

out-degree 0 and all other vertices have out-degree 2. Aswitching in-arborescenceis the dual notion to out-
arborescence.

Let D be a digraph andx1,x2,y1,y2 four vertices. LetD∗ be the digraph obtained fromD by deleting all the
arcs enteringx1 andx2 and all the arcs leavingy1 andy2. Let S(D) be the digraph obtained fromD∗ as follows.
For every vertexv, replace all the arcs leavingv by a switching out-arborescence with rootv and whose leaves
corresponds to the out-neighbours ofv in D ∗, and replace all the arcs enteringv by a switching in-arborescence
with root v and whose leaves corresponds to the in-neighbours ofv in D ∗. It is clear thatS(D) has no big vertices
and thatx1 andx2 are sources andy1 andy2 are sinks. Furthermore, one checks easily that there is a 2-linkage from
(x1,x2) to (y1,y2) in D if and only if there is a 2-linkage from(x1,x2) to (y1,y2) in S(D).

3.2 A general NP-completeness theorem

For a digraphD, we denote byB(D) the set of its big vertices. Abig pathin a digraph is a directed path whose
endvertices are big and whose internal vertices all have in- and out-degree one inD (in particular an arc between
two big vertices is a big path). Note also that two big paths with the same endvertices are necessarily internally
disjoint.

The big paths digraphof D, denotedBP(D), is the multidigraph with vertex setV(D) in which there are
as many arcs between two verticesu andv as there are big(u,v)-paths inD. By the remark aboveBP(D) is
well-defined and easy to construct in polynomial time givenD.

Theorem 8. Let F be a digraph. If F contains two arcs ab and cd whose endvertices are big vertices and such
that (BP(F)\ {ab,cd})∪{ad,cb} is not isomorphic to BP(F), then F-SUBDIVISION is NP-complete.

RR n° 8024
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Proof. Reduction from 2-LINKAGE in digraphs with no big vertices in whichx1 andx2 are sources andy1 andy2

are sinks.
Let D,x1,x2,y1,y2 be an instance of this problem. LetH be the digraph obtained from the disjoint union of

F \ {ab,cd} andD by adding the arcsax1, cx2, y1b, andy2d. We claim thatH has anF-subdivision if and only if
D has a 2-linkage from(x1,x2) to (y1,y2).

Clearly, if there is a 2-linkageP1,P2 in D, then the union ofF \{ab,cd} and the pathsax1P1y1b andcx2P2y2d
is aF-subdivision inH.

Conversely, suppose thatH contains anF-subdivisionS. Observe that inH, no vertex ofD is big. Hence,
sinceShas as many big vertices asF , F andShave the same set of big vertices.

Clearly,Scontains as many big paths asF and thus there must be inD two disjoint directed paths between
(x1,x2) and(y1,y2). These two paths cannot be an(x1,y2)- and an(x2,y1)-path, for otherwise(BP(F)\{ab,cd})∪
{ad,cb} = BP(S) is isomorphic toBP(F) sinceS is anF-subdivsion. Hence, there is 2-linkage from(x 1,x2) to
(y1,y2).

Remark 9. Observe that ifBP(F) has two arcsab andcd which are consecutive (i.e.b = c) or contains an
antidirected path(a,b,c,d) of length 3, then(BP(F)\{ab,cd})∪{ad,cb} is not isomorphic toBP(F). Hence, by
Theorem 8,F-SUBDIVISION is NP-complete.

Corollary 10. If F is a digraph with no small vertices, then F-SUBDIVISION is NP-complete.

Proof. If F has no small vertices, thenBP(F) = F . Moreover ifF does not contain two consecutives arcs, then
V(F) can be partitionned into two setsA andB such that all arcs inF have tail inA and head inB. In this case,F
contains an antidirected path of length 3. So by Remark 9, theF-SUBDIVISION problem is NP-complete.

For many digraphsF, the condition of Theorem 8 is verified and soF-SUBDIVISION is NP-complete. How-
ever, there are graphs that do not verifies this condition but yet NP-complete as we shall prove in the following
subsection.

3.3 Dumbbells

An oriented pathis an orientation of an undirected path. LetP= (x1, · · · ,xn) be an oriented path. Ifx1x2 is an arc,
thenP is anout-path, otherwiseP is an in-path. In particular, ifP is a directed path then it is an out-path. The
blocksof P are the maximal subdipaths ofP. We often enumerate them from the origin to the terminus of the path.
The number of blocks ofP is denoted byb(P).

A dumbbellis a digraphD with exactly two big verticesu andv which are connected by an induced oriented
(u,v)-pathP such that removing the internal vertices ofP leaves a digraph with two connected components, oneL
containingu and oneR containing the terminusv. The subdigraphL (resp.R) is theleft (resp.right) plateof the
dumbbell, vertexu is its left clip, vertexv its right clip andP its bar.

A dumbbell setis a disjoint union of dumbbells. In this subsection, we shall give some necessary conditions
for F-SUBDIVISION to be NP-complete,F being a dumbbell set. In Subsection 5.3, we give particular cases when
F-SUBDIVISION is polynomial-time solvable.

A pair of oriented paths(P,Q) is abad pair if one of the following holds:

• P andQ are both directed paths;

• {b(P),b(Q)} �= {1,2}.

• P andQ are both out-paths and{b(P),b(Q)} ∈ {{2};{2,4}};

• P andQ are both in-paths{b(P),b(Q)} ∈ {{2};{2,4}}.

Lemma 11. Let P and Q be two oriented paths. If(P,Q) is not a bad pair, then there exists ab∈ A(P) and
cd∈ A(Q) such that the two oriented paths P′ and Q′ obtained from P and Q by replacing ab and cd by ad and cb
verifies{b(P),b(Q)} �= {b(P′),b(Q′)}.

RR n° 8024
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Proof. Let (P,Q) be a non-bad pair of paths. Without loss of generality, we may assume thatb(Q) ≥ b(P). In
particular this impliesb(Q)≥ 3.

Assume thatP is an out-path (resp. in-path) andQ is an in-path (resp. out-path). Ifb(P) ≥ 2, then takeab
as an arc of the first block ofP andcd an arc of the first block ofQ. Replacingab andcd by ad andcb results
necessarily inb(P′) = 1 andb(Q′) = b(P)+b(Q)−1. If b(P) = 1, takeabas an arc of the first block ofP andcd
an arc of the second block ofQ. Then{b(P′),b(Q′)}= {2,b(Q)−1} �= {b(P),b(Q)}.

So we may assume thatP andQ are both out-paths or both in-paths. Observe that this in particular implies that
P andQ have an even number of blocks, because the opposite path (same digraph but starting form the terminus
and ending at the origin) of an out-path with an odd number of blocks is an in-path with an odd number of blocks.

Take an arcabof the first block ofP and an arccd of the second block ofQ. Then one ofP ′ Q′ has two blocks
and the otherb(P)+b(Q)−2 blocks. So{b(P),b(Q)} �= {2,b(P)+b(Q)−2}, we have the result. Hence we may
assume that{b(P),b(Q)} �= {2,b(P)+b(Q)−2}, sob(P) = 2 because(P,Q) is not bad.

Henceb(Q)≥ 6, because(P,Q) is not bad. Takeabbe an arc of the first block ofP andcd an arc of the third
block ofQ. Then one ofP′, Q′ has four blocks and the other hasb(P)+b(Q)−4 blocks, so we have the result.

If two digraphsD andD′ are isomorphic, then we writeD ∼= D′. If they are not, then we writeD �∼= D′.

Theorem 12. Let F be a dumbbell set. Let D1 and D2 be two dumbbells of F, and for i= 1,2, let Li , Ri, ui, vi and
Pi be the left plate, right plate, left clip, right clip and bar of Di . If one of the following holds

(a) (P1,P2) is not a bad pair,

(b) L1 �∼= L2, L1 �∼= R2, R1 �∼= L2 and R1 �∼= R2,

(c) P1 and P2 are both directed paths, L1 �∼= L2 and R1 �∼= R2,

(d) P1 is a directed path and P2 is an out-path (resp. in-path) with two blocks and L1 �∼= L2 or L1 �∼= R2 (resp.
R1 �∼= L2 or R1 �∼= R2).

then F-SUBDIVISION is NP-complete.

Proof. By Lemma 2, it is sufficient to prove it whenF = D1 +D2. The proof is very similar to the one of
Theorem 8. We give a reduction from 2-LINKAGE in digraphs with no big vertices in whichx1 andx2 are sources
andy1 andy2 are sinks.

Let D,x1,x2,y1,y2 be an instance of this problem. Letab be an arc of the bar ofD 1 andcd be an arc of the
bar ofD2. Moreover, if(P1,P2) is not a bad pair, we chooseab andcd as decribed in Lemma 11. LetH be the
digraph obtained from the disjoint union ofF \ {ab,cd} andD by adding the arcsax1, cx2, y1b, andy2d. We can
then show thatH has anF-subdivision if and only ifD has a 2-linkage from(x1,x2) to (y1,y2).

Clearly, if there is a 2-linkageR1,R2 in D, then the union ofF \{ab,cd} and the pathsax1R1y1b andcx2R2y2d
is anF-subdivision inH.

Conversely, suppose thatH contains anF-subdivisionS. For each vertexx of F , we denote byx ∗ the vertex
corresponding tox in Sand for any subdigraphG of F, we denote byG ∗ the subdigraph ofScorresponding to the
subdivision ofG.

In H, no vertex ofD is big, so the sole big vertices ofD are the clips ofD 1 andD2. Hence{u∗1,v
∗
1,u

∗
2,v

∗
2} =

{u1,v1,u2,v2}. Now in S, the pathsP∗
1 andP∗

2 connect big vertices. For connectivity reasons these two paths must
useP1 \ab andP2 \ cd. In particular,(L1+L2+R1+R2)

∗ is a subdigraph ofL1+L2+R1+R2. So(L1+L2+
R1+R2)

∗ = L1+L2+R1+R2. So for anyG∈ {L1,L2,R1,R2}, the digraphG∗ is isomorphic toG and is one of
the subdigraphsL1, L2, R1 andR2.

Moreoverb(P∗
i ) = b(Pi) for i = 1,2. Hence, the subpaths ofP∗

1 ∩D andP∗
2 ∩D must be two disjoint directed

paths inD, with origins in{x1,x2} and terminus in{y1,y2}, for otherwiseb(P∗
1)+b(P∗

2)> b(P1)+b(P2).
Let P′

1 andP′
2 be the oriented paths obtained fromP1 and P2 by replacingab and cd by ad andcb. By

construction, if there is no 2-linkage from(x1,x2) to (y1,y2) in D, thenP∗
1 andP∗

2 consist in aP′
1-subdivision and a

P′
2-subdivision, and so{b(P′

1),b(P
′
2)} = {b(P∗

1),b(P
∗
2)}.
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(a) If (P1,P2) is not a bad pair, then by our choice ofab andcd, {b(P ′
1),b(P

′
2)} �= {b(P1),b(P2)}. Since

b(P∗
1) = b(P1) andb(P∗

2) = b(P2), there is a 2-linkage from(x1,x2) to (y1,y2) in D.

(b) If L1 �∼= L2 andL1 �∼= R2, thenL∗
1 ∈ {L1,R1}. Similarly, if R1 �∼= L2 andR1 �∼= R2, thenR∗

1 ∈ {L1,R1}.
HenceP∗

1 must go fromu1 to v1, and soP∗
1 ∩D is a directed(x1,y1)-path. Hence there is a 2-linkage

from (x1,x2) to (y1,y2) in D.

(c) If P1 andP2 are both directed paths, then{u∗
1,u

∗
2}= {u1,u2} as there are the origin ofP∗

1 andP∗
2 . Now,

sinceL1 �∼= L2, we haveL∗
1 = L1 andL∗

2 = L2. Similarly,R∗
1 = R1 andR∗

2 = R2. Hence,P∗
1 ∩D andP∗

2 ∩D
form a 2-linkage from(x1,x2) to (y1,y2) in D.

(d) Assume thatP1 is a directed path and thatP2 is an out-path with two blocks. (The proof is analoguous
whenP2 is an in-path with two blocks.)

Assume thatL1 �∼= L2. Then we can choosecd to be an arc of the first block ofP2. Necessarily,v∗1 = v1

andR∗
1 = R1 sincev∗1 is the only clip with out-degree 0 inP∗

1 ∪P∗
2 . It follows thatL∗

1 ∈ {L1,L2}, and so
L∗

1 = L1 becauseL1 �∼= L2. ThusP∗
1 ∩D is a directed(x1,y1)-path and there is a 2-linkage from(x1,x2) to

(y1,y2) in D.

If L1 �∼= R2, we get the result similarly by choosingcd to be an arc of the second block ofP2.

4 Easy polynomial-time solvableF-subdivision problems

There are digraphsF for whichF-SUBDIVISION can be easily proved to be polynomial-time solvable.
A spideris a tree obtained from disjoint directed paths by identifying one end of each path into a single vertex.

This vertex is called thebodyof the spider.

Proposition 13. If F is the disjoint union of spiders, then F-SUBDIVISION can be solved in O(n |V(F)|) time.

Proof. A digraphD contains anF-subdivision if and only if it containsF as a subdigraph. This can be checked in
O(n|V(F)|) time.

Lemma 14. Let F1 be a digraph and S a disjoint union of spiders. If F1-SUBDIVISION is polynomial-time solvable,
then(F1+S)-SUBDIVISION is also polynomial-time solvable.

Proof. For each setA of |S| vertices, we check if the digraphD〈A〉 induced byA containsS. Then, if yes, we check
if D−A has anF-subdivision.

4.1 Subdivision of directed cycles

We denote byCk the directed cycle of lengthk.

Proposition 15. For every k≥ 2, Ck-SUBDIVISION can be solved in time O(nk ·m).

Proof. For anyk≥ 2, for k-tuple(x1,x2, . . . ,xk), we check if(x1,x2, . . . ,xk) is a directed path and if yes if there is
a directed(xk,x1)-path inD−{x2, . . . ,xk−1}. There areO(nk) k-tuples, so this can be done in timeO(nk ·m).

The running time above is certainly not best possible. For example, whenk= 2 or k= 3, we can find linear-
time algorithms.

Proposition 16. C2-SUBDIVISION can be solved in linear time.
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Proof. A subdivision of the directed 2-cycle is a directed cycle. Hence a digraph has aC2-subdivision if and only if
it is not acyclic. Since one can check in linear time if a digraph is acyclic or not [ 1, Section 2.1],C2-SUBDIVISION

is linear-time solvable.

Proposition 17. C3-SUBDIVISION can be solved in linear time.

Proof. Let D be a digraph. IfD has no directed 2-cycles, thenD contains aC3-subdivision if and only if it is not
acyclic, which can be tested in linear time.

Assume now thatD has some directed 2-cycles. LetH be the graph with vertex setV(D) and edge-set
{xy | (x,y,x) is a 2-cycle ofD}. The graphH can be constructed in linear time. We first check, in linear time, if
H contains a cycle. IfH contains a cycle, then it has length at least 3 and any if its two directed orientations is a
directed cycle inD, so we return such a cycle, certifying thatD is a ’yes’-instance.

If not, thenH is a forest. If there is any single arcuv (an arc which is not part of a 2-cycle) inD such that both
u andv belong to the same connected component ofH, then it is easy to produce a directed cycle of length at least
3 in D (following a path fromu to v in H) so we may assume that all single arcs go between different components
in H. Now it is easy to see thatD contains a cycle of length at least 3 if and only if the digraph obtained by
contracting (into a vertex) each connected component ofH in D has a directed cycle. In case we find such a cycle,
we can easily reproduce a directed cycle of length at least 3 inD.

Dabow and Nie proved that it is FPT to decide if a graph has a cycle of length at leastk.

Theorem 18(Gabow and Nie [10, 11]). One can decide in time O(k3k ·n·m) whether a digraph contains a directed
cycle of length at least k.

Problem 19. For anyfixedk, can we solveCk-SUBDIVISION in linear time? In other words, does there exists a
function f such that one can decide in timeO( f (k)(n+m)) whether a digraph contains a directed cycle of length
at leastk?

5 Polynomial-time solvable problems via flows

5.1 Subdivision of spindles

Two paths areindependentif they have no internal vertices in common. A(k 1, . . . ,kp)-spindle is the union ofp
pairwise independent directed(a,b)-pathsP1, . . . ,Pp of respective lengthk1, . . . ,kp. Vertexa is said to be thetail
of the spindle andb its head.

Proposition 20. If F is a spindle, then F-SUBDIVISION can be solved in time O
(

n|V(F)|+3
)

.

Proof. Let F be a spindle with taila and headb. Let a1, . . . ,ap be the out-neighbours ofa in F . An F-subdivision
may be seen as anF-subdivision in which only the arcsaai, 1≤ i ≤ p are subdivided. The following algorithm
takes advantage of this property.

Let D be a digraph. For each pair(S,a′) whereSis a set of|V(F)|−1 vertices anda′ a vertex ofD−S, wefirst
enumerate all the possible subdigraphs ofD〈S〉 isomorphic toF − a with a ′

1, . . . ,a
′
p corresponding toa1, . . . ,ap.

We then check if, inD− (S\ {a′
1, . . . ,a

′
p}), there existp independent directed pathsPi , 1≤ i ≤ p, eachPi starting

in a′ and ending ina′
i . This can be done using a flow algorithm. Clearly, this algorithm decides if there is an

F-subdivision inD. There areO(n|V(F)|) possible pairs(S,a′), and for each of them we run at most(|V(F)|−1)!
times a flow algorithm. There exists such an algorithm running in timeO(n3). So the time complexity of the above

algorithm isO
(

n|V(F)|+3
)

.

The complexity given in Proposition 20 is certainly not optimal. For example, it can be improved for spindles
with paths of small lengths.
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Proposition 21. If F is a (k1, . . . ,kp)-spindle and ki ≤ 2 for all 1≤ i ≤ p, then F-SUBDIVISION can be solved in
O(n5) time.

Proof. If some of theki , sayk1, equals 1, then finding anF-subdivision is equivalent to findp independent directed
paths from some vertexa to some other vertexb, which by Menger’s theorem is equivalent to check that the
connectivity froma andb is at leastp. For any pair(a,b), this can be done in timeO(n 3) using flows.

If ki = 2 for all 1≤ i ≤ 2, then finding anF-subdivision is equivalent to findp independent directed paths of
length at least two from some vertexa to some other vertexb. Such paths exist if and only if inD\ab there arep
independent(a,b)-paths. For any pair(a,b), this can be checked in timeO(n3).

Hence a natural question is to ask is the following: given a spindleF and a digraphD, one can decide in time
f (|V(F)|)×nc if D contains anF-subdivision, wheref is an arbitrary function andc an absolute constant. This
may be formulated in FPT setting as follows.

Problem 22. Is the following problem fixed-paramater tractable?
SPINDLE-SUBDIVISION

Input: A spindleF and a digraphD.
Parameter: |V(F)|.
Question: DoesD contain a subdivision ofF?

5.2 Subdivision of corrals

A corral is an oriented treeC such that there is a vertexr, called theroot, of in-degree 0 such thatC− r is the
disjoint union of spiders.

Proposition 23. If C is a corral, then C-SUBDIVISION can be solved in time O
(

n|V(C)|+2
)

.

Proof. The proof is similar to the one for spindles. Thus we leave it to the reader.

5.3 Subdivision of palm trees

A palm treeis a dumbbell, whose left and right plates are spiders, and whose bar is a directed path of length one.
Observe that in a palm tree, the two clips must be the bodies of the spiders. Apalm groveis a disjoint union of
palm trees. For example, the two graphsA andB depicted Figure 1 are palm groves.

By Theorem 12(c), ifF is a palm grove having two palm trees whose left spiders are not isomorphic and whose
right spiders are not isomorphic, thenF-SUBDIVISION is NP-complete. We shall now prove that it is indeed the
only hard case. Observe that if a digraph contains a subdivision of a palm tree, then it contains a subdivision of
this palm tree such that the only subdivided arc is the bar.

Theorem 24. Let F be a palm grove. Then F-SUBDIVISION is polynomial-time solvable if and only if all its left
spiders are isomorphic or all its right spiders are isomorphic.

Proof. If there are two left spiders that are not isomorphic and there are two right spiders that are not isomorphic,
then there exist two palm trees such that there left spiders are not isomorphic and their right spiders are not
isomorphic. Then, by Theorem 12-(c),F-SUBDIVISION is NP-complete.

Assume now that all the right spiders are isomorphic to a spiderR. Let L 1, . . . ,Lp be the left spiders (possibly
some of them are isomorphic). We shall decribe an algorithm to solveF-SUBDIVISION.

Let D be a digraph. By the above remark, ifD contains anF-subdivision, then it contains anF-subdivision
such that only the bars of the palm trees are subdivided. Hence we look for such a subdivision. Observe that such
a subdivision is the disjoint union of copies of each of theL i , 1≤ i ≤ p andp copies ofR together withp disjoint
directed paths from the bodies of the copies of theL i to the bodies of thep copies ofR. Hence to decide ifD
contains anF-subdivision, we try all possibilities for the disjoint union of spidersL i , 1≤ i ≤ p, andp spidersR
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and for each possibility we check via a max flow algorithm if there are disjoints paths from the bodies of theL i to
the bodies of the copies ofR.

Formally, the algorithm is the following. For each set of distinct vertices{u1, . . .up,v1, . . . , vp} of D and
family of disjoints subsets{U1, . . . ,Up,V1, . . . ,Vp} of D such that for 1≤ i ≤ p, ui ∈ Ui andvi ∈ Vi , we check if
for all i, D〈Ui〉 (resp.Vi) contains a spider isomorphic toL i (resp.R) with bodyui (resp.vi). If not we proceed to
the next case. If yes, we check if there arep disjoint directed paths from{u1, . . . ,up} to {v1, . . . ,vp} in the digraph
D\ (

⋃p
i=1(Ui ∪Vi)\ {ui,vi}) via a flow algorithm. If there are such paths, the union of them with the spiders is an

F-subdivision and we return it. If such paths do not exists, we proceed to the next case.
The number of possible cases isO(n|V(F)|) and each run of the flow algorithm can be done inO(n3). Hence

the complexity of the algorithm isO(n|V(F)|+3).

5.4 Subdivision of windmills

A cycle windmillis a digraph obtained from disjoint directed cycles by taking one vertex per cycle and identifying
all of these. This vertex will be called theaxisof the windmill.

Theorem 25. If W is a cycle windmill, then W-SUBDIVISION can be solved in time O(n|W|+3).

Proof. SupposeW is a windmill with axiso and cycle lengthsa1,a2, . . . ,ap. To check whether a given digraph
D = (V,A) contains a subdivision ofW with axis at the vertexx we do the following (until success or all subsets
have been tried): For all choices of disjoint ordered subsetsX1,X2, . . . ,Xp of V such thatXi = {vi,1, . . . ,vi,ai−1},
i = 1,2, . . . , p check whetherQi = xvi,1vi,2 . . .vi,ai−1 is a directed(x,vi,ai−1)-path. If this holds for alli, then delete
all the vertices ofXi − vi,ai−1 , i = 1,2, . . . , p and check whether the resulting digraph contains internally disjoint
pathsP1,P2, . . . ,Pp wherePi is a path fromvi,ai−1 to x using a maximum flow algorithm. If these paths exist, then
return the desired subdivision ofW formed by the union ofQ1,Q2, . . . ,Qp,P1,P2, . . . ,Pp. Otherwise continue to
the next choice forX1,X2, . . . ,Xp. Since the size ofX1∪X2∪ . . .∪Xp is |W|−1, there areO(n|W|−1) choices for
it, and there aren choices forx, hence the algorithm runsO(n |W|) times a maximum flow algorithm. Since there
is exists anO(n3) algorithm for maximum flow in a network, the overall complexity isO(n |W|+3).

Clearly, given as input a windmillW and a digraphD, deciding ifD contains aW-subdivision is NP-complete
because the Hamiltonian cycle problem is a particular case of it. Theorem 25 tells us that this problem parameter-
ized by|W| is in XP. But is it fixed-parameter tractable?

Problem 26. Is the following problem fixed-paramater tractable?
CYCLE-WINDMILL SUBDIVISION

Input: A cycle windmillW and a digraphD.
Parameter: |V(W)|.
Question: DoesD contain a subdivision ofW?

6 The Fork Problem and bispindles

A fork with bottom vertex a, top verticesb andc and centret is a digraph in which

• a, b andc are distinct, andt is distinct fromb andc (but possibly equal toa),

• every vertex excepta has in-degree 1 anda has in-degree 0, and

• all vertices exceptb, c andt have out-degree 1 andb andc have out-degree 0 andt has out-degree 2.

The following problem is very useful, as it can be efficiently solved.
FORK

Input: A digraphD and three distinct verticesa, b andc.
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Question: DoesD contain a fork with bottom vertexa and top verticesb andc?

Lemma 27. FORK can be solved in linear time.

Proof. Assume that a digraphD contains a fork with bottom vertexa and top verticesb andc. Then, clearly, there
are a directed(a,b)-path inD− c and a directed(a,c)-path inD−b.

We claim that this necessary condition is also sufficient. Indeed, assume that there is a a directed(a,b)-pathP
in D−c and a directed(a,c)-pathQ in D−b. Let t be the last vertex onP which also belongs toQ. Such a vertex
exists becausea is in P andQ. Then the union ofP andQ[t,c] is the desired fork.

Since one can decide in linear time if there is a directed(u,v)-path in a digraph, FORK can be solved in linear
time.

The (k1, . . . ,kp; l1, . . . , lq)-bispindle, denotedB(k1, . . . ,kp; l1, . . . , lq), is the graph obtained from the disjoint
union of a(k1, . . . ,kp)-spindle with taila1 and headb1 and a(l1, . . . , lq)-spindle with taila2 and headb2 by
identifyinga1 with b2 into a vertexa, anda2 with b1 into a vertexb. The verticesa andb are called, respectively,
the left nodeand theright nodeof the bispindle. The directed(a,b)-paths are called theforward paths, while the
directed(b,a)-paths are called thebackward paths.

We say that(P1, . . . ,Pp;Q1, . . . ,Qq) is a(k1, . . . ,kp; l1, . . . , lq)-bispindle if , for each 1≤ i ≤ p, Pi is a directed
(c,d)-path of lengthki , for each 1≤ j ≤ q, Q j is a directed(d,c)-path of lengthl j and the union of thePi andQ j

is B(k1, . . . ,kp; l1, . . . , lq).
Let F be a bispindle withp forward paths andq backward paths. Consider the big paths multidigraphBP(F).

By Remark 9, we get the following.

Proposition 28. Let F be a bispindle with p forward paths and q backward paths. If p≥ 1, q≥ 1, and p+q≥ 4,
then F-SUBDIVISION is NP-complete.

On the other hand, ifF has no backward paths or exactly one backward path and one forward path, then it
is a spindle or a directed cycle, respectively. In both cases,F-SUBDIVISION can be solved in polynomial time as
shown in Subsections 5.1 and 4.1, respectively.

We now show using Lemma 27 that, in the remaining cases, that is whenF is a bispindle with two forward
paths and one backward path,F-SUBDIVISION is polynomial-time solvable.

Theorem 29. If F is a bispindle with two forward paths and one backward path, then F-SUBDIVISION can be
solved in time O(n|F|+1 ·m).

Proof. Let a be the left node ofF and letb andc be its two out-neighbours inF .
For every subsetSof |F | vertices, we check ifD〈S〉 contains a copy ofF \{ab,ac}with a ′, b′, c′ corresponding

to a, b, c, respectively. Then we check inD−(S\{a′,b′,c′}) if there is a fork with bottom vertexa′ and top vertices
b′ andc′.

Since there areO(n|F|) possible setS and FORK can be solved in linear time by Lemma 27, our algorithm
runs in timeO(n|F|+1 ·m).

The complexity given in Theorem 29 is certainly not best possible. Again a natural question is to ask if given a
digraphD and a bispindleF with two forward paths and one backward path, one can decide in timef (|V(F)|)×n c

if D contains anF-subdivision, wheref is an arbitrary function andc an absolute constant.

Problem 30. Is the following problem fixed-paramater tractable?
BISPINDLE-SUBDIVISION

Input: A bispindleF with two forward paths and one backward path and a digraphD.
Parameter: |V(F)|.
Question: DoesD contain a subdivision ofF?

In the next section, we give faster algorithms to solveB(1,2;1)- , B(1,2;2)- andB(1,3;1)-SUBDIVISION.
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7 Polynomial-time solvable problems via handle decomposition

Let D be a strongly connected digraph. Ahandle hof D is a directed path(s,v1, . . . ,vℓ, t) from s to t (wheres and
t may be identical) such that:

• for all 1≤ i ≤ ℓ, d−(vi) = d+(vi) = 1, and

• the digraphD\h obtained fromD by suppressing h, that is removing the arcs and the internal vertices of
h, is strongly connected.

The verticess andt are theendverticesof h while the verticesvi are itsinternal vertices. The vertexs is the
tail of h andt its head. Thelengthof a handle is the number of its arcs, hereℓ+1. A handle of length one is said
to betrivial .

Given a strongly connected digraphD, ahandle decompositionof D starting atv∈V(D) is a triple(v,(h i)1≤i≤p,
(Di)0≤i≤p), where(Di)0≤i≤p is a sequence of strongly connected digraphs and(h i)1≤i≤p is a sequence of handles
such that:

• V(D0) = {v},

• for 1≤ i ≤ p, hi is a handle ofDi andDi is the (arc-disjoint) union ofD i−1 andhi , and

• D = Dp.

A handle decomposition is uniquely determined byv and either(h i)1≤i≤p, or (Di)0≤i≤p. The number of han-
dlesp in any handle decomposition ofD is exactly|A(D)|− |V(D)|+1. The valuep is also called thecyclomatic
numberof D. Observe thatp= 0 whenD is a singleton andp= 1 whenD is a directed cycle.

7.1 Subdivision of the lollipop

The lollipop is the digraphL with vertex set{x,y,z} and arc set{xy,yz,zy}.

Proposition 31. L-SUBDIVISION can be solved in linear time.

Proof. If D contains a strong component of cyclomatic number greater than 1, then it contains a lollipop. Indeed,
the smallest directed cycleC in the component is induced and is not the whole strong component. Hence there
must be a vertexv dominating a vertex ofC thus forming a lollipop-subdivision.

If not, then all the strong components are cycles. ThusD contains a lollipop if and only if one of its component
is a directed cycle and is not an initial strong component (i.e some arc is entering it).

All this can be checked in linear time.

7.2 Faster algorithm for subdivision of bispindles

In this subsection, using handle decomposition, we show algorithms to solveB(1,2;1)- , B(1,2;2)- andB(1,3;1)-
SUBDIVISION, whose running time is smaller than the complexity of Theorem 29.

Recall that a digraphD is robustif it is strongly connected andUG(D) is 2-connected. Therobust components
of a digraph are its robust subdigraphs which are maximal by inclusion.

Because bispindles are robust, a subdivisionSof a bispindle is also robust, and if a digraphD containsS, then
Smust be in a robust component ofD. Finding the robust components of a digraph can be done in linear time, by
finding the strong components and the 2-connected components of the underlying graphs of these. Therefore one
can restrict our attention to subdivision of bispindles in robust digraphs.
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7.2.1 Subdivision of the(1,2;1)-bispindle

Observe that a subdivision of the(1,2;1)-bispindle has cyclomatic number two. Conversely, one can easily check
that every robust digraph of cyclomatic number 2 is a subdivision of the(1,2;1)-bispindle. Hence, we have the
following.

Proposition 32. A digraph contains a subdivision of the(1,2;1)-bispindle if and only if one of its robust compo-
nents has cyclomatic number at least two.

Corollary 33. B(1,2;1)-SUBDIVISION can be solved in linear time.

Proof. Finding the robust components can be done in linear time and computing the cyclomatic number of all of
them in linear time as well.

7.2.2 Subdivision of the(1,2;2)-bispindle

In this subsection, we show thatB(1,2;2)-SUBDIVISION is polynomial-time solvable. In order to prove it, we
characterize the robust digraphs that contain noB(1,2;2)-subdivision. Let us now describe the familyF 1,2;2. A
double ring is a digraph obtained from an undirected cycle by replacing every edge by two arcs, one in each
direction. See Figure 2. A digraphG is in F1,2;2 if it is a double ring or it can be obtained from a(k1, . . . ,kp)-
spindleS, p≥ 1, with tail x and heady as follows. Add the arcyx and possibly someback arcs, that are, arcsvu
such thatuv∈ A(S), so that the unique directed(y,x)-path is the arcyx. See Figure 3.

Figure 2: The double ring of order 6.

Theorem 34. A robust digraph D contains a B(1,2;2)-subdivision if and only if D/∈ F 1,2;2.

Proof. Let us first prove that ifD ∈ F1,2;2, then it contains noB(1,2;2)-subdivision. Suppose for a contradiction,
that there is such a subdivisionS. Leta andb be the left and right nodes of a subdivision ofS. Then the connectivity
betweena andb is at least 2 in one direction. So, by construction, either(a,b) = (x,y), or (a,b) is such thatab
is a back arc. But, in both cases, the unique directed(b,a)-path is(b,a) which has length less than 2, this is a
contradiction.

Suppose now thatD /∈F1,2;2. Let us prove that it contains aB(1,2;2)-subdivision. Let(v,(h i)1≤i≤p, (Di)0≤i≤p)
be a handle decomposition ofD, and leti be the smallest positive integer such thatD i /∈F1,2;2. Clearlyi ≥ 2 because
every directed cycle is inF1,2;2. ThenDi−1 is in F1,2;2.

We shall prove thatDi contains aB(1,2;2)-subdivision, and thus so doesD.
Suppose first thatDi−1 is the double ring associated to a cyclex1x2 . . .xnx1. Without loss of generality, we may

assume that the tail ofhi is x1 and its headx j for 2≤ j ≤ n. Then(hi ,x1 . . .x j ;x j . . .xnx1) is aB(1,2;2)-subdivision.
(Observe that ifj = 2, thenhi must have length at least 2, since there are no multiple arcs.)
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Figure 3: A digraph inF1,2;2, which is not a double ring

Suppose now thatDi−1 is not a double ring. Letx andy be the two vertices ofD i−1 as in the definition of
F1,2;2. In other words,Di−1 is obtained from a spindle(P1,P2, . . . ,Pk) with tail x and heady by addingyxand some
back arcs. We distinguish several cases according to the possible locations of the tailu and headv of h i . Observe
that(u,v) �= (x,y) for otherwiseDi would be inF1,2;2.

(i) u= y andv= x. Sinceyx is an arc ofD i−1 and there is no multiple arcs, the handlehi has length at least
2. Hence(yx,hi ;P1) is aB(1,2;2)-subdivision.

(ii) u= x andv is an internal vertex of somePj . Since there are no multiple edges, one of the two(x,v)-paths
hi andPj [x,v] has length at least 2. Hence(hi ,Pj [x,v];Pj [v,y]x) is aB(1,2;2)-subdivision.

(iii) v= y andu is an internal vertex of somePj . This case is similar to the previous one by directional duality.

(iv) u= y andv is an internal vertex of someP j . Then(hi,yPj [x,u];Pj [u,y]) is aB(1,2;2)-subdivision. Note
that, sinceDi �∈ F1,2;2, at least one ofhi andPj [u,y] has length more than one.

(v) v= x andu is an internal vertex of someP j . This case is similar to the previous one by directional duality.

(vi) u andv are internal vertices of the sameP j andu precedesv on Pj . Since there are no multiple edges,
one of the two(u,v)-pathshi anduPjv has length at least 2. Hence(hi ,Pj [u,v];Pj [v,y]xPj [x,v]) is a
B(1,2;2)-subdivision.

(vii) u andv are internal vertices of the sameP j andv precedesu onPj . If hi is of length one, then inD i all the
back arcs associated to arcs ofPj exist, for otherwiseDi would be inF1,2;2. These arcs induce a directed
(y,x)-pathRj of length at least 2. Moreover,k≥ 2, for otherwiseD i would be inF1,2;2 with y as left node
andx as right node. Ifk= 2 and the path of{P1,P2}\{Pj} was of length one, thenD i would be a double
ring. Hence, there isj ′ �= j such thatPj ′ has length at least two, and we have theB(1,2;2)-subdivision
(yx,Rj ;P′

j)

(viii) u is an internal vertex ofPj , v is an internal vertex ofPj ′ and j �= j ′. Then(hi ,uPjyPj ′v; vPj ′xPju) is a
B(1,2;2)-subdivision.

Corollary 35. B(1,2;2)-SUBDIVISION can be solved in linear time.
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7.2.3 Subdivision of the(1,3;1)-bispindle

Observe that there is aC4 in a (1,3;1)-bispindle. So, a digraphD that has no directed cycle of length greater than
3 contains noB(1,3;1)-subdivision.

Let D be a robust digraph andC= (v1, . . . ,vℓ,v1) a directed cycle inD. A handle decomposition(v,(h i)1≤i≤p,
(Di)0≤i≤p) is said to beC-badif

(i) D1 =C;

(ii) for all i ≥ 2, hi has length 1 or 2, its endvertices are onC and the distance between the origin and the
terminus ofhi aroundC is 2.

(iii) If hi is a (vk,vk + 2)-path andh j is a (vk−1,vk + 1)-path (indices are taken moduloℓ), then these two
handles have length 1.

(iv) If ℓ≥ 5, there nok such that(vk−2,vk), (vk−1,vk+1) and(vk,vk+2) are handles.

The notion ofC-bad handle decomposition plays a crucial role for findingB(1,3;1)-subdivision as shown by
the next two lemmas.

Lemma 36. Let D be a digraph and C a directed cycle in D of length at least4. Then one of the following holds:

• D contains a B(1,3;1)-subdivision,

• C is not a longest circuit in D, or

• D has a C-bad handle decomposition.

Proof. SetC=(v1, . . . ,vℓ,v1). LetH = (v,(hi)1≤i≤p,(Di)0≤i≤p) be a handle decomposition ofD such thatD1 =C.
If H is notC-bad, then letk be the largest integer such thatHk = (v,(hi)1≤i≤k,(Di)0≤i≤k) is aC-bad handle

decomposition. One of the following occurs:

(i) the origin sk+1 of hk+1 is the internal vertex of somehi, i ≥ 2. SinceHk is C-bad, then necessarily
hi = (si ,sk+1, ti), and there is a directed path(si ,vi , ti) of length 2 inC. Let tk+1 be the terminus ofhk+1.
If tk+1 is onC, we seth∗ = hk+1 andt∗ = tk+1. If not, thentk+1 has an out-neighbourt ∗ on C and we
let h∗ be the concatenation ofhk+1 and(tk+1, t∗). In both cases,h∗ is a directed(sk+1, t∗)-path with no
internal vertices inC. If t∗ = vi , thenh∗ ∪ (C\ {sivi})∪ (si ,sk+1) is a directed cycle longer thanC. If
t∗ = si , then(C∪h∗ ∪ (si ,sk+1))− vi is aB(1,3;1)-subdivision with right nodesi and left nodesk+1. If
t∗ = ti , thenC[ti ,si ]∪h∗ is a directed cycle longer thanC because in that caseh∗ has length at least 2. If
t∗ /∈ {si , ti ,vi}, thenC∪h∗∪ (si ,sk+1) is aB(1,3;1)-subdivision with left nodesi and right nodet ∗.

(ii) the terminus ofhk+1 is the internal vertex of somehi , i ≥ 2. We get the result in a similar way to the
preceding case.

(iii) hk+1 has length greater than 2 and its two endvertices are onC. Then the union ofC andh k+1 is a
B(1,3;1)-subdivision.

(iv) hk+1 = (s, t) with s, t andC[s, t] has length at least 3. ThenC∪ (s, t) is aB(1,3;1)-subdivision with right
nodes and left nodet.

(v) hk+1 is one of the two handlesh and h′, whereh is a (vk−1,vk+1)-handle andh′ is a (vk,vk+2) for
somek, and one ofh andh′ has length two. Ifh has length two, say(vk−1,x1,vk+1), then the union
of (vk−1,vk)∪h′, (vk−1,x1,vk+1,vk+2) andC[vk+2,vk−1] form a B(1,3;1)-subdivision. Ifh′ has length
two, sayh′ = (vk,x2,vk+2), then the union ofh∪ (vk+1,vk+2), (vk−1,vk,x2,vk+2) andC[vk+2,vk−1] form
aB(1,3;1)-subdivi- sion.
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(vi) hk+1 is one of the three handles(vk−2,vk), (vk−1,vk+1), (vk,vk+2) for somek andp≥ 5. In this case, the
union of(vk−2,vk−1,vk+1,vk+2), (vk−2,vk,vk+2) andC[vk+2,vk−2] form aB(1,3;1)-subdivision.

Lemma 37. Let D be a robust digraph and C a directed cycle in D of length at least4. If D has a C-bad handle
decomposition, then it does not contain any B(1,3;1)-subdivision.

Proof. By induction on the numberp of handles of the handle decomposition, the result holding trivially ifp= 1.
SetC = (v1, . . . ,vℓ,v1) and letH = (v,(hi)1≤i≤p,(Di)0≤i≤p) be aC-bad handle decomposition ofD.
By the induction hypothesisDp−1 does not have anyB(1,3;1)-subdivision.
Suppose, by way of contradiction, thatD p contains aB(1,3;1)-subdivisionS. Necessarily,hp is a subdigraph

of S. Free to rename, the vertices ofC, we may assume thatv1 andv3 are the origin and the terminus, respectively,
of hp. If v2 is not in S, then replacinghp with (v1,v2,v3) in S, we obtain aB(1,3;1)-subdivision contained in
Dp−1, a contradiction. Hencev2 ∈ V(S). By the conditions(iii ) and(iv) of aC-bad handle decomposition, there
cannot be both a handle ending atv2 and a handle starting atv2. By directional duality, we may assume thatv2 has
in-degree one, and sov1v2 ∈ A(S), andv1 is the left node ofS. Now,v2v3 is not an arc ofS, for otherwisev3 will be
the right node ofS, and the two directed(v1,v3)-paths inShave length at most 2, a contradiction. But, inS, there
is an arc leavingv2, it must be in a handle, and so by (iv) and (ii) of the definition ofC-bad, this arc must bev 2v4.
Again by (iii) of the definition ofC-bad, there is no arc leavingv3 exceptv3v4. Hencev3v4 ∈ A(S). Thenv4 is the
right node ofS, and the two directed(v1,v4)-paths inShave length 2, a contradiction.

Theorem 38. B(1,3;1)-SUBDIVISION can be solved in O(n ·m) time.

Proof. Given a digraphD, we compute the robust components ofD and solve the problem separately on each of
them.

For each robust component, we first search for a directed cycleC0 of length at least 4. This can be done
in O(n ·m) time by Theorem 18. If there is no such cycle, then we return ‘no’. If not, then we build a handle
decomposition starting fromC := C0. Each time, we add a new handle, one can mimick the proof of Lemma 36,
we either find aB(1,3;1)-subdivision which we return, or aC-bad handle decomposition, or a directed cycleC ′

longer than the currentC. Observe that in this case, it is easy to derive aC ′-bad handle decomposition containing
the vertices added so far from theC-bad one. This can be done in timeO(n·m) because an arc has to be considered
only when it is added in a handle, and we just need to keep a set of at mostmhandles.

At the end of this process, if noB(1,3;1)-subdivision has been returned, we end up with aC-bad decomposi-
tion of D. So, by Lemma 37,D has noB(1,3;1)-subdivision, and we can proceed to the next robust component, or
return ‘no’ if there none.

8 Classes of digraphs for whichF-SUBDIVISION is polynomial-time solv-
able for all F

Lemma 39. Let D be a class of digraphs which is closed under the operation which takes as input a digraph
D ∈ D, a bounded set of vertices x1,x2, . . . ,xr ∈V(D) and integers i1, i2, . . . , ir ,o1,o2, , . . . ,or , all between 0 and r
and outputs the digraph D′ that is obtained as follows: For j= 1,2, . . . , r replace xj and all arcs incident to it by
two sets of vertices Ij = {v j ,1, . . . ,v j ,i j },O j = {wj ,1, . . . ,wj ,o j } (if i j = 0 or o j = 0 the corresponding set is empty),
all possible arcs from N−D (x j) to I j and from Oj to N+

D (x j). If k-LINKAGE is polynomial-time solvable for all fixed
k for digraphs inD, then, for each digraph F, F-SUBDIVISION is polynomial-time solvable on digraphs inD.

Proof. Let F be a digraph with vertex set{1,2, . . . , r} and letD belong toD. It is sufficient to show that we can
decide in polynomial time whether a fixed one-to-one mapping ofV(F) to V(D) extends to a subdivision ofF in
D. So we assume below that a one-to-one mapping ofV(F) toV(D) is given.
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For each vertexα ∈ V(F), fix an ordering of the arcs enteringα and an ordering of the arcs leavingα:
We label thed−

F (α) in-neighbours ofα by iα,1, iα,2, . . . , iα,d−F (α) and we label thed+
F (α) out-neighbours ofα by

oα,1,oα,2, . . . ,oα,d+F (α). For a given arce= αβ ∈ A(F) this gives two labelsl +αβ andl−αβ (the number it has inα’s

out-labelling and inβ’s in-labelling). Given the one-to-one mappingf : V(F) → V(D) we make a new digraph
DF from D by replacing each vertexf (α), α ∈ V(F) by two setsI f (α) = {iα,1, iα,2, . . . , iα,d−F (α)} andO f (α) =

{oα,1,oα,2, . . . ,oα,d+F (α)} and joining every in-neighbourx of f (α) in D to every vertexy in I f (α) by an arcx → y

and every vertexp of O f (α) to every out-neighbourq of f (α) in D (it is possible that one of the setsI f (α),Of (α) is
empty in which case we add no arcs corresponding to that set).

Now it is easy to check thatf can be extended to a subdivision ofF in D if and only if D F contains vertex
disjoint paths{Pαβ | αβ ∈ A(F)} wherePαβ starts inoα,l+αβ

and ends iniβ,l−αβ
. SinceDF is in D we can check the

existence of the desired paths in polynomial time. Doing this for (at most) all possible one-to-one mappings of
V(F) to V(D) we can decide in polynomial time (since|V(F)| is constant) whetherD contains anF-subdivision.

Theorem 40(Fortune, Hopcroft and Wyllie [9]). For every fixed k the k-L INKAGE problem is polynomial-time
solvable for acyclic digraphs.

Clearly the class of acyclic digraphs is closed under the operation given in Lemma 39 and hence we have the
following.

Corollary 41 (Fortune, Hopcroft and Wyllie [9]). For every digraph F, F-SUBDIVISION is polynomial-time solv-
able for acyclic digraphs.

The algorithm given by Fortune, Hopcroft and Wyllie to solvek-L INKAGE problem has a runnng time in
O(k!nk+2). Hence a natural question is to ask if it can be solved in timeO( f (k)nc) for some absolute constantec
and arbitrary functionf . In the FPT setting, it can be phrased as follows.

Problem 42. Is the following parameterized problem FPT?
PARAMETERIZED ACYCLIC k-L INKAGE

Input: An acyclic digraphD and 2k distinct verticesx1,x2, . . . ,xk,y1,y2, . . . ,yk.
Parameter: k.
Question: Is there ak-linkage from(x1,x2, . . . ,xk) to (y1,y2, . . . ,yk) in D?

Theorem 43 (Johnson et al. [13]). For every fixed k, k-LINKAGE is polynomial-time solvable on digraphs of
bounded directed tree-width.

We will not give the definition of directed tree-width here as it is rather technical, but it suffices to say that the
class of digraphs with bounded directed tree-width is closed on the operation of Lemma 39 so we have.

Theorem 44(Johnson et al. [13]). For every digraph F, F-SUBDIVISION is polynomial-time solvable on digraphs
of bounded directed tree-width.

Theorem 45 (Chudnovsky et al. [6]). For any digraph F, F-SUBDIVISION is polynomial-time solvable when
restricted to the class of tournaments.

Let D = (V,A) be a digraph. We say thatW ⊆ V guards V′ ⊆ V in D if N+(V ′) ⊆ W, that is, all out-
neighbours ofV ′ are inW. A DAG-decompositionof a digraphD is a pair(H,χ) whereH is an acyclic digraph
andχ= {Wh : h∈V(H)} is a family of subsets ofV(D) satisfying the following three properties:

(i) V(D) =
⋃

h∈V(H)Wh,

(ii) for all h,h′,h′′ ∈V(H), if h′ lies on a directed path fromh to h′′, thenWh∩Wh′′ ⊆Wh′ , and

(iii) if (h,h′) ∈ A(H), thenWh ∩Wh′ guardsW≥h′ \Wh, whereW≥h′ is the union of allWh′′ for which there
exists an(h′,h′′)-path inH.
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Thewidth of a DAG-decomposition(H,χ) is maxh∈V(H) |Wh|. TheDAG-widthof a digraphD (dagw(D)) is the
minimum width over all possible DAG-decompositions ofD. It is easy to see that a digraphD is acyclic if and
only if it has DAG-width 1 (and then we can useD itself asH).

Theorem 46(Berwanger et al. [4], Johnson et al. [13]). For every fixed k, k-LINKAGE is polynomial-time solvable
on digraphs of bounded DAG-width.

Digraphs of bounded DAG-width are closed under the operation in Lemma 39 so we have.

Corollary 47. For any digraph F, F-SUBDIVISION is polynomial-time solvable when restricted to the class of
digraphs of bounded DAG-width.

A feedback vertex setor cycle transversalin a digraphD is a set of verticesSsuch thatD−S is acyclic. The
minimum number of vertices in a cycle transversal ofD is thecycle-transversal numberand is denoted byτ(D).

Corollary 48. For any digraph F, F-SUBDIVISION is polynomial-time solvable when restricted to the class of
digraphs with bounded cycle-transversal number.

Proof. Let X be a cycle-transversal ofD. ThenD ′ = D−X is acyclic and it is easy to see thatD has DAG-width at
mostX, since we can takeH = D′ andWh = {h}∪X for all h∈V(D′) to obtain a DAG-decomposition ofD whose
width is |X|. Now the result follows from Corollary 47.

The maximum number of disjoint directed cycles in a digraphD is called thecycle-packing numberand is
denoted byν(D). Clearly,ν(D) ≤ τ(D). Conversely, proving the so-called Gallai-Younger Conjecture, Reed et
al. [16] proved thatτ(D) is bounded above by a function ofν(D).

Theorem 49(Reed et al. [16]). For every k, there is an integer f(k) such that every digraph has either k disjoint
directed cycles or a feedback vertex set of size at most f(k).

The function f constructed by Reed at al. [16] grows very quickly. It is a multiply iterated exponential,
where the number of iterations is also a multiply iterated exponential. The correct value off (2) is 3 as shown by
McCuaig [15] who also gave a polynomial-time algorithm for finding two disjoint directed cycles in a digraph or
showing that it hasν(D)≤ 3.

Corollary 50. For any digraph F, F-SUBDIVISION is polynomial-time solvable when restricted to the class of
digraphs with bounded cycle-packing number.

9 F-SUBDIVISION for some special classes of digraphs

In this section the focus is on the structure ofF rather than the method for solvingF-SUBDIVISION or proving it
NP-complete. For several of the classes we can provide (almost) complete characterizations in terms of complexity
of F-SUBDIVISION .

9.1 Disjoint union of directed cycles

SinceCk-SUBDIVISION can be solved in polynomial time for any fixed k, a natural question is to ask for the
complexity ofF-SUBDIVISION whenF is the disjoint union of directed cycles. This is not a simple problem as
can be seen from the observation that a digraphD containsk disjoint directed cycles if and only if it contains an
F-subdivision whereF is the disjoint union ofk 2-cycles.

Hence, ifF is the disjoint union ofk 2-cycles,F-SUBDIVISION is equivalent to deciding ifν(D) ≥ k for a
given digraphD. Using Theorem 49, Reed et al. [16] proved that this can be done in polynomial time.

Theorem 51(Reed et al. [16]). For any fixed k, deciding if a digraph D has k disjoint directed cycles is polynomial-
time solvable. Equivalently, if F is the disjoint union of directed2-cycles, then F-SUBDIVISION is polynomial-time
solvable.
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Remark 52. Determiningν(D) is NP-hard. Indeed, given a digraphD and an integerk, deciding whetherD has
at leastk disjoint cycles is NP-complete. See Theorem 13.3.2 and Exercise 13.25 of [ 1]. As observed in [12], the
problem parameterized withk is hard for the complexity class W[1] (this follows easily from the results of [ 18]).
This means that, unlessFPT =W[1], there is no algorithm solving the problem with a running timef (k) ·n O(1).

Problem 53. LetF be the disjoint union ofpdirected cycles of lengthsk1,k2, . . .kp, respectively. IsF-SUBDIVISION

polynomial?

Theorem 54. (C2+C3)-SUBDIVISION is polynomial-time solvable.

Proof. Let D be a digraph. IfD has no 2-cycles, thenD has aC2+C3-subdivision if and only if it contains two
disjoint cycles. This can be checked in polynomial time by Theorem 49.

Assume now thatD contains 2-cycles. For each 2-cycle(x,y,x), we check ifD−{x,y} has a directed cycle of
length at least 3. This can be done in linear time according to Theorem 17. If the answer is ‘yes’ for one of them,
then we return ‘yes’.

Suppose now that the answer is ‘no’ for all 2-cycles. LetD ′ be the digraph obtained fromD by deleting the
arcs of all the 2-cycles.

Claim 54.1. D contains a(C2+C3)-subdivision if and only if D′ contains two disjoint directed cycles.

Proof. Suppose thatD contains a(C2 +C3)-subdivisionS. No cycle ofS can contain two verticesx andy in a
2-cycle becauseD−{x,y} contains no directed cycle of length at least 3. In particular, all the arcs ofSare inD ′.

Conversely, ifD′ contains two disjoint directed cycles, they form a(C2 +C3)-subdivision sinceD′ has no
2-cycles.

Hence we check ifD′ has two disjoint directed cycles, which can be done in polynomial time according to
Theorem 49.

9.2 Subdivisions of wheels and fans

The fan Fk is the graph obtained from the directed pathPk by adding a vertex, called thecentre, dominated by
every vertex ofPk. Thewheel Wk is the graph obtained from the directed cycleCk by adding a vertex, called the
centre, dominated by every vertex ofCk. The pathPk (resp. cycleCk) is called therim of Fk (resp.Wk) and the arcs
incident to the centre are called thespokes. Similarly, if D ′ is a subdivision of a wheel or a fanD, thecentreof D ′

is the vertex corresponding to the centre ofD, therim of D ′ is the directed path or cycle corresponding to the rim
of D, and thespokesof D′ are the directed paths corresponding to the spokes ofD.

Proposition 55. A digraph D contains a W2-subdivision if and only if it contains some vertex z such that D−z has
a strong component S and two directed(S,z)-paths having only z in common.

Proof. SupposeD contains a subdivision ofW2 with centrez and cycleC. Then the strong component ofD− z
which containsC satisfies the required property.

Conversely, assumez is a vertex andS is a strong component ofD− z such that there are two directed(S,z)-
pathsP andQ having onlyz in common. Letx andy be the origins ofP andQ respectively.

Let R be a directed(x,y)-path inS andR′ a directed(y,x)-path inS. (Such paths exists sinceS is a strong
component.) IfR andR′ form a cycle we are done, with this cycle as rim andP,Q as spokes. Otherwise letq be
the last vertex inR′ \ {x,y} which is also onR. Then we have aW2-subdivision with rimR[x,q]R′[q,x] and spokes
P andR[q,y]Q.

Corollary 56. W2-SUBDIVISION is solvable in time O(n ·m).

Theorem 57. For all k ≥ 4, Wk-SUBDIVISION is NP-complete.
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Proof. We give the proof fork = 4, the proof being very similar for largerk. Reduction from 2-LINKAGE in
digraphs with no big vertices in whichx1 andx2 are sources andy1 andy2 are sinks.

Let D,x1,x2,y1,y2 be an instance of this problem. LetD ′ be the graph obtained by adding five new verticesz,
a, b, c, d and the arcsaz, bz, cz, dz, ab, cd, y2a, bx1, y1c, anddx2.

Let us prove thatD′ has aW4-subdivision if and only ifD has a 2-linkage from(x1,x2) to (y1,y2).
If P1,P2 form the desired 2-linkage inD, then we takeP1y1cdP2abx1 as the rim and the four arcsaz, bz, cz, dz

as the spokes.
Conversely, supposeW is a subdivision ofW4 in D′ and letC be its rim. The centre ofW must bez as this is

the only vertex of in-degree 4 inD ′. Thus the four paths ending inz will end in the arcsaz, bz, cz, dz, respectively.
Now observe thata (and similarlyc) must belong toC since otherwise the path containingazcannot be disjoint
from the path containingbz(they will meet ina). Thusa is onC and thenb is onC since it is the only out-neighbour
of a different fromz. Similarly d is onC. HenceC contains the arcsab andcd and this implies thatC contains
disjoint paths fromx1 to y1 andx2 to y2 respectively.

Remark 58. It is not difficult to modify the proof above to a proof thatF-SUBDIVISION is NP-complete whenever
F is any digraph obtained from aWk with k ≥ 4 by reorienting one or more of the spokes. E.g. if the arcdz is
reversed, then we replace the arcsabandcd by arcsax1,y1b,cx2,y2d. We leave the details to the interested reader.

From this remark and Lemmas 2, 3 and 4 we get the following corollary. Notice that the resulting digraphs
may still have only one big vertex so the conclusion does not follow from Theorem 8.

Corollary 59. Let W′
k, k ≥ 4 be the strongly connected digraph obtained from Wk by reversing between one

and k− 1 spokes and let G be any digraph not containing a subdivision of W′
k then F-SUBDIVISION and F′-

SUBDIVISION are NP-complete, where F is obtained from W′k and G by adding zero or more arcs from V(W ′
k) to

V(G) and F′ is obtained from W′k and G by identifying the big vertex of W′k with an arbitrary vertex of G.

Corollary 56 and Theorem 57 determine the complexity ofWk-SUBDIVISION for all k except 3. So we are left
with the following problem.

Problem 60. What is the complexity ofW3-SUBDIVISION ?

We now turn to fans. Notice thatFk is Wk where one arc of the rim is deleted. Observe thatF2 is TT3 which
is the(1,2)-spindle. ThusF2-SUBDIVISION can be solved inO(n4) time by Proposition 21. The next result shows
thatF3-SUBDIVISION is polynomial.

Let z be a vertex in a digraphD. A triple (x1,x2,x3) is F3-nicewith respect toz in D if the following holds:

• x1, x2, x3 are distinct vertices ofD− z;

• x3z is an arc;

• inD− x3, there exist a directed(x1,z)-pathP1 and a directed(x2,z)-pathP2 which intersect only inz;

• inD−{x3,z}, there is a directed(x1,x2)-pathQ1, and in inD−{x1,z}, there is a directed(x2,x3)-path
Q2.

Theorem 61. A digraph contains an F3-subdivision with centre z if and only if there is an F3-nice triple with
respect to z. In particular F3-SUBDIVISION is polynomial

Proof. Trivially, if D contains anF3-subdivision with centrez, then it contains anF3-nice triple(x1,x2,x3) with
repect toz.

Conversely, assume thatD contains anF3-nice triple(x1,x2,x3) with respect toz. Let P1, P2, Q1 andQ2 be
the directed paths as defined in the definition ofF3-nice triple. We may assume that(x1,x2,x3) is anF3-nice triple
(x1,x2,x3) with respect toz that minimizesℓ = ℓ(P1)+ ℓ(P2)+ ℓ(Q1)+ ℓ(Q2), that is the sum of the lengths of
these paths.
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We shall prove thatP1, P2, Q1 andQ2 are internally disjoint, implying that these paths and the arcx3z form
anF3-subdivision with centrez.

a) Let us prove thatQ2 andP1 are internally disjoint. Suppose not. Then letx′
2 be the last vertex onQ2

which also belongs toP1. Then(x2,x′2,x3) is F3-nice by the choice of pathsP′
1 = P2, P′

2 = P1[x′2,z],
Q′

1 = Q2[x2,x′2] andQ′
2 = Q2[x′2,x3]. Indeed,P′

1 andP′
2 are internally disjoint becauseP1 andP2 were,Q′

1
does not go throughx3 norz, becauseQ2 is a directed(x2,x3)-path inD−z, andQ′

2 does not go through
x2 norz,for the same reason. This contradicts the minimality ofℓ.

b) Let us prove thatQ2 andP2 are internally disjoint. Suppose not. Then letx′
2 be the last vertex onQ2

which also belongs toP2. One easily verifies that(x1,x′2,x3) is F3-nice by the choice of pathsP′
1 = P1,

P′
2 = P2[x′2,z], Q′

1 a directed(x1,x′2)-path included inQ1[x1,x2]Q2[x2,x′2] (which can be a walk), and
Q′

2 = Q2[x′2,x3]. This contradicts the minimality ofℓ.

c) Let us prove thatQ1 andP1 are internally disjoint. Suppose not. Then letx′
1 be the last vertex onQ1

which also belongs toP1. The pathQ2 does not go throughx′1 becauseQ2 andP1 are internally disjoint.
Thus(x′1,x2,x3) is F3-nice with associated pathsP′

1 = P1[x′1,z], P′
2 = P2, Q′

1 = Q1[x′1,x2], andQ′
2 = Q2.

This contradicts the minimality ofℓ.

d) Let us prove thatQ1 andP2 are internally disjoint. Suppose not. Then letx′
2 be the last internal vertex

onQ1 which also belongs toP2. Then(x1,x′2,x3) is F3-nice with associated pathsP′
1 = P1, P′

2 = P2[x′2,z],
Q′

1 = Q1[x1,x′2], andQ′
2 a directed(x1,x′2)-path included inQ1[x′2,x2]Q2 (which can be a walk). This

contradicts the minimality ofℓ.

e) Let us prove thatQ1 andQ2 are internally disjoint. Suppose not. Then letx′
2 be the last internal vertex

on Q2 which also belongs toQ1. Then(x1,x′2,x3) is a good triple with associated pathsP′
1 = P1, P′

2 =
Q1[x′2,x2]P2, Q′

1 = Q1[x1,x′2], andQ′
2 = Q2[x′2,x3]. Indeed, sinceP2 andQ1 are internally disjoint,P′

2 is a
path, and sinceP1 andQ1 are internally disjoint, the pathsP′

1 andP′
2 are also internally disjoint.

Theorem 62. For all k ≥ 5, Fk-SUBDIVISION is NP-complete.

Proof. Reduction from 2-LINKAGE in digraphs with no big vertices in whichx1 andx2 are sources andy1 andy2

are sinks.
Let D, x1, x2, y1 andy2 be an instance of this problem. Let us denote byz the centre ofFk and by(v1,v2, . . . ,vk)

the directed pathFk− z. Let Dk be the digraph obtained from the disjoint union ofD andFk by removing the arcs
v1v2 andv3v4 and adding the arcsv1x1, y1v2, v3x2 andy2v4.

We claim thatDk has anFk-subdivision if and only ifD has a linkage from(x1,x2) to (y1,y2).
Clearly, if there is a linkage(P1,P2) from (x1,x2) to (y1,y2) in D, thenDk contains anFk-subdivision, obtained

from Fk by replacing the arcv1v2 andv3v4 by the directed pathsv1x1P1y1v2 andv3x2P2y2v4, respectively.
Suppose now thatDk contains anFk-subdivisionS in Dk. Sincez is the unique vertex with in-degreek, the

centre ofS′ is necessarilyz. For 1≤ i ≤ k, let v′i be the vertex corresponding tovi in S, andPi be the directed
(v′i ,z)-path inS.

Sincez has in-degree exactlyk in Dk, thevi ’s are the pernultimate vertices of thePj ’s, eachvi on a different
Pj . Sincev1 is a source inDk, thenv1 = v′1. Moreover, fori = 3 andi ≥ 5, the pathP′

j containingvi must start atvi

because the unique in-neighbour ofv i is vi−1. Hencevi = v′j . Furthermore, necessarilyvi−1 = v′j−1. Now, because
vk is a sink inDk− z, then necessarilyv′k = vk and so for all 1≤ i ≤ k, we havev′i = vi .

Let Q1 andQ2 be the directed(v1,v2)- and(v3,v4)-paths, respectively. Necessarily, the second vertex ofQ1

(resp.Q2) is x1, (resp.x2) and its penultimate vertex isy1 (resp.y2). Hence(x1Q1y1,x2Q2y2) is a linkage from
(x1,x2) to (y1,y2) in D.
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Proposition 21 and Theorems 61 and 62 determine the complexity ofFk-SUBDIVISION for all k except 4. So
we are left with the following problem.

Problem 63. What is the complexity ofF4-SUBDIVISION ?

9.3 Subdivisions of transitive tournaments

Denote byTTk the transitive tournament onk vertices. Fork≤ 3, TTk-SUBDIVISION is polynomial-time solvable
becauseTT1 andTT2 are spiders andTT3 is the(1,2)-spindle. On the other hand, for allk≥ 5, TTk-SUBDIVISION

is NP-complete by Corollary 10. We shall now prove thatTT4-SUBDIVISION is polynomial-time solvable.
In fact we will prove it for some classes of graphs contructed fromTT4. For any non-negative integer, let

TT4(p) be the digraph obtained fromTT4 with sourceu and sinkv by addingp new vertices dominated byu and
dominatingv. In particular,TT4(0) = TT4. We denote byTT∗

4 (p), the digraph obtained fromTT4(p) by deleting
the arc from its sourceu to its sinkv. For simplicity, we abbreviateTT ∗

4 (0) in TT∗
4 .

We need the following definitions. LetX be a set of vertices in a digraphD. Theout-sectiongenerated byX
in D is the set of verticesy to which there exists a directed path (possibly restricted to a single vertex) fromx∈ X;
we denote this set byS+

D(X). For simplicity, we writeS+
D(x) instead ofS+

D({x}). The dual notion, thein-section,
is denoted byS−

D(X). Note that the out-section and the in-section of a set may be found in linear time by any
tree-search algorithm.

Theorem 64. For every non-negative integer p, the TT4(p)-SUBDIVISION problem is polynomial-time solvable.

Proof. Let D be a digraph and letu andv be two distinct vertices ofD. We shall describe a polynomial-time
algorithm for finding aTT4(p)-subdivision inD with sourceu and sinkv, if one exists.

Observe that all vertices in such a subdivision are inS+
D(u)∩S−D(v), hence we first restrict to the graphD ′ the

digraph induced by this set.
Then, using any polynomial-time maximum flow algorithm, we can find inD ′ a set of internally disjoint

directed(u,v)-paths of maximum size. Let(P1, . . . ,Pk) denote this set. Ifk < p+3, then return ‘no’, because in
anyTT4(p)-subdivision with sourceu and sinkv, there arep+3 internally disjoint directed(u,v)-paths Hence, we
now assume thatk≥ 3.

For 1≤ i ≤ k, set Qi = Pi − {u,v}, and setH = D′ − {u,v}. For every vertexx in V(H), we compute
S(x) = S−H(x)∪S+H(x), and deduceI(x) = {i | Qi ∩S(x) �= /0}. If there existsx, such that|I(x)| ≥ 2, then return
‘yes’. Otherwise return ‘no’.

The validity of this algorithm is proved by Claim 64.2.

Claim 64.1. For all x ∈V(H), I(x) �= /0.

Subproof. In D′, there are directed(u,x)- and(x,v)-paths, whose concatenation contains a directed(u,v)-pathR.
Since(P1, . . . ,Pk) is a set of internally disjoint directed(u,v)-paths of maximum size,R−{u,v} must intersect one
of theQi ’s, sayQi0. By definition, V(R)\ {u,v} ⊂ S(x), soi0 ∈ I(x). ♦

Claim 64.2. D′ contains a TT4(p)-subdivision with source u and sink v if and only if there exists x∈V(H) such
that |I(x)| ≥ 2.

Subproof. Assume that|I(x)| ≥ 2. Without loss of generality,{1,2} ⊂ I(x). We shall prove thatD ′ contains a
TT4(p)-subdivision with sourceu and sinkv.

• Suppose first thatS−
H(x)∩Q1 �= /0 andS+

H(x)∩Q2 �= /0. Then there is a directed(Q1,x)-path and a directed
(x,Q2)− pathwhose concatenation contains a directed(Q1,Q2)-pathR. Let y be the first vertex onR in
⋃k

i=2Qi . Free to swap the names ofQ2 and the pathQl containingy and takingRy instead ofR, we may
assume thaty is the last vertex ofR. Now the union ofP1, . . . ,Pp+3, andR form aTT4(p)-subdivision.

• IfS−H(x)∩Q2 �= /0 andS+
H(x)∩Q1 �= /0, the proof is similar to the previous case.
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• Suppose now thatS+
H(x) ∩Q1 �= /0 and S+

H(x) ∩Q2 �= /0. We may assume thatS−
H(x)∩

⋃k
i=1Qi = /0,

otherwise we are in one of the previous case, and we get the result. LetR be a shortest(u,x)-path inD ′.
Then every vertex inR−u is a vertex ofH −

⋃k
i=1Qi .

Let S1 be a shortest directed(x,Q1)-path andS2 be a shortest directed(x,Q2)-path. Fori = 1,2, let
zi be the terminus ofSi . We may assume that all the internal vertices ofS1 andS2 are inH −

⋃k
i=1Qi

for otherwise one vertexz amongz1 andz2 satisfies the condition of one of the previous cases (up to a
permutation of the labels). Then the pathsP2, . . . ,Pp+3, RxS1z1P1 andS2 form aTT4(p)-subdivision.

• IfS−H(x)∩Q1 �= /0 andS−
H(x)∩Q2 �= /0, the proof is similar to the previous case by directional duality.

Assume now that|I(x)|< 2 for allx∈V(H). Then, by Claim 64.1,|I(x)|= 1 for allx∈V(H). For 1≤ i ≤ k, let
Vi = {x | I(x) = {i}}. Then(V1, . . .Vk) is a partition ofV(H). Moreover, by definition, there is no arc between two
distinct parts of this partitions. In addition, inD ′〈Xi ∪{u,v}〉, there cannot be two internally disjoint directed(u,v)-
paths, for otherwise it would contradicts the maximality of(P1, . . . ,Pk). Hence,D′ contains noTT∗

4 -subdivision,
and so noTT4(p)-subdivision. ♦

This finishes the proof of Theorem 64.

Corollary 65. For all non-negative integer p, the TT∗4 (p)-SUBDIVISION problem is polynomial-time solvable.

Proof. Observe that a graphD contains aTT∗
4 (p)-subdivision with sourceu and sinkv, if and only if the graph

D∪{uv} contains aTT4(p)-subdivision. Hence by just adding the arcuv to D if it does not exists in the above
algorithm, we obtain a polynomial-time algorithm forTT ∗

4 (p)-SUBDIVISION.

9.4 Subdivisions of digraphs with three vertices

Let us denote by�Kn the complete digraph onn vertices, in which there is an arcuv for any two distinct verticesu
andv. Let D3 be the digraph obtained from�K3 by removing an arc.

Theorem 66. Let F be a digraph on three vertices. Then F-SUBDIVISION is polynomial-time solvable unless
F = �K3 in which case it is NP-complete.

Proof. If F is neitherD3 nor �K3, then it is either a disjoint union of spiders, or a spindle, or a bispindle, or the
lollipop (or its converse), or a windmill, and soF-SUBDIVISION can be solved in polynomial time by virtue of the
results of the previous sections. IfF = �K3, thenF-SUBDIVISION is NP-complete by Corollary 10.

It remains to prove thatD3-SUBDIVISION is polynomial-time solvable.
Thebulky vertexof aD3-subdivisionS is the unique vertex ofSwith degree 4. We now give a procedure that

given a vertexv, two of its out-neihbourss1, s2 and two of its in-neighbourst1, t2 check if there is aD3-subdivision
S in whichv is the bulky vertex and{vs1,vs2, t1v, t2v} ∈ A(S). Such a subdivision will be calledsuitable.

Applying a flow algorithm, check if inD− v there are two disjoint directed pathsP1 andP2 from {s1,s2}
to {t1, t2}. If not, thenD certainly does not contain any suitableD 3-subdivision. If yes, then check if there is a
directed pathQ from P1 to P2 or from P2 to P1. If such aQ exists, thenP1, P2, Q together withv and the arcs
vs1,vs2, t1v, t2v form a suitableD3-subdivision. If not, then no suitableD3-subdivision using the chosen arcs exists,
because there is no vertexs∈ {s1,s2} such that there exists inD− v both a directed(s, t1)-path and a directed
(s, t2)-path.

A D3-subdivision is clearly suitable with respect to its bulky vertex and its neighbours in this subdivi-
sion. Hence checking if there is a suitableD3-subdivision for every 5-tuple(v,s1,s2, t1, t2) such thats1, s2 are
out-neighbours ofv andt1, t2 are out-neighbours yields a polynomial-time algorithm to decide if there is aD 3-
subdivision in a digraph.
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9.5 Subdivision of oriented paths and cycles

Conjecture 67. If F is an oriented path or cycle, thenF-SUBDIVISION is polynomial-time solvable.

Proposition 68. If P is an oriented path with at most four blocks, then P-SUBDIVISION is polynomial-time solv-
able.

An antidirected pathis an oriented path in which every vertex has either in-degree 0 or out-degree 0.

Theorem 69. If P is an antidirected path, then P-SUBDIVISION is polynomial-time solvable.

Proof. Let P= (a1, . . . ,ap) be an antidirected path. By directional duality, we may assume thata i has indegree 0
in P if and only if i is odd.

Let D be a digraph. For ap-tuple of vertices(v1, . . . ,vp), we shall describe a procedure that either returns a
P-subdivision, or returns that there exists noP-subdivision in which eachv i is the image ofai. Then applying this
procedure for allp-tuples of vertices, we obtain the desired algorithm to finding aP-subdivision.

The procedure is as follows: For all odd (resp. even)i, we remove all the arcs enteringv i (resp. leavingvi) in
D. Let D′ be the resulting digraph. Clearly,D contains aP-subdivision in which eachv i is the image ofai if and
only if D′ does. InUG(D′), we check if there is a path̃Q going throughv1, . . . ,vp in this order. This can be done
by checking for a linkage from(v1,v2, . . . ,vp−1) to (v2,v3, . . . ,vp) and thus in polynomial time by Robertson and
Seymour algorithm [17].

If no suchQ̃ is found, thenD′ (and thusD) contains certainly noP-subdivision in which eachv i is the image
of ai .

If such aQ̃ is found, letQ be the oriented path corresponding toQ in D ′. Sincevi is a source inD′ wheni is
odd, and a sink inD′ wheni is even, the pathQ has at leastp−1 blocks, and so contains a subdivision ofP.

Remark 70. Using the same technique, one can show that ifP is a directed path, all blocks of which have length
one except possibly two consecutive blocks, thenP-SUBDIVISION is polynomial-time solvable.

10 Concluding remarks

The following conjecture, due to Seymour (private communication, 2011) would imply a number of the results on
polynomial instances in the previous sections.

Conjecture 71(Seymour). F-SUBDIVISION is polynomial-time solvable whenF is a planar digraph with no big
vertices.

The motivation for this conjecture is the following conjecture. An arcuv in a digraph iscontractible if
min{d+(u),d−(v)}= 1. A minorof a digraphD is any subdigraph̃D of D which can be obtained from a subdigraph
H of D by contracting zero or more contractible arcs ofH. Fork = 1,2, . . . ,k the digraphJ k is obtained from the
union ofk directed cycles (each of length 2k) C1,C2, . . . ,Ck, whereCi = ui,1vi,1ui,2vi,2 . . .ui,kvi,kui,1, for i = 1,2. . . ,k
and pathsPi,Qi , i = 1,2. . . ,k, wherePi = u1,iu2,i . . .uk,i andQi = vk,ivk,i−1 . . .vk,1 for i = 1,2. . . ,k.

Conjecture 72(Johnson et al. [13]). For every natural numberk there existN(k) such that the following holds: If
a digraphD has directed treewidth more thanN(k), thenD contains a minor isomorphic toJk.

If the directed tree-width ofD is bounded, then, by Theorem 44,F-SUBDIVISION can be solved in polynomial
time. If, on the other hand, the directed tree-width ofD is unbounded, then (if the algorithmic version of the
conjecture also holds) we can find a minor isomorphic toJk for a sufficiently largek and presumably use this to
realize the desired subdivision using the fact theF is planar and has no big vertices.

Conjecture 73. F-SUBDIVISION is NP-complete for every non-planar digraphF .

For any positive integerp, let us denote byC p, the class of digraphs in which all directed cycles have length
at mostp. ThenC1 may be seen as the class of acyclic digraphs.

RR n° 8024



Finding a subdivision of a digraph 27

Problem 74. Is k-L INKAGE polynomial-time solvable onC p?

Thomassen proved [19] that for every natural numberp there exists ap-strongly connected digraphD p which
is not 2-linked, that is, there exists no linkage from(s1,s2) to (t1, t2) for some choice of distinct verticess1,s2, t1, t2
of Dp.

Problem 75. Let F be a fixed digraph. Does there existskF such that everykF -strongly connected digraph contains
anF-subdivision or at least such thatF-SUBDIVISION is polynomial-time solvable when restricted tokF -strongly
connected digraphs?

Note that if F1-SUBDIVISION and F2-SUBDIVISION are both polynomial-time solvable, then(F1 + F2)-
SUBDIVISION is sometimes polynomial-time solvable and sometimes NP-complete. For example, ifF1 is the
disjoint union of spiders andF2-SUBDIVISION is polynomial-time solvable, then(F1+F2)-SUBDIVISION is poly-
nomial time solvable. On the other hand, assume thatF1 andF2 are(1,2,2)-spindles. Then by Proposition 21,
F1-SUBDIVISION andF2-SUBDIVISION are both polynomial-time solvable, but according to Theorem 8,(F1+F2)-
SUBDIVISION is NP-complete.

Hence for every two digraphsF1 andF2 such thatF1-SUBDIVISION andF2-SUBDIVISION have been proved
to be polynomial-time solvable, it is natural to ask for the complexty of(F1+F2)-SUBDIVISION. In particular, the
following problem is one of the first to study.

Problem 76. Let F1 andF2 be two(1,2)-spindles, i.e. transitive tournaments of order 3. What is the complexity
of (F1+F2)-SUBDIVISION?
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