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Trouver une subdivision d’un digraphe

Résune : Nous considérons le probléme suivant: étant donné un graphe digmatient-il une subdivision d'un
digraphe fké F? Nous donnons des exemples d’'instances polynomiales, plusieurs preuves de NP-complétude ainsi
gu’un certain nombre de conjectures et de problemes ouverts.

Mots-clés : NP-complétude, 2-linkage, Flots, décompositions en DAG et en oreilles.
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1 Introduction

Many interesting classes of graphs are defined by forbidding induced subgraphs, see [ 7] for a survey. This is
why the detection of several kinds of induced subgraphs is interesting, see [ 14] where several such problems are
surveyed. In particular, the problem of deciding whether a g@apbntains, as an induced subgraph, some graph
obtained after possibly subdividing prescribed edges of a prescribedigraph been studied. This problem can

be polynomial-time solvable or NP-complete accordingitand to the set of edges that can be subdivided. The

aim of the present work is to investigate various similar problems in digraphs, focusing only on the following
problem: given a digrapH, is there a polynomial-time algorithm to decide whether an input dig&apbntains a
subdivision ofH?

Of course the answer depends heavily on what we mean by “contain”. Let us illustrate this by surveying what
happens in the realm of undirected graphs. If the containment relation is the subgraph containment, then for any
fixedH, detecting a subdivision d¢fl in an input graplG can be performed in polynomial time by the Robertson
and Seymour linkage algorithm [17] (for a short explanation of this see e.g. [3]). But, if we want to detect an
inducedsubdivision ofH, then the answer depends Bin(assuming B-NP). It is proved in [ 14] that detecting
an induced subdivision dfs is NP-complete, and the argument can be reproduced foHawjose minimum
degree is at least 4. Polynomial-time solvable instances trivially exist, such as detecting an induced subdivision
of H whenH is a path, or a graph on at most 3 vertices. But non-trivial polynomial-time solvable instances also
exist, such as detecting an induced subdivisioK 4 that can be performed in tin@(n'!) by Chudnovsky and
Seymour’s three-in-a-tree algorithm, see [8]. Note that for many gidphsthing is known about the complexity
of detecting an induced subdivision df whenH is cubic (in particular wheid = K4) or whenH is a disjoint
union of two triangles, and in many other cases.

When we move to digraphs, the situation becomes more complicated, even for the subdigraph containment
relation. In this paper, by digraph we mean a simple digraph, that is a digraph with no parallel arcs nor loops.
Sometimes however, multiple arcs are possible. In such cases, we write multidigraph. We rely on [ 1] for classical
notation and concepts. A few things are in order to state here though. Unless otherwise stated timealedbers
will always denote the number of vertices and arcs (edges) of the input digraph (graph) of the problem in question.
By linear timeg we mearO(n+ m) time. If D is a digraph, then we denote bAG(D) the underlying (multi)graph
of D, that is, the (multi)graph we obtain by replacing each arc by an edge. A difr&pbonnectedf UG(D) is
a connected graph. ¥y is an arc fronx to y, then we say that dominates ywhenH,H’ are digraphs we denote
by H + H’ the disjoint union oH andH’ (no arcs between disjoint copies of these).

A subdivision of a digraph Falso called ar-subdivisionis a digraph obtained frofa by replacing each
arcabof F by a directeda, b)-path.
In this paper, we consider the following problem for a fixed digr&ph

F-SuBDIVISION
Input A digraphD.
Question DoesD contain a subdivision df ?

In [2] the problem NDUCED-F-SuBDIVISION of finding an induced subdivision of a prescribed digr&ph
in a given digrapiD was studied. It turns out that here there is a big difference in the complexity of the problem
depending on whether or n@ is an oriented graph or it may contain 2-cycles. In the later caseI¢tED-
F-SuBbIviISION is NP-complete for every oriented digraphwhich is not the disjoint union of spiders (see
definition of these digraphs below) and it was conjectured thatICED-F-SUBDIVISION is NP-complete unless
F is the disjoint union of spiders and at most one 2-cycle.

Letxq, X2,..., Xk, Y1,¥2,-. ., Yk be distinct vertices of a digrajfih A k-linkagefrom (X1, X2, ...,%) to (y1,Y2,. ..,
yk) in D is a system of disjoint directed patRs, P», ..., P such thaP is an(x;, yi)-path inD.

Similarly to the situation for undirected graphs, theSuBDIVISION problem is related to the following
k-LINKAGE problem.
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k-LINKAGE
Input A digraphD and X distinct verticex,Xo, . .., Xk, ¥1,¥2, - - - , Yk-
Question Is there &-linkage from(x1, Xz, ..., %) t0 (Y1,Y2,...,Y«k) in D?

However, contrary to graphs, unless P=KR,INKAGE cannot be solved in polynomial time in general di-
graphs. Fortune, Hopcroft and Wyllie [9] showed that alreadyiRkAGE is NP-complete. Using this result,
we show that for lots of, the F-SuBDIVISION problem is NP-complete. We also give some digrah®r
which we prove thaF-SuBDIVISION is polynomial-time solbvable. We believe that there is a dichotomy between
NP-complete and polynomial-time solvable instances.

Conjecture 1. For every digraplf, theF-SuBDIVISION problem is polynomial-time solvable or NP-complete.

To prove such a conjecture, a first idea would be to try to establish for any diGrapt subdigrapk, that if
G-SuBDIVISION is NP-complete, theR-SuBDIVISION is also NP-complete, and converselyi-HSUBDIVISION
is polynomial-time solvable, theB-SuBDIVISION is polynomial-time solvable. However, these two statements
are false as shown by the two digraphs depicted Figure 1. The NP-completere&usbivisioN follows
Theorem 12. The fact th& SuBDIVISION is polynomial-time solvable is proved in Theorem 24.

Y W

° ¢ o o o ¢ o ° ¢ o o o
A B

Figure 1: Digraph# andB such tha# is a subdigraph dB, A-SuBDIVISION is NP-complete, anB-SUBDIVISION
is polynomial-time solvable.

The paper is organized as follows. We start by giving some general lemmas which allow to extend NP-
completeness results BESuBDIVISION for some digraph& to much larger classes of digraphs. Next we give a
powerful tool, based on a reduction from the NP-complete 2-linkage problem in digraphs, which can be applied to
conclude the NP-completenesstofSuBDIVISION for the majority of all digraph&. We then describe different
algorithmic tools for proving polynomial-time solvability of certain instance§& é€duBDIVISION. We first give
some easy brute force algorithms, then algorithms based on max flow calculations and finally algorithms based
on handle decompositions of strongly connected digraphs. After this we give a number of classes of digraphs
for which theF-SuBDIVISION is polynomial-time solvable for evefy. Then we treaF-SuBDIVISION whenF
belongs to some special classes of digraphs such as disjoint unions of cycles, wheels, fans, transitive tournaments,
oriented paths or cycles &r has at most 3 vertices. Finally, we conclude with some open problems, including
an interesting conjecture due to Seymour, which if true would imply some of the polynomial cases treated in this
paper.

2 Some general lemmas

Lemma 2. Let i, and F, be two digraphs.
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() If F1-SusDIVISION is NP-complete, the(F; + F,)-SuBDIVISION is NP-complete.

(i) If (F1+F)-SuBDIVISION is polynomial-time solvable, then fSUBDIVISION is po- lynomial-time solv-
able.

Proof. Let D be a digraph. We shall prove thBtcontains arF1-subdivision if and only ifD + F» contains an
(F1 4 F2)-subdivision.

Clearly if D contains ar;-subdivisionS, thenS+ F; is an(F; + F)-subdivision inD + F,.

Conversely, assume thBt+ F, contains ar(F; + F)-subdivisionS= S; + $ with S; anF;-subdivision and
S an Fp-subdivision. Let us consider such &R + F2)-subdivision that maximizes the number of connected
componentsof F, that are mapped (i) into F, again (notice that since there are no arcs betwzendF in
D + R, in the subdivisiors every component db; will either be entirely insidé, or entirely insideD). We claim
thatS, = F. Indeed suppose that some comporkwnf S; is in D. Let C be the component df, of which T is
the subdivision. Lety = SNC. ThenT contains a subdivisiod ' of U (because it is a subdivision of all &).
Hence replacing) by U’ andT by C in S, we obtain a subdivision with one more component mapped on itself, a
contradiction.

HenceS, = F,, and saD containsS; which is anF;-subdivision. O

Lemma 3. Let i, and F, be two digraphs such thatjHs strongly connected andFeontains no I--subdivision.
Let F be obtained from fand F, by adding some arcs with tail in(¥1) and head in \(F»).

(i) If F1-SuBDIVISION is NP-complete, then [SuBDIVISION is NP-complete.
(i) If F-SuBDIVISION is polynomial-time solvable, then fSUBDIVISION is polynomial-time solvable.

Proof. We shall prove that a digraihcontains ar1-subdivision if and only iD — F» contains ark--subdivision,
whereD — F; is obtained fronD + F, by adding all possible arcs fromi(D) to V (F>).

It is easy to see that B contains ar;-subdivisionS, thenS+ F; together with some subset of the arcs from
D to F, is anF-subdivision inD — F,. Conversely, ifD — F, contains arF subdivisionS*, then sincer; is
strongly connected the part 8f forming a subdivision of; has to lie entirely insid® or F,. SinceF, contains
no F1-subdivision, the subdivision ¢f; has to be insid® and hence we get th&t has arF;-subdivision. O

It is useful to look at Figure 1 again and notice that the digragBsshow that we need the assumption that
F1 is strongly connected in Lemma 3 (and the analogous version where the rélgamdF, are interchanged).
A digraphD is robustif it is strongly connected and G(D) is 2-connected.

Lemma 4. Let i; and R, be two digraphs such that;FAs robust and E contains no -subdivision. Let F be
obtained from Ir and F by identifying one vertex of;fwith one vertex of §

(i) If F1-SusDIVISION is NP-complete, then [SuBDIVISION is NP-complete.
(i) If F-SuBDIVISION is polynomial-time solvable, then fSUBDIVISION is polynomial-time solvable.

Proof. Given a digraptD we form the digrapt 2 by fixing one vertex in F, and addingV (D)| disjoint copies
of F» such that thdth copy has its copy of identified with theith vertex ofD. It is easy to check thad P2
contains ar--subdivision if and only ifD contains arF1-subdivision. This follows from the fact th&t contains
no Fi-subdivision andJ G(F4) is 2-connected. O

Lemma 5. Let F be a digraph in which every vertex v satisfiesx{d " (v),d~(v)} > 2, and let S be a subdivision
of F.

(i) If F-SusDIviISION is NP-complete, then SuBDIVISION is NP-complete.

(i) If S-SuBDIVISION is polynomial-time solvable, then BuBDIVISION is polynomial-time solvable.

1A connected component of a digraphis a connected component GfG(H).
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Proof. We shall prove a polynomial reduction frdfSUBDIVISION to S-SUBDIVISION.

Let D be an instance df-SuBDIVISION andp be the length of a longest path $corresponding to an arc
in D. Let Dp be theD-subdivision obtained by replacing every arcdfoy a directed path of length. One
easily checks thaD has anF-subdivision if and only ifD , has anF-subdivision. It follows form the fact that
every vertexvcorresponding to one d¥ in S must be mapped onto a vertex correspondin®tim D , because
max{d*(v),d™(v)} > 2. O

We believe that the condition méat™ (v),d~(v)} > 2 for all v € V(F) is not necessary, although it is in our
proof.

Conjecture 6. Let F be a digraph, and I&&be a subdivision of.
(i) If F-SuBDIVISION is NP-complete, theB-SuBDIVISION is NP-complete.

(i) If SSuBDIVISION is polynomial-time solvable, thef-SuBDIVISION is polynomial-time solvable.

3 General NP-completeness results

3.1 The tool

The following observations allow us to conclude tRasubdivision is “almost always” NP-complete. We use an
easy maodification of the 2-linkage problem as the basis for these proofs.
A vertexv is said to besmallif d~(v) < 2,d*(v) <2 andd(v) < 3. A non-small vertex is calledig.

Theorem 7. The 2-LINKAGE problem is NP-complete even when restricted to digraphs with no big vertices in
which x and » are sources andiyyand y, are sinks.

Proof. Reduction from 2-INKAGE in general digraphs.

A switching out-arborescends an out-arborescence, in which the root has out-degree 1, the leaves have
out-degree 0 and all other vertices have out-degree Zwiching in-arborescencis the dual notion to out-
arborescence.

Let D be a digraph anai,x2,y1,Y> four vertices. LeD* be the digraph obtained frod by deleting all the
arcs enteringg; andxz and all the arcs leaving; andy». Let S(D) be the digraph obtained frob* as follows.

For every vertew, replace all the arcs leavingby a switching out-arborescence with racand whose leaves
corresponds to the out-neighboursvah D*, and replace all the arcs enterimdpy a switching in-arborescence
with rootv and whose leaves corresponds to the in-neighboursrob *. It is clear thatS(D) has no big vertices
and thatx; andx; are sources ang andy, are sinks. Furthermore, one checks easily that there is a 2-linkage from
(x1,X2) to (y1,¥2) in D if and only if there is a 2-linkage frorx1, x2) to (y1,y2) in S(D). O

3.2 A general NP-completeness theorem

For a digrapiD, we denote byB(D) the set of its big vertices. Aig pathin a digraph is a directed path whose
endvertices are big and whose internal vertices all have in- and out-degreeDifm iparticular an arc between
two big vertices is a big path). Note also that two big paths with the same endvertices are necessarily internally
disjoint.

The big paths digraphof D, denotedBP(D), is the multidigraph with vertex s&t(D) in which there are
as many arcs between two verticesindv as there are bidu,v)-paths inD. By the remark abov8P(D) is
well-defined and easy to construct in polynomial time gif2en

Theorem 8. Let F be a digraph. If F contains two arcs ab and cd whose endvertices are big vertices and such
that (BP(F) \ {ab,cd}) U {ad,cb} is not isomorphic to BEF ), then F-SusDIVISION is NP-complete.
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Proof. Reduction from 2:INKAGE in digraphs with no big vertices in whicty andx; are sources angj andy>
are sinks.

Let D,x1,X2,Y1,Y2 be an instance of this problem. Udtbe the digraph obtained from the disjoint union of
F \ {ab,cd} andD by adding the arcaxi, cxz, y1b, andy,d. We claim thatH has ar--subdivision if and only if
D has a 2-linkage fronix1,X2) to (y1,Y2).

Clearly, if there is a 2-linkagPy, P in D, then the union oF \ {ab, cd} and the pathax;P1y;1b andcxoPoy2d
is aF-subdivision inH.

Conversely, suppose thEit contains arF-subdivisionS. Observe that iH, no vertex ofD is big. Hence,
sinceShas as many big vertices BsF andShave the same set of big vertices.

Clearly, S contains as many big paths Bsand thus there must be [ two disjoint directed paths between
(x1,X%2) and(y1,Y2). These two paths cannot be @, y2)- and anxz, y1)-path, for otherwis¢BP(F) \ {ab,cd})U
{ad,cb} = BP(S) is isomorphic toBP(F) sinceSis anF-subdivsion. Hence, there is 2-linkage frdmy,xo) to
(ylayZ)' U

Remark 9. Observe that iBP(F) has two arcsab and cd which are consecutive (i.eb = c) or contains an
antidirected patlfa, b, c,d) of length 3, ther(BP(F) \ {ab,cd}) U {ad, cb} is not isomorphic t®BP(F). Hence, by
Theorem 8F-SuBDIVISION is NP-complete.

Corollary 10. If F is a digraph with no small vertices, then B4BDIVISION is NP-complete.

Proof. If F has no small vertices, théP(F) = F. Moreover ifF does not contain two consecutives arcs, then
V(F) can be partitionned into two sefsandB such that all arcs ifr have tail inA and head irB. In this casefF
contains an antidirected path of length 3. So by Remark % t8&BDIVISION problem is NP-complete. O

For many digraph&, the condition of Theorem 8 is verified andBeSuBDIVISION is NP-complete. How-
ever, there are graphs that do not verifies this condition but yet NP-complete as we shall prove in the following
subsection.

3.3 Dumbbells

An oriented pathis an orientation of an undirected path. et (x1,--- ,X,) be an oriented path. ¥1x; is an arc,
thenP is anout-path otherwiseP is anin-path In particular, ifP is a directed path then it is an out-path. The
blocksof P are the maximal subdipaths Bf We often enumerate them from the origin to the terminus of the path.
The number of blocks dP is denoted byo(P).

A dumbbeliis a digraptD with exactly two big vertices andv which are connected by an induced oriented
(u,v)-pathP such that removing the internal verticesRolieaves a digraph with two connected componentslone
containingu and oneR containing the terminug. The subdigraph (resp.R) is theleft (resp.right) plate of the
dumbbell, vertexu is its left clip, vertexv its right clip andP its bar.

A dumbbell sets a disjoint union of dumbbells. In this subsection, we shall give some necessary conditions
for F-SuBDIVISION to be NP-completd; being a dumbbell set. In Subsection 5.3, we give particular cases when
F-SuBDIVISION is polynomial-time solvable.

A pair of oriented pathéP, Q) is abad pairif one of the following holds:

» P andQ are both directed paths;

{b(P),b(Q)} # {1,2}.

» P andQ are both out-paths ard(P),b(Q)} € {{2};{2,4}};
« P andQ are both in-path$b(P),b(Q)} € {{2};{2,4}}.

Lemma 11. Let P and Q be two oriented paths. (P, Q) is not a bad pair, then there exists abA(P) and
cd € A(Q) such that the two oriented path$ &d Q obtained from P and Q by replacing ab and cd by ad and cb

verifies{b(P),b(Q)} # {b(P'),b(Q)}.
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Proof. Let (P,Q) be a non-bad pair of paths. Without loss of generality, we may assumb(@at> b(P). In
particular this implieb(Q) > 3.
Assume thaP is an out-path (resp. in-path) afis an in-path (resp. out-path). B{P) > 2, then takeab
as an arc of the first block & andcd an arc of the first block of. Replacingab andcd by ad andcb results
necessarily ilb(P’) = 1 andb(Q") = b(P) + b(Q) — 1. If b(P) = 1, takeabas an arc of the first block & andcd
an arc of the second block 6. Then{b(P’),b(Q)} = {2,b(Q) — 1} # {b(P),b(Q)}.
So we may assume thRtandQ are both out-paths or both in-paths. Observe that this in particular implies that
P andQ have an even number of blocks, because the opposite path (same digraph but starting form the terminus
and ending at the origin) of an out-path with an odd number of blocks is an in-path with an odd number of blocks.
Take an ar@b of the first block ofP and an arcd of the second block d. Then one oP’ Q' has two blocks
and the otheb(P) + b(Q) — 2 blocks. Sd{b(P),b(Q)} # {2,b(P) + b(Q) — 2}, we have the result. Hence we may
assume thab(P),b(Q)} # {2,b(P) + b(Q) — 2}, sob(P) = 2 becauséP, Q) is not bad.
Henceb(Q) > 6, becauséP,Q) is not bad. Takabbe an arc of the first block ¢ andcd an arc of the third
block of Q. Then one of’, Q' has four blocks and the other Ha#) + b(Q) — 4 blocks, so we have the result[]

If two digraphsD andD’ are isomorphic, then we wrie@ = D'. If they are not, then we writ® 2 D’.

Theorem 12. Let F be a dumbbell set. Letitand D, be two dumbbells of F, and foet 1,2, let L, R, u;, vi and
P, be the left plate, right plate, left clip, right clip and bar of; Dif one of the following holds

(@) (P1,P2) is nota bad pair,
(b) LiZ Lo, Li¥ R, Ri#Land R %Ry,
(c) P and B are both directed paths,12 Ly and R # Ry,

(d) Py is adirected path andFs an out-path (resp. in-path) with two blocks angd% L, or Ly 2 Ry (resp.
R1 %2 Lo or Ry # Ry).

then F-SUBDIVISION is NP-complete.

Proof. By Lemma 2, it is sufficient to prove it wheR = D; + Dy. The proof is very similar to the one of
Theorem 8. We give a reduction from2NKAGE in digraphs with no big vertices in whicty andx;, are sources
andy; andy, are sinks.

Let D,x1,X2,Y1,Y2 be an instance of this problem. L& be an arc of the bar dd 1 andcd be an arc of the
bar of D,. Moreover, if(P1,P,) is not a bad pair, we choosd andcd as decribed in Lemma 11. Lét be the
digraph obtained from the disjoint union Bf\ {ab,cd} andD by adding the arcaxi, cx, y1b, andy.d. We can
then show thaH has arf--subdivision if and only iD has a 2-linkage fronix 1,x2) to (y1,Y2).

Clearly, if there is a 2-linkagR1, Rz in D, then the union ofF \ {ab, cd} and the pathax;Ryy;1b andcxRoy2d
is anF-subdivision inH.

Conversely, suppose thit contains arf--subdivisionS. For each vertex of F, we denote by * the vertex
corresponding ta in Sand for any subdigrap of F, we denote by * the subdigraph o6 corresponding to the
subdivision ofG.

In H, no vertex ofD is big, so the sole big vertices Bfare the clips oD 1 andD». Hence{u;,vj,u5,vs} =
{u1,v1,uz,vo}. Now in S, the path$?; andP; connect big vertices. For connectivity reasons these two paths must
useP; \ abandP;\ cd. In particular,(L1 + Lz + Ry + Ry)* is a subdigraph of1 + Lo + Ry + Re. So(Li+ Lo+
Ri+R2)* =L1+ L2+ R+ Re. So for anyG € {L1,L2,Ri, R}, the digraphG* is isomorphic toG and is one of
the subdigraphks, L2, Ry andR,.

Moreoverb(P) = b(R) fori = 1,2. Hence, the subpaths Bf N D andP; N D must be two disjoint directed
paths inD, with origins in{x1, %2} and terminus i{y1,y»}, for otherwiseb(P;) + b(P5) > b(Py) + b(P2).

Let P, andP; be the oriented paths obtained frdPa and P, by replacingab andcd by ad andcb. By
construction, if there is no 2-linkage frofr1,x2) to (y1,y2) in D, thenP; andP; consist in &;-subdivision and a
P-subdivision, and s¢b(P;),b(P5)} = {b(P;),b(P;)}.
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(a) If (P1,P2) is not a bad pair, then by our choice @ andcd, {b(P1),b(P})} # {b(P.),b(P>)}. Since
b(P;) = b(P1) andb(P;) = b(P»), there is a 2-linkage frorfxy,x2) to (y1,y2) in D.

(b) If Ly 2 Lo andLy 2 Ry, thenL] € {L1,Ri}. Similarly, if Ry 22 Lo andRy 2 Ry, thenR; € {L1,Ry}.
HenceP; must go fromuz to v1, and soPj ND is a directedxy,y1)-path. Hence there is a 2-linkage
from (X1,%2) to (y1,y2) in D.

(c) If PL andP; are both directed paths, th¢n},u;} = {u1,uz} as there are the origin & andP;. Now,
sincel; % L, we havel; = L1 andL} = L. Similarly, R; = Ry andR}; = Rx. HenceP; ND andP; ND
form a 2-linkage from(x1,x2) to (y1,y2) in D.

(d) Assume thaP; is a directed path and th&p is an out-path with two blocks. (The proof is analoguous
whenP; is an in-path with two blocks.)

Assume that ; 2 Lo. Then we can choosel to be an arc of the first block ¢,. Necessarilyy; = v1

andR; = Ry sincev; is the only clip with out-degree 0 iRy UP;. It follows thatL; € {L1,L>}, and so
L} =L, becauséd 1 2 L. ThusP; ND is a directedxy, y1)-path and there is a 2-linkage fropx, x2) to

(Y1,¥2) in D.

If L1 22 Ry, we get the result similarly by choosirg to be an arc of the second block®3.

4 Easy polynomial-time solvabldg--subdivision problems

There are digraphis for which F-SuBDIVISION can be easily proved to be polynomial-time solvable.

A spideris a tree obtained from disjoint directed paths by identifying one end of each path into a single vertex.
This vertex is called thbodyof the spider.

Proposition 13. If F is the disjoint union of spiders, then SuBDIVISION can be solved in V() time.

Proof. A digraphD contains arF--subdivision if and only if it containE as a subdigraph. This can be checked in
o(nV(®)1) time. O

Lemma 14. Let i be a digraph and S a disjoint union of spiders. {fBUBDIVISION is polynomial-time solvable,
then(F1 4+ S)-SuBDIVISION is also polynomial-time solvable.

Proof. For each sef of |§ vertices, we check if the digrafip(A) induced byA containsS. Then, if yes, we check
if D — A has arF-subdivision. O
4.1 Subdivision of directed cycles

We denote by the directed cycle of lengtk

Proposition 15. For every k> 2, C,-SUBDIVISION can be solved in time @ - m).

Proof. For anyk > 2, for k-tuple (X1, X2, ..., X), we check if(x1, X2, ..., %) is a directed path and if yes if there is
a directed X, x1)-path inD — {X,...,xc_1}. There areD(n) k-tuples, so this can be done in tirf@¢n*-m). O

The running time above is certainly not best possible. For example, Wwhehork = 3, we can find linear-
time algorithms.

Proposition 16. C,-SUBDIVISION can be solved in linear time.
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Proof. A subdivision of the directed 2-cycle is a directed cycle. Hence a digraph@gasabdivision if and only if
it is not acyclic. Since one can check in linear time if a digraph is acyclic or not [ 1, SectiolC2-$|)8DIVISION
is linear-time solvable. O

Proposition 17. C3-SUBDIVISION can be solved in linear time.

Proof. Let D be a digraph. ID has no directed 2-cycles, th&ncontains &C 3-subdivision if and only if it is not
acyclic, which can be tested in linear time.

Assume now thaD has some directed 2-cycles. Ldtbe the graph with vertex s&t(D) and edge-set
{xy| (x,y,X) is a 2-cycle oD}. The graptH can be constructed in linear time. We first check, in linear time, if
H contains a cycle. IH contains a cycle, then it has length at least 3 and any if its two directed orientations is a
directed cycle irD, so we return such a cycle, certifying thais a 'yes’-instance.

If not, thenH is a forest. If there is any single ane (an arc which is not part of a 2-cycle) ihsuch that both
u andv belong to the same connected componeit ghen it is easy to produce a directed cycle of length at least
3in D (following a path fromu to vin H) so we may assume that all single arcs go between different components
in H. Now it is easy to see thd contains a cycle of length at least 3 if and only if the digraph obtained by
contracting (into a vertex) each connected componehtiof D has a directed cycle. In case we find such a cycle,
we can easily reproduce a directed cycle of length at leasD3 in O

Dabow and Nie proved that it is FPT to decide if a graph has a cycle of length akleast

Theorem 18(Gabow and Nie [10, 11])One can decide in time @3- n-m) whether a digraph contains a directed
cycle of length at least k.

Problem 19. For anyfixedk, can we solveCy-SUBDIVISION in linear time? In other words, does there exists a
function f such that one can decide in tird f (k) (n+ m)) whether a digraph contains a directed cycle of length
at leastk?

5 Polynomial-time solvable problems via tbws

5.1 Subdivision of spindles

Two paths aréndependenif they have no internal vertices in common. (Ry, ...,kp)-spindle is the union op
pairwise independent direct¢d, b)-pathsPy, ..., P, of respective lengtky, ... ,kp. Vertexais said to be theail
of the spindle and its head

Proposition 20. If F is a spindle, then FSUBDIVISION can be solved in time Gén‘V(F””).

Proof. Let F be a spindle with taid and headb. Letay,...,ap be the out-neighbours afin F. An F-subdivision
may be seen as dn-subdivision in which only the arcaa;, 1 <i < p are subdivided. The following algorithm
takes advantage of this property.

LetD be a digraph. For each pdi a’) whereSis a set ofV (F)| — 1 vertices ana@’ a vertex oD — S, wefirst
enumerate all the possible subdigraph®g¢§) isomorphic toF —a with a7, ..., a, corresponding t@y, ..., ap.
We then check if, iD — (S\ {a},...,ay}), there exisp independent directed patRs 1 <i < p, eachR starting
in @ and ending ima/. This can be done using a flow algorithm. Clearly, this algorithm decides if there is an
F-subdivision inD. There ared(nV(F)l) possible pairgS,a’), and for each of them we run at mag$¢ (F)| — 1)!
times a flow algorithm. There exists such an algorithm running in @fre?). So the time complexity of the above

algorithm isO (n‘V<F>‘+3) : O

The complexity given in Proposition 20 is certainly not optimal. For example, it can be improved for spindles
with paths of small lengths.
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Proposition 21. If F is a (Ky, ..., kp)-spindle and k< 2 for all 1 <i < p, then FSuBDIVISION can be solved in
O(n®) time.

Proof. If some of thek;, sayk;, equals 1, then finding d?-subdivision is equivalent to findindependent directed
paths from some vertex to some other vertek, which by Menger's theorem is equivalent to check that the
connectivity froma andb is at leastp. For any pair(a, b), this can be done in tim@(n3) using flows.

If kk =2forall 1<i <2, then finding ar--subdivision is equivalent to find independent directed paths of
length at least two from some vertexo some other vertels. Such paths exist if and only if iB \ abthere arep
independenta, b)-paths. For any paifa, b), this can be checked in tin@(n?3). O

Hence a natural question is to ask is the following: given a spiRdiad a digraplD, one can decide in time
f(I[V(F)|) x n®if D contains arF-subdivision, wherd is an arbitrary function and an absolute constant. This
may be formulated in FPT setting as follows.

Problem 22. Is the following problem fixed-paramater tractable?
SPINDLE-SUBDIVISION

Input A spindleF and a digrapip.

Parameter|V (F)|.

Question DoesD contain a subdivision df ?

5.2 Subdivision of corrals

A corral is an oriented tre€ such that there is a vertex called theroot, of in-degree 0 such th& —r is the
disjoint union of spiders.

Proposition 23. If C is a corral, then CSUBDIVISION can be solved in time (Ién‘v(c)‘“).

Proof. The proofis similar to the one for spindles. Thus we leave it to the reader. O

5.3 Subdivision of palm trees

A palm treeis a dumbbell, whose left and right plates are spiders, and whose bar is a directed path of length one.
Observe that in a palm tree, the two clips must be the bodies of the spidgraimAgroveis a disjoint union of
palm trees. For example, the two grapghandB depicted Figure 1 are palm groves.

By Theorem 12(c), i is a palm grove having two palm trees whose left spiders are not isomorphic and whose
right spiders are not isomorphic, thEASuBDIVISION is NP-complete. We shall now prove that it is indeed the
only hard case. Observe that if a digraph contains a subdivision of a palm tree, then it contains a subdivision of
this palm tree such that the only subdivided arc is the bar.

Theorem 24. Let F be a palm grove. Then BuBDIVISION is polynomial-time solvable if and only if all its left
spiders are isomorphic or all its right spiders are isomorphic.

Proof. If there are two left spiders that are not isomorphic and there are two right spiders that are not isomorphic,
then there exist two palm trees such that there left spiders are not isomorphic and their right spiders are not
isomorphic. Then, by Theorem 12-(€);SuBDIVISION is NP-complete.

Assume now that all the right spiders are isomorphic to a sfdeetL 1,...,L, be the left spiders (possibly
some of them are isomorphic). We shall decribe an algorithm to $6/88BDIVISION.
Let D be a digraph. By the above remark[Difcontains arf--subdivision, then it contains df-subdivision
such that only the bars of the palm trees are subdivided. Hence we look for such a subdivision. Observe that such
a subdivision is the disjoint union of copies of each oflthel <i < p andp copies ofR together withp disjoint
directed paths from the bodies of the copies ofltheéo the bodies of the copies ofR. Hence to decide iD
contains arf--subdivision, we try all possibilities for the disjoint union of spidefs 1 <i < p, andp spidersR
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and for each possibility we check via a max flow algorithm if there are disjoints paths from the bodie& ptohe
the bodies of the copies &

Formally, the algorithm is the following. For each set of distinct vertifes,...up,v1,..., vp} of D and
family of disjoints subsetg§Us,...,Up,Vi,...,Vp} of D such that for I< i < p, uj € Uj andv; € Vi, we check if
for all i, D{U;) (resp.V;) contains a spider isomorphic kg (resp.R) with bodyu; (resp.v;). If not we proceed to
the next case. If yes, we check if there ardisjoint directed paths froffuy,...,up} to {vi,...,vp} in the digraph
D\ (UP;(UiuV)\ {ui,vi}) via a flow algorithm. If there are such paths, the union of them with the spiders is an
F-subdivision and we return it. If such paths do not exists, we proceed to the next case.

The number of possible cases$n!V(F)!) and each run of the flow algorithm can be don®im?3). Hence
the complexity of the algorithm i©(nV (F)I+3), O

5.4 Subdivision of windmills

A cycle windmillis a digraph obtained from disjoint directed cycles by taking one vertex per cycle and identifying
all of these. This vertex will be called ttaxis of the windmill.

Theorem 25. If W is a cycle windmill, then WBUBDIVISION can be solved in time @V +3),

Proof. SupposéV is a windmill with axiso and cycle lengthsy,ay,...,ap. To check whether a given digraph
D = (V,A) contains a subdivision &/ with axis at the vertex we do the following (until success or all subsets
have been tried): For all choices of disjoint ordered sub¥etXo, ..., X, of V such thatX; = {Vvi1,...,Via-1},
i=1,2,...,pcheck whethe®; = xv 1vi 2. ..Vi 51 iS a directedX, vi 5 —1)-path. If this holds for all, then delete

all the vertices ofX; —vj 51,1 =1,2,..., p and check whether the resulting digraph contains internally disjoint
pathsPy,P,,... P, whereP, is a path fromv; 51 to x using a maximum flow algorithm. If these paths exist, then
return the desired subdivision @ formed by the union 0Q1,Qo,...,Qp, Py, P>, ...,Py. Otherwise continue to
the next choice foKy, Xz, ..., Xp. Since the size oy UXpU...UX, is [W| — 1, there ar@(nlW| — 1) choices for

it, and there are choices forx, hence the algorithm rur®(n/W/|) times a maximum flow algorithm. Since there
is exists arO(n®) algorithm for maximum flow in a network, the overall complexitydgnWI+3), O

Clearly, given as input a windmiW and a digraplb, deciding ifD contains aV-subdivision is NP-complete
because the Hamiltonian cycle problem is a particular case of it. Theorem 25 tells us that this problem parameter-
ized by|W| is in XP. But is it fixed-parameter tractable?

Problem 26. Is the following problem fixed-paramater tractable?
CYCLE-WINDMILL SUBDIVISION

Input A cycle windmillW and a digrapiD.

Parameter|V (W)|.

Question DoesD contain a subdivision aivV?

6 The Fork Problem and bispindles

A fork with bottom vertex atop vertices andc and centre is a digraph in which
* a, bandc are distinct, and is distinct fromb andc (but possibly equal ta),
» every vertex exceathas in-degree 1 aralhas in-degree 0, and
« all vertices except c andt have out-degree 1 armandc have out-degree 0 andhas out-degree 2.

The following problem is very useful, as it can be efficiently solved.
FORK
Input A digraphD and three distinct verticess b andc.
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Question DoesD contain a fork with bottom vertea and top verticed andc?

Lemma 27. FORK can be solved in linear time.

Proof. Assume that a digragh contains a fork with bottom vertexand top verticeb andc. Then, clearly, there
are a directeda, b)-path inD — c and a directeda, c)-path inD — b.

We claim that this necessary condition is also sufficient. Indeed, assume that there is a a @irbgieathP
in D — c and a directeda, c)-pathQ in D —b. Lett be the last vertex oR which also belongs t@. Such a vertex
exists becauseis in P andQ. Then the union oP andQJt, c] is the desired fork.

Since one can decide in linear time if there is a dire¢ted)-path in a digraph, BrRK can be solved in linear
time. O

The (K, ...,kp;l1,...,lq)-bispindle denotedB(Kg, ... ,Kp;l1,...,lq), is the graph obtained from the disjoint
union of a(ky,...,kp)-spindle with taila; and headb; and a(ls,...,lq)-spindle with taila; and headb, by
identifyingay with by into a vertexa, anday with by into a vertexb. The verticesa andb are called, respectively,
theleft nodeand theright nodeof the bispindle. The directe@, b)-paths are called thierward paths while the
directed(b, a)-paths are called tHeackward paths

We say thatPy,...,Pp;Q1,...,Qq) isa(ky,...,kp;l1,...,lq)-bispindle if , for each K i < p, P; is a directed
(c,d)-path of lengtrk;, for each 1< j < g, Q; is a directedd, c)-path of lengtH ; and the union of th&; andQ);
is B(kl,...,kp;|1,...,|q).

Let F be a bispindle wittp forward paths and backward paths. Consider the big paths multidigraptF ).
By Remark 9, we get the following.

Proposition 28. Let F be a bispindle with p forward paths and q backward paths.Xh q> 1, and p+qg> 4,
then F-SuBDIVISION is NP-complete.

On the other hand, iF has no backward paths or exactly one backward path and one forward path, then it
is a spindle or a directed cycle, respectively. In both cdSeSyBDIVISION can be solved in polynomial time as
shown in Subsections 5.1 and 4.1, respectively.

We now show using Lemma 27 that, in the remaining cases, that is Wieea bispindle with two forward
paths and one backward paESUBDIVISION is polynomial-time solvable.

Theorem 29. If F is a bispindle with two forward paths and one backward path, theBUBDIVISION can be
solved in time QnIFI+1. m).

Proof. Leta be the left node oF and letb andc be its two out-neighbours iR.

For every subseof |F| vertices, we check iD(S) contains a copy df \ {ab,ac} witha’, b/, ¢’ corresponding
toa, b, ¢, respectively. Then we checkh— (S\ {a’,b/,c’}) if there is a fork with bottom vertea’ and top vertices
b’ andc’.

Since there ar®(nlFl) possible seS and Fork can be solved in linear time by Lemma 27, our algorithm
runs in timeO(n/FlI+1. m). O

The complexity given in Theorem 29 is certainly not best possible. Again a natural question is to ask if given a
digraphD and a bispindI& with two forward paths and one backward path, one can decide inftif@€F)|) x n ©
if D contains ark--subdivision, wherd is an arbitrary function andan absolute constant.

Problem 30. Is the following problem fixed-paramater tractable?
BISPINDLE-SUBDIVISION

Input A bispindleF with two forward paths and one backward path and a digiaph
Parameter|V (F)|.

Question DoesD contain a subdivision df ?

In the next section, we give faster algorithms to sd@v#, 2;1)- , B(1,2;2)- andB(1,3;1)-SUBDIVISION.
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7 Polynomial-time solvable problems via handle decomposition

Let D be a strongly connected digraph.handle hof D is a directed patlis,v1,...,v,,t) fromstot (wheresand
t may be identical) such that:

e forall1<i</¢,d(v)=d*(vj) =1, and

+ the digrapb\ h obtained fronD by suppressing hthat is removing the arcs and the internal vertices of
h, is strongly connected.

The verticess andt are theendvertice®f h while the verticew; are itsinternal vertices The vertexsis the
tail of h andt its head Thelengthof a handle is the number of its arcs, hére 1. A handle of length one is said
to betrivial.

Given a strongly connected digraphahandle decompositiaof D starting av € V(D) is a triple(v, (h) 1<i<p,
(Di)o<i<p), Where(Dj)o<i<p is a sequence of strongly connected digraphs(and<i<, is a sequence of handles
such that:

* V(Do) = {v},
» for 1< i < p, hj is a handle oD; andD; is the (arc-disjoint) union ob;_; andh;, and

A handle decomposition is uniquely determinedisnd either(h;)i<i<p, or (Dj)o<i<p. The number of han-
dlesp in any handle decomposition Bfis exactly|A(D)| — |V(D)| + 1. The valuep is also called theyclomatic
numberof D. Observe thap = 0 whenD is a singleton angh = 1 whenD is a directed cycle.

7.1 Subdivision of the lollipop
Thelollipop is the digraph. with vertex set{x,y,z} and arc se{xy,yz zy}.
Proposition 31. L-SuBDIVISION can be solved in linear time.

Proof. If D contains a strong component of cyclomatic number greater than 1, then it contains a lollipop. Indeed,
the smallest directed cycfe in the component is induced and is not the whole strong component. Hence there
must be a vertex dominating a vertex of thus forming a lollipop-subdivision.

If not, then all the strong components are cycles. Thasntains a lollipop if and only if one of its component
is a directed cycle and is not an initial strong component (i.e some arc is entering it).

All this can be checked in linear time. O

7.2 Faster algorithm for subdivision of bispindles

In this subsection, using handle decomposition, we show algorithms toBdly2; 1)- , B(1,2;2)- andB(1,3;1)-
SUBDIVISION, whose running time is smaller than the complexity of Theorem 29.

Recall that a digrapB is robustif it is strongly connected and G(D) is 2-connected. Thebust components
of a digraph are its robust subdigraphs which are maximal by inclusion.

Because bispindles are robust, a subdiviSofia bispindle is also robust, and if a digrapltontainsS, then
Smust be in a robust componentBf Finding the robust components of a digraph can be done in linear time, by
finding the strong components and the 2-connected components of the underlying graphs of these. Therefore one
can restrict our attention to subdivision of bispindles in robust digraphs.
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7.2.1 Subdivision of the(1,2; 1)-bispindle

Observe that a subdivision of ttig, 2; 1)-bispindle has cyclomatic number two. Conversely, one can easily check
that every robust digraph of cyclomatic number 2 is a subdivision of 12 1)-bispindle. Hence, we have the
following.

Proposition 32. A digraph contains a subdivision of ttig, 2; 1)-bispindle if and only if one of its robust compo-
nents has cyclomatic number at least two.

Corollary 33. B(1,2;1)-SuBDIVISION can be solved in linear time.

Proof. Finding the robust components can be done in linear time and computing the cyclomatic number of all of
them in linear time as well. O

7.2.2 Subdivision of the(1,2;2)-bispindle

In this subsection, we show thBt1,2;2)-SuBDIVISION is polynomial-time solvable. In order to prove it, we
characterize the robust digraphs that contairB(ih 2; 2)-subdivision. Let us now describe the famify 2.0. A
double ringis a digraph obtained from an undirected cycle by replacing every edge by two arcs, one in each
direction. See Figure 2. A digraphis in 1,2 if it is a double ring or it can be obtained from(Ry, ..., kp)-
spindleS, p > 1, with tail x and head as follows. Add the argx and possibly somback arcs that are, arcsu

such thauv € A(S), so that the unique directég x)-path is the argx. See Figure 3.

Figure 2: The double ring of order 6.

Theorem 34. A robust digraph D contains a(B, 2; 2)-subdivision if and only if B¢ %1 2:2.

Proof. Let us first prove that iD € 71 2.2, then it contains n®(1, 2; 2)-subdivision. Suppose for a contradiction,
that there is such a subdivisi@Leta andb be the left and right nodes of a subdivisior&fThen the connectivity
betweera andb is at least 2 in one direction. So, by construction, eiilzeb) = (x,y), or (a,b) is such thagb

is a back arc. But, in both cases, the unique dire¢ked)-path is(b,a) which has length less than 2, this is a
contradiction.

Suppose now thd ¢ 71 »;>. Letus prove that it containsB{1, 2; 2)-subdivision. Lety, (hi)1<i<p, (Di)o<i<p)
be a handle decompositionDBf and let be the smallest positive integer such that 1 ».». Clearlyi > 2 because
every directed cycle is iffy 2;2. ThenDj_1 is in 1 2:2.

We shall prove thab; contains &(1, 2;2)-subdivision, and thus so doBs

Suppose first thdd;_; is the double ring associated to a cyxlas . . . X,x1. Without loss of generality, we may
assume that the tail & is x; and its headj for 2 < j <n. Then(hi,xz...Xj;Xj...X.X1) is aB(1,2;2)-subdivision.
(Observe that iff = 2, thenh; must have length at least 2, since there are no multiple arcs.)
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Figure 3: A digraph infy 2,2, which is not a double ring

Suppose now thdd;_; is not a double ring. Lex andy be the two vertices ob;_; as in the definition of
F12:2. In other wordsP;_1 is obtained from a spindlgPy, P, . .., B) with tail x and head by addingyxand some
back arcs. We distinguish several cases according to the possible locations of wtenthtiead/ of hj. Observe
that(u,v) # (x,y) for otherwiseD; would be in77 2:2.

(i) u=yandv=x. Sinceyxis an arc oD;_; and there is no multiple arcs, the hanhjénas length at least
2. Hence(yx, hi; P1) is aB(1,2; 2)-subdivision.

(i) u=xandvis aninternal vertex of sonf®;. Since there are no multiple edges, one of the (we)-paths
hi andP;j[x,V] has length at least 2. Heng@a, P;[x,V]; P;[v,y]x) is aB(1,2;2)-subdivision.

(i) v=yanduis an internal vertex of sorfg;. This case is similar to the previous one by directional duality.

(iv) u=yandvis an internal vertex of sont;. Then(h;,yP;[x, u];P;[u,y]) is aB(1,2;2)-subdivision. Note
that, sinceD; ¢ 7122, at least one ofi; andP;[u,y] has length more than one.

(v) v=xanduis aninternal vertex of sonfe;. This case is similar to the previous one by directional duality.

(vi) uandv are internal vertices of the sarfg andu precedes on Pj. Since there are no multiple edges,
one of the two(u,v)-pathsh; anduPjv has length at least 2. Hen¢k, Pj[u,v]; Pj[v,y]xP,[x,V]) is a
B(1,2;2)-subdivision.

(vii) uandv are internal vertices of the sarRg andv precedesi onP;. If h; is of length one, then iD; all the
back arcs associated to arcspfexist, for otherwisd®; would be in12.». These arcs induce a directed
(y,x)-pathR; of length at least 2. Moreovek > 2, for otherwiseD; would be in¥1 ;> with y as left node
andx as right node. Ik = 2 and the path of P1,P.} \ {P;} was of length one, thel; would be a double
ring. Hence, there i§’ # j such thaPj, has length at least two, and we have Bi&, 2; 2)-subdivision
(Y% Rj; Pj)

(viii) uis an internal vertex oPj, vis an internal vertex oPj; and j # j’. Then(hi,uPjyP,v; vPyxPju) is a
B(1,2;2)-subdivision.

O

Corollary 35. B(1,2;2)-SuBDIVISION can be solved in linear time.
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7.2.3 Subdivision of the(1, 3; 1)-bispindle

Observe that there is@ in a (1, 3; 1)-bispindle. So, a digrapb that has no directed cycle of length greater than
3 contains nd(1, 3; 1)-subdivision.

Let D be a robust digraph ar@= (v1,...,v,,v1) a directed cycle ifb. A handle decompositiofy, (h;)1<i<p,
(Di)o<i<p) is said to beC-badif

(i) D1=C;

(i) forall i > 2, hj has length 1 or 2, its endvertices are@mand the distance between the origin and the
terminus ofh; aroundC is 2.

(iii) If hi is a(vk, vk + 2)-path andh; is a (w-1,V + 1)-path (indices are taken moduld, then these two
handles have length 1.

(iv) If £>5, there ndk such thatvg_2, Vi), (Vk—1,Vk+1) and(Vvk, Vk+2) are handles.

The notion ofC-bad handle decomposition plays a crucial role for find&d, 3; 1)-subdivision as shown by
the next two lemmas.

Lemma 36. Let D be a digraph and C a directed cycle in D of length at leasthen one of the following holds:
+ D contains a @, 3; 1)-subdivision,
» Cis not alongest circuitin D, or

* D has a C-bad handle decomposition.

Proof. SetC = (v,...,Vy,v1). LetH = (v, (h)1<i<p, (Di)o<i<p) be a handle decompositionBfsuch thaD; =C.
If # is notC-bad, then lek be the largest integer such thak = (v, (hi)1<i<k, (Di)o<i<k) is aC-bad handle
decomposition. One of the following occurs:

(i) the originsc 1 of hg,1 is the internal vertex of somlg;, i > 2. Since# is C-bad, then necessarily
hi = (s,s+1,ti), and there is a directed paf$, vi,ti) of length 2 inC. Letty,1 be the terminus dfi 1.
If tx,1 is onC, we seth* = h,; andt* =tx, 1. If not, thentyx, 1 has an out-neighbotit on C and we
let h* be the concatenation b1 and(tk;1,t*). In both casesh* is a directed s 1,t*)-path with no
internal vertices irC. If t* =v;, thenh* U (C\ {svi}) U(s,s+1) is a directed cycle longer tha If
t* =g, then(CUh*U(s,5+1)) — Vi is aB(1,3; 1)-subdivision with right node; and left nodesy, ;. If
t* =t;, thenClt;, 5] Uh* is a directed cycle longer th&because in that ca$e has length at least 2. If
t* ¢ {s,t,vi}, thenCUh*U (s, 1) is aB(1,3; 1)-subdivision with left node; and right node:*.

(i) the terminus ofhy1 is the internal vertex of somia, i > 2. We get the result in a similar way to the
preceding case.

(iii) hgy1 has length greater than 2 and its two endvertices ar€.oifhen the union o andhy,; is a
B(1,3; 1)-subdivision.

(iv) hgi1 = (s,t) with s;t andC[s,t] has length at least 3. Th&u (s,t) is aB(1, 3; 1)-subdivision with right
nodes and left node.

(v) hyy1 is one of the two handlek andh’, whereh is a (vk_1,Vk+1)-handle andh’ is a (v, viky2) for
somek, and one ot andh’ has length two. Ih has length two, sayvk_1,X1,V-1), then the union
of (Vi_1,Vk) UN, (Vk_1,X1,Vke1,Vkr2) andC|vk 2, Vik_1] form aB(1,3;1)-subdivision. Ifh’ has length
two, sayh’ = (g, X2, Vk+2), then the union oRU (Vi 1, Vik2)s (Vk—1, Vs X2, Vk+-2) @andC|Vii2, Vk—1] form
aB(1,3;1)-subdivi- sion.
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(vi) hyyq is one of the three handlég,_», k), (Vk—1,Vk+1), (Vk, Vk+2) for somek andp > 5. In this case, the
union of (Vk—2, Vk—1, Vk+1, Vk+2)» (Vk—2, Vk, Vk+2) @ndC|vk42, Vk—2] form aB(1, 3; 1)-subdivision.

O

Lemma 37. Let D be a robust digraph and C a directed cycle in D of length at Idast D has a C-bad handle
decomposition, then it does not contain ar(it,B; 1)-subdivision.

Proof. By induction on the numbep of handles of the handle decomposition, the result holding trivialpy=f 1.

SetC = (v1,...,Vy,v1) and letH = (v, (hi)1<i<p, (Di)o<i<p) be aC-bad handle decomposition b

By the induction hypothesid,_; does not have arg(1, 3; 1)-subdivision.

Suppose, by way of contradiction, tHag, contains &B(1, 3; 1)-subdivisionS. Necessarilyhp is a subdigraph
of S. Free to rename, the vertices@fwe may assume thag andvs are the origin and the terminus, respectively,
of hp. If vo is not inS, then replacindp with (v1,v2,v3) in S, we obtain aB(1, 3;1)-subdivision contained in
Dp-1, a contradiction. Hence, € V(S). By the conditiongiii ) and(iv) of aC-bad handle decomposition, there
cannot be both a handle endingratand a handle starting &. By directional duality, we may assume tivathas
in-degree one, and sqv; € A(S), andv; is the left node o6. Now, vovs is not an arc of, for otherwisevs will be
the right node of, and the two directefv1,v3)-paths inShave length at most 2, a contradiction. ButSrthere
is an arc leavingy, it must be in a handle, and so by (iv) and (ii) of the definitioiCdbad, this arc must be,v,.
Again by (iii) of the definition ofC-bad, there is no arc leaving exceptvavs. Hencevsva € A(S). Thenvy is the
right node ofS, and the two directef1,Vv4)-paths inShave length 2, a contradiction. O

Theorem 38. B(1,3;1)-SuBDIVISION can be solved in (- m) time.

Proof. Given a digrapiD, we compute the robust componentdand solve the problem separately on each of
them.

For each robust component, we first search for a directed €glef length at least 4. This can be done
in O(n-m) time by Theorem 18. If there is no such cycle, then we return ‘no’. If not, then we build a handle
decomposition starting fro@ := Cy. Each time, we add a new handle, one can mimick the proof of Lemma 36,
we either find &B(1,3; 1)-subdivision which we return, or @-bad handle decomposition, or a directed cyele
longer than the currei@. Observe that in this case, it is easy to deriv® @ad handle decomposition containing
the vertices added so far from tBebad one. This can be done in tir®én- m) because an arc has to be considered
only when it is added in a handle, and we just need to keep a set of atmhastdles.

At the end of this process, if 8(1, 3; 1)-subdivision has been returned, we end up wi@laad decomposi-
tion of D. So, by Lemma 37D has ndB(1, 3; 1)-subdivision, and we can proceed to the next robust component, or
return ‘no’ if there none. O

8 Classes of digraphs for whichF-SUBDIVISION is polynomial-time solv-
able for all F

Lemma 39. Let D be a class of digraphs which is closed under the operation which takes as input a digraph
D € D, a bounded set of verticeg,xz,...,% € V(D) and integersi, iz, ...,ir,01,0z,,...,0r, all between O and r

and outputs the digraph that is obtained as follows: For$ 1,2,...,r replace x and all arcs incident to it by

two sets of verticeg k= {vj 1,...,Vj; },0j = {Wj1,...,Wj o; } (ifij = 0 or oj = O the corresponding set is empty),

all possible arcs from §(x;) to I; and from Q to NJ (X;). If K-LINKAGE is polynomial-time solvable for all fixed

k for digraphs inD, then, for each digraph F, FSUBDIVISION is polynomial-time solvable on digraphsi.

Proof. Let F be a digraph with vertex sél,2,...,r} and letD belong toD. It is sufficient to show that we can
decide in polynomial time whether a fixed one-to-one mapping(6f) to V(D) extends to a subdivision &f in
D. So we assume below that a one-to-one mappingBf) toV (D) is given.

RR n° 8024



Finding a subdivision of a digraph 19

For each vertexx € V(F), fix an ordering of the arcs entering and an ordering of the arcs leaviieg
We label thedg (o) in-neighbours o by iq,1,i0.2,...,i (@) and we label thel! (o) out-neighbours o by

o o,de
00150025+ Oy gt () For a given are = off € A(F) this gives two Iabeld;+ andl_, (the number it has im's
out-labelling and irg’s in-labelling). Given the one-to-one mappirig V( ) — V(D) we make a new digraph
Dr from D by replacing each vertek(a), o € V(F) by two setsl (o) = {io1,ia2,-- ,ia’dg(a)} and Oy (q) =
{0a,1,00,2; - - - ,oayd;m)} and joining every in-neighbowrof f(a) in D to every vertey in | ) by an arex — y
and every vertey of Oy, to every out-neighboug of f(a) in D (it is possible that one of the sétg,), Or () IS
empty in which case we add no arcs corresponding to that set).

Now it is easy to check that can be extended to a subdivisionfefin D if and only if D g contains vertex
disjoint paths{P,g | af € A(F)} whereP,g starts ino e and ends ing I SinceDk is in D we can check the

ap
existence of the desired paths in polynomial time. Domg this for (at most) all possible one-to-one mappings of
V(F) toV(D) we can decide in polynomial time (sinfé(F )| is constant) whethdD contains arf-subdivision.
o

Theorem 40 (Fortune, Hopcroft and Wyllie [9]) For every fixed k the kANKAGE problem is polynomial-time
solvable for acyclic digraphs.

Clearly the class of acyclic digraphs is closed under the operation given in Lemma 39 and hence we have the
following.

Corollary 41 (Fortune, Hopcroft and Wyllie [9]) For every digraph F, FSUBDIVISION is polynomial-time solv-
able for acyclic digraphs.

The algorithm given by Fortune, Hopcroft and Wyllie to sok# INKAGE problem has a runnng time in
O(kInk+2). Hence a natural question is to ask if it can be solved in h&(k)n®) for some absolute constarte
and arbitrary functiorf. In the FPT setting, it can be phrased as follows.

Problem 42. Is the following parameterized problem FPT?
PARAMETERIZED ACYCLIC K-LINKAGE

Input An acyclic digraptD and X distinct verticex1, Xz, ..., Xk, ¥1,¥2, - - - , Yk-
Parameterk.

Question Is there &-linkage from(x1,%y, ..., %) to (Y1,¥2,...,¥) in D?

Theorem 43 (Johnson et al. [13]) For every fixed k, K INKAGE is polynomial-time solvable on digraphs of
bounded directed tree-width.

We will not give the definition of directed tree-width here as it is rather technical, but it suffices to say that the
class of digraphs with bounded directed tree-width is closed on the operation of Lemma 39 so we have.

Theorem 44(Johnson et al. [13])For every digraph F, FSUBDIVISION is polynomial-time solvable on digraphs
of bounded directed tree-width.

Theorem 45(Chudnovsky et al. [6]) For any digraph F, FSUBDIVISION is polynomial-time solvable when
restricted to the class of tournaments.

Let D = (V,A) be a digraph. We say th&V CV guards V CV in D if NT(V/) CW, that is, all out-
neighbours o¥/’ are inW. A DAG-decompositioof a digraphD is a pair(H,y) whereH is an acyclic digraph
andy = {Wy: heV(H)} is a family of subsets of (D) satisfying the following three properties:

() V(D) = Unev(n)Wh
(i) forall h,h';h” € V(H), if h’ lies on a directed path froimto h”, thenW}, "W, C Wy, and
(iii) if (h,h") € A(H), thenWh "Wy guardsWspy \ Wh, whereWsy is the union of alMi, for which there
exists anh',h”)-path inH.
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The width of a DAG-decompositioriH, ) is MaXey ) [Wh|. The DAG-widthof a digraphD (dagw(D)) is the
minimum width over all possible DAG-decompositionsf It is easy to see that a digraphis acyclic if and
only if it has DAG-width 1 (and then we can uBeitself asH).

Theorem 46(Berwanger et al. [4], Johnson et al. [L3For every fixed k, #LINKAGE is polynomial-time solvable
on digraphs of bounded DAG-width.

Digraphs of bounded DAG-width are closed under the operation in Lemma 39 so we have.

Corollary 47. For any digraph F, FSUBDIVISION is polynomial-time solvable when restricted to the class of
digraphs of bounded DAG-width.

A feedback vertex ser cycle transversain a digraphD is a set of verticeS such thaD — Sis acyclic. The
minimum number of vertices in a cycle transversabDdb thecycle-transversal numbemnd is denoted by(D).

Corollary 48. For any digraph F, FSUBDIVISION is polynomial-time solvable when restricted to the class of
digraphs with bounded cycle-transversal number.

Proof. Let X be a cycle-transversal &. ThenD’ = D — X is acyclic and it is easy to see tHahas DAG-width at
mostX, since we can takid = D’ andW, = {h} UX for all h € V(D’) to obtain a DAG-decomposition & whose
width is |X|. Now the result follows from Corollary 47. O

The maximum number of disjoint directed cycles in a digr&pis called thecycle-packing numbeand is
denoted byw(D). Clearly,v(D) < t(D). Conversely, proving the so-called Gallai-Younger Conjecture, Reed et
al. [16] proved that(D) is bounded above by a functionefD).

Theorem 49(Reed et al. [16]) For every k, there is an integer(K) such that every digraph has either k disjoint
directed cycles or a feedback vertex set of size at m@st f

The functionf constructed by Reed at al. [16] grows very quickly. It is a multiply iterated exponential,
where the number of iterations is also a multiply iterated exponential. The correct val(2) & 3 as shown by
McCuaig [15] who also gave a polynomial-time algorithm for finding two disjoint directed cycles in a digraph or
showing that it has(D) < 3.

Corollary 50. For any digraph F, FSUBDIVISION is polynomial-time solvable when restricted to the class of
digraphs with bounded cycle-packing number.

9 F-SuBDIVISION for some special classes of digraphs

In this section the focus is on the structurgrofather than the method for solvifig SUBDIVISION or proving it
NP-complete. For several of the classes we can provide (almost) complete characterizations in terms of complexity
of F-SUBDIVISION .

9.1 Disjoint union of directed cycles

SinceCyx-SUBDIVISION can be solved in polynomial time for anyéid k, a natural question is to ask for the
complexity of F-SuBDIVISION whenF is the disjoint union of directed cycles. This is not a simple problem as
can be seen from the observation that a digiaptontainsk disjoint directed cycles if and only if it contains an
F-subdivision wheré- is the disjoint union ok 2-cycles.

Hence, ifF is the disjoint union ok 2-cycles,F-SuBDIVISION is equivalent to deciding if(D) > k for a
given digrapiD. Using Theorem 49, Reed et al. [16] proved that this can be done in polynomial time.

Theorem 51(Reed et al. [16]) For any fixed k, deciding if a digraph D has k disjoint directed cycles is polynomial-
time solvable. Equivalently, if F is the disjoint union of direcgedycles, then FSUBDIVISION is polynomial-time
solvable.
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Remark 52. Determiningv(D) is NP-hard. Indeed, given a digraphand an integek, deciding whetheb has

at leastk disjoint cycles is NP-complete. See Theorem 13.3.2 and Exercise 13.25 of [ 1]. As observed in [12], the
problem parameterized withis hard for the complexity class W[1] (this follows easily from the results of [ 18]).
This means that, unle$PT = W/[1], there is no algorithm solving the problem with a running tifiik) - n ©1).

Problem 53. LetF be the disjoint union op directed cycles of lengths,, ko, . . . kp, respectively. I$-SuBDIVISION
polynomial?

Theorem 54. (C, + C3)-SUBDIVISION is polynomial-time solvable.

Proof. Let D be a digraph. 1D has no 2-cycles, thed has aC, + Cs-subdivision if and only if it contains two
disjoint cycles. This can be checked in polynomial time by Theorem 49.

Assume now thalb contains 2-cycles. For each 2-cy¢ley, x), we check ifD — {x,y} has a directed cycle of
length at least 3. This can be done in linear time according to Theorem 17. If the answer is ‘yes’ for one of them,
then we return ‘yes’.

Suppose now that the answer is ‘no’ for all 2-cycles. Détbe the digraph obtained from by deleting the
arcs of all the 2-cycles.

Claim 54.1. D contains a(C, + C3)-subdivision if and only if Dcontains two disjoint directed cycles.

Proof. Suppose thab contains aC; + Cz)-subdivisionS. No cycle ofS can contain two vertices andy in a

2-cycle becausB — {x,y} contains no directed cycle of length at least 3. In particular, all the ar8suaf inD .
Conversely, ifD’ contains two disjoint directed cycles, they form@ + C3)-subdivision sinceD’ has no

2-cycles. O

Hence we check iD’ has two disjoint directed cycles, which can be done in polynomial time according to
Theorem 49. O

9.2 Subdivisions of wheels and fans

Thefan F is the graph obtained from the directed p&hby adding a vertex, called theentre dominated by
every vertex oP. Thewheel W is the graph obtained from the directed cy€lgeby adding a vertex, called the
centre dominated by every vertex @f. The pathP (resp. cycleCy) is called thaim of K (resp.W) and the arcs
incident to the centre are called thgokes Similarly, if D’ is a subdivision of a wheel or a fah, thecentreof D’

is the vertex corresponding to the centreDpttherim of D’ is the directed path or cycle corresponding to the rim
of D, and thespokesf D’ are the directed paths corresponding to the spok&s of

Proposition 55. A digraph D contains a \Wsubdivision if and only if it contains some vertex z such thatZhas
a strong component S and two direc{&lz)-paths having only z in common.

Proof. SupposeD contains a subdivision af; with centrez and cycleC. Then the strong component Bf— z
which contain< satisfies the required property.

Conversely, assun&is a vertex andis a strong component & — z such that there are two directédl z)-
pathsP andQ having onlyzin common. Letx andy be the origins oP andQ respectively.

Let R be a directedx,y)-path inSandR’ a directed(y,x)-path inS. (Such paths exists sin&is a strong
component.) IR andR’ form a cycle we are done, with this cycle as rim @@ as spokes. Otherwise Igtbe
the last vertex iR’ \ {x,y} which is also orR. Then we have ®/,-subdivision with rimR[x, g|R’[q,x] and spokes
P andR[q,y]|Q. O

Corollary 56. W»-SUBDIVISION is solvable in time @n-m).

Theorem 57. For all k > 4, Wk-SuBDIVISION is NP-complete.
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Proof. We give the proof fok = 4, the proof being very similar for largée Reduction from 2-INKAGE in
digraphs with no big vertices in whiohy andx, are sources angj andy, are sinks.

Let D,x1,X%2,Y1,Y2 be an instance of this problem. LBt be the graph obtained by adding five new vertiz,es
a, b, ¢, d and the arcaz, bz cz dz ab, cd, y»a, bxg, y1¢, anddx,.

Let us prove thab’ has aW,-subdivision if and only ifD has a 2-linkage fromix1,X2) to (y1,Y2).

If P, P, form the desired 2-linkage iD, then we také>;1y;cdRabx as the rim and the four areg, bz cz dz
as the spokes.

Conversely, suppod# is a subdivision ofV, in D’ and letC be its rim. The centre d must bez as this is
the only vertex of in-degree 4 I’. Thus the four paths ending &will end in the arcsaz bz cz dz respectively.
Now observe thaa (and similarlyc) must belong t&C since otherwise the path containiagcannot be disjoint
from the path containingz(they will meet ina). Thusais onC and therbis onC since it is the only out-neighbour
of a different fromz. Similarly d is onC. HenceC contains the arcab andcd and this implies tha€ contains
disjoint paths fronx; to y; andx; to y» respectively. O

Remark 58. It is not difficult to modify the proof above to a proof tHatSusDIVISION is NP-complete whenever
F is any digraph obtained from\&/j with k > 4 by reorienting one or more of the spokes. E.g. if thedwés
reversed, then we replace the aabsandcd by arcsaxy, yi1b, cxz, y2d. We leave the details to the interested reader.

From this remark and Lemmas 2, 3 and 4 we get the following corollary. Notice that the resulting digraphs
may still have only one big vertex so the conclusion does not follow from Theorem 8.

Corollary 59. Let W, k> 4 be the strongly connected digraph obtained from by reversing between one
and k— 1 spokes and let G be any digraph not containing a subdivision pfthén F-SusDIviSiON and F'-
SusDIVISION are NP-complete, where F is obtained fronj #hd G by adding zero or more arcs fron{Wy)) to
V(G) and F is obtained from \{Yand G by identifying the big vertex ofWith an arbitrary vertex of G.

Corollary 56 and Theorem 57 determine the complexitWpfSusDIVvISION for all k except 3. So we are left
with the following problem.

Problem 60. What is the complexity ofV3-SUBDIVISION ?

We now turn to fans. Notice th&; is W where one arc of the rim is deleted. Observe thais T T3 which
is the(1,2)-spindle. Thug=,-SUBDIVISION can be solved i©(n?) time by Proposition 21. The next result shows
thatFs-SuBDIVISION is polynomial.

Let zbe a vertex in a digrapB. A triple (X1,X2,%3) is Fs-nicewith respect tain D if the following holds:
* X1, X2, X3 are distinct vertices dD — z;
* X3ZiS an arc;
* inD — xg, there exist a directe(k;, z)-pathP; and a directedxz, z)-pathP, which intersect only irz;

» inD— {xs,z}, there is a directetks, x2)-pathQq, and in inD — {x1,z}, there is a directetko, x3)-path

Qo.

Theorem 61. A digraph contains an f=subdivision with centre z if and only if there is ag-Rice triple with
respect to z. In particular &=SUBDIVISION is polynomial

Proof. Trivially, if D contains arFs-subdivision with centre, then it contains afrs-nice triple (X1, X2,X3) with
repect taz.

Conversely, assume thBtcontains arfFs-nice triple (x1, X2, x3) with respect ta. Let P, P,, Q1 andQ; be
the directed paths as defined in the definitiofrghice triple. We may assume thigd, X2, x3) is anFs-nice triple
(X1,X2,X3) with respect taz that minimizes? = £(P1) 4 ¢(P2) + £(Q1) + £(Q2), that is the sum of the lengths of
these paths.
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We shall prove thaP;, P,, Q1 andQ; are internally disjoint, implying that these paths and thexarform
anFs-subdivision with centre.

a) Let us prove tha®, andP; are internally disjoint. Suppose not. Then ¥gtbe the last vertex o>
which also belongs t®;. Then(xz,x5,x3) is Fs-nice by the choice of pathB] = P>, P, = Pi[x}, 2,
Q) = Q2[x2,%,] andQ, = Qz[x5, x3]. IndeedP; andP; are internally disjoint becaus® andP, were,Q}
does not go througks nor z, becaus®), is a directedxy, X3)-path inD — z, andQ’, does not go through
X2 nor z,for the same reason. This contradicts the minimality. of

b) Let us prove thaQ, andP; are internally disjoint. Suppose not. Thengtbe the last vertex o>
which also belongs t&,. One easily verifies thdii, x5, x3) is Fs-nice by the choice of path3] = Py,
P, = P[x,,2], Q) a directed(x1,%5)-path included inQ1[X1,X2]Qz2[x2, X5] (which can be a walk), and
Q, = Q2[X5, X3]. This contradicts the minimality of

c) Let us prove thaQ1 andP; are internally disjoint. Suppose not. Then ¥§tbe the last vertex 0@
which also belongs t®;. The pathQ. does not go througk; becaus&), andP; are internally disjoint.
Thus (X}, %2,%3) is Fz-nice with associated paty = P1[x},Z], P, = P>, Q] = Q1[X},X2], andQ, = Qo.
This contradicts the minimality of.

d) Let us prove thaQ; andP; are internally disjoint. Suppose not. Thenxgtbe the last internal vertex
onQ which also belongs tB>. Then(x1,X5,X3) is Fs-nice with associated patifg = Py, P, = P>[x5, 7,
Q] = Qu[x1,X5], andQ, a directed(x1,%5)-path included iMQ1[X,,X2]Q2 (which can be a walk). This
contradicts the minimality of.

e) Let us prove thaR; andQ; are internally disjoint. Suppose not. ThenXgtbe the last internal vertex
on Q. which also belongs t@1. Then(x1,X,,X3) is a good triple with associated patAs= P, P, =
Q1[X5, X2| P2, Q] = Q1[x1,%5], andQ), = Q2[X5, x3]. Indeed, sinc®, andQ; are internally disjointP} is a
path, and sinc®, andQ; are internally disjoint, the patt& andP; are also internally disjoint.

O

Theorem 62. For all k > 5, R-SuBDIVISION is NP-complete.

Proof. Reduction from 2-INKAGE in digraphs with no big vertices in whicky andx, are sources angi andy>
are sinks.

LetD, x1, X2, y1 andy, be an instance of this problem. Let us denoteathe centre oFy and by(vy,va, ..., V)
the directed patky — z. Let Dg be the digraph obtained from the disjoint uniordb&ndFy by removing the arcs
V1V andvsv, and adding the arogixi, y1ve, VaXe andyava.

We claim thaDy has arFg-subdivision if and only iD has a linkage fronfix1, x2) to (y1,Y2).

Clearly, if there is a linkagéP1, P2) from (x1,%2) to (y1,Y2) in D, thenDy contains arfr-subdivision, obtained
from F by replacing the arg;v, andvsvy by the directed pathe x;P1y1ve andvsxaoPoyavy, respectively.

Suppose now thdDy contains arF¢-subdivisionSin Dg. Sincezis the unique vertex with in-degrée the
centre ofS' is necessarily. For 1<i <k, letv{ be the vertex corresponding ¥ in S, andP: be the directed
(v{,z)-path inS,

Sincez has in-degree exactlyin Dy, thev;'s are the pernultimate vertices of tRg's, eachv; on a different
Pj. Sincev, is a source iDi, thenv, = v;. Moreover, fori = 3 andi > 5, the patiP; containingv; must start at;
because the unique in-neighboungis vi_;. Hencev; = \/J Furthermore, necessarily_1 = \/J-fl. Now, because
Vi is a sink inDy — z, then necessarily, = vi and so for all 1< i <k, we havey; = v;.

Let Q1 andQ; be the directedvi, v2)- and(vs,Vv4)-paths, respectively. Necessarily, the second vert&};of
(resp.Qy) is x1, (resp.xg) and its penultimate vertex ig (resp.y2). Hence(xi1Qiyi,x2Qoy2) is a linkage from
(X1,X%2) to (y1,Yy2) in D. O
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Proposition 21 and Theorems 61 and 62 determine the compleXty-86BDIVISION for all k except 4. So
we are left with the following problem.

Problem 63. What is the complexity oF4-SUBDIVISION ?

9.3 Subdivisions of transitive tournaments

Denote byT Ti the transitive tournament davertices. Fok < 3, T Tx-SUBDIVISION is polynomial-time solvable
becausd T, andT T, are spiders and T is the(1, 2)-spindle. On the other hand, for &> 5, T Ty-SUBDIVISION
is NP-complete by Corollary 10. We shall now prove thd-SUBDIVISION is polynomial-time solvable.

In fact we will prove it for some classes of graphs contructed fiofa. For any non-negative integer, let
TT4(p) be the digraph obtained frofiiT4 with sourceu and sinkv by addingp new vertices dominated hyand
dominatingv. In particular,T T4(0) = T Ts. We denote byl T/ (p), the digraph obtained froMiT4(p) by deleting
the arc from its sourceto its sinkv. For simplicity, we abbreviat& T, (0) in T T;.

We need the following definitions. L&t be a set of vertices in a digrajgth Theout-sectiorgenerated b
in D is the set of verticeg to which there exists a directed path (possibly restricted to a single vertexxfeoxy
we denote this set bg} (X). For simplicity, we writeS{ () instead ofS({x}). The dual notion, thén-section
is denoted byS;(X). Note that the out-section and the in-section of a set may be found in linear time by any
tree-search algorithm.

Theorem 64. For every non-negative integer p, the 4{p)-SusDIVISION problem is polynomial-time solvable.

Proof. Let D be a digraph and lai andv be two distinct vertices ob. We shall describe a polynomial-time
algorithm for finding ar T4(p)-subdivision inD with sourceu and sinkv, if one exists.

Observe that all vertices in such a subdivision argiiu) N S; (v), hence we first restrict to the grapt the
digraph induced by this set.

Then, using any polynomial-time maximum flow algorithm, we can fin@iha set of internally disjoint
directed(u, v)-paths of maximum size. L€P;,...,P) denote this set. Ik < p+ 3, then return ‘no’, because in
anyT T4(p)-subdivision with source and sinkv, there arep+ 3 internally disjoint directedu, v)-paths Hence, we
now assume that > 3.

For 1<i <k, setQ; =P —{u,v}, and setH = D’ — {u,v}. For every vertexx in V(H), we compute
S(x) = S5 (X) US| (x), and deducé(x) = {i | Qi NS(x) # 0}. If there existsx, such thatl(x)| > 2, then return
‘yes’. Otherwise return ‘no’.

The validity of this algorithm is proved by Claim 64.2.

Claim 64.1. For allx e V(H), I(x) # 0.

Subproof In D’, there are directefl, x)- and(x,v)-paths, whose concatenation contains a direfiied-pathR.
Since(Py,...,F) is a set of internally disjoint directgd, v)-paths of maximum siz&® — {u,v} must intersect one
of theQ’s, sayQj,. By ddfinition, V(R) \ {u,v} C S(x), soip € I (x). O

Claim 64.2. D’ contains a T 1(p)-subdivision with source u and sink v if and only if there exists\WH) such
that |l (x)| > 2.

Subproof Assume thafl (x)| > 2. Without loss of generality;1,2} C I(x). We shall prove thab’ contains a
T Ta(p)-subdivision with source and sinkv.

« Suppose first thgf (x) Q1 # 0 andS, (x) NQz # 0. Then there is a directé®1, x)-path and a directed
(x,Q2) — pathwhose concatenation contains a diredi@d, Q2)-pathR. Lety be the first vertex oRin
U!‘zz Qi. Free to swap the names@p and the patl®Q) containingy and takingRyinstead ofR, we may
assume that is the last vertex oR. Now the union oPy, ..., Pp 3, andR form aT T4(p)-subdivision.

o IfS;(X) N Q2 # 0 andS (X) N Q1 # 0, the proof is similar to the previous case.
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« Suppose now th&f;(x) N1 Q1 # 0 and S (x) N Q2 # 0. We may assume th&; (x) NU; Qi = 0,
otherwise we are in one of the previous case, and we get the resuR.lesh shortestu, x)-path inD .
Then every vertex iR— uis a vertex oH — U!‘lei.

Let S; be a shortest directetk,Q1)-path andS, be a shortest directek, Q2)-path. Fori = 1,2, let

z be the terminus 0§. We may assume that all the internal verticesspfandS, are inH — Uik:lQi

for otherwise one vertexamongz; andz, satisfies the condition of one of the previous cases (up to a
permutation of the labels). Then the pakhs. .., Py 3, RxXSzP1 andS, form aT T4(p)-subdivision.

» IfS5(X)NQ1 # 0 andS; (x) N Q2 # 0, the proof is similar to the previous case by directional duality.

Assume now that (x)| < 2forallxeV(H). Then, by Claim 64.1)) (x)| = 1forallxe V(H). For 1<i <K, let
Vi = {x]I(x) = {i}}. Then(Vy,...V) is a partition oV (H). Moreover, by definition, there is no arc between two
distinct parts of this partitions. In addition, B (X U {u,Vv}), there cannot be two internally disjoint directedv)-
paths, for otherwise it would contradicts the maximalityBf,...,P). Hence D’ contains ndl T, -subdivision,
and so ndr Ta(p)-subdivision. O

This finishes the proof of Theorem 64. O
Corollary 65. For all non-negative integer p, the T,Tp)-SuBDIVISION problem is polynomial-time solvable.

Proof. Observe that a grapB contains &r T, (p)-subdivision with source and sinkv, if and only if the graph
D U {uv} contains ar T4(p)-subdivision. Hence by just adding the areto D if it does not exists in the above
algorithm, we obtain a polynomial-time algorithm fbif ;' (p)-SUBDIVISION. O

9.4 Subdivisions of digraphs with three vertices

Let us denote by, the complete digraph omvertices, in which there is an aow for any two distinct vertices
andv. Let D3 be the digraph obtained frois by removing an arc.

Theorem 66. Let F be a digraph on three vertices. ThenS9BDIVISION is polynomial-time solvable unless
F = K3 in which case it is NP-complete.

Proof. If F is neitherD3 nor K3, then it is either a disjoint union of spiders, or a spindle, or a bispindle, or the
lollipop (or its converse), or a windmill, and $6 SuBDIVISION can be solved in polynomial time by virtue of the
results of the previous sections.Af= K3, thenF-SuBDIVISION is NP-complete by Corollary 10.

It remains to prove thdD3-SUBDIVISION is polynomial-time solvable.

Thebulky vertexof a D3-subdivisionSis the unique vertex ddwith degree 4. We now give a procedure that
given a vertex, two of its out-neihbours;, s, and two of its in-neighbouts, t; check if there is &3-subdivision
Sin whichv is the bulky vertex andvs:, v, t1v,tov} € A(S). Such a subdivision will be callesbitable

Applying a flow algorithm, check if iD — v there are two disjoint directed patRg and P, from {s1,s}
to {t1,t2}. If not, thenD certainly does not contain any suitalide-subdivision. If yes, then check if there is a
directed pathQ from Py to P, or from P, to P;. If such aQ exists, therP, P», Q together withv and the arcs
Vs, V9,1V, tov form a suitabldDs-subdivision. If not, then no suitabl2s-subdivision using the chosen arcs exists,
because there is no vertex {s1,5} such that there exists i — v both a directeds,t1)-path and a directed
(s t2)-path.

A Ds-subdivision is clearly suitable with respect to its bulky vertex and its neighbours in this subdivi-
sion. Hence checking if there is a suital@g-subdivision for every 5-tuplév,si, S,t1,t2) such thats;, s, are
out-neighbours o¥ andts, t; are out-neighbours yields a polynomial-time algorithm to decide if thereCig-a
subdivision in a digraph. O
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9.5 Subdivision of oriented paths and cycles
Conjecture 67. If F is an oriented path or cycle, th€aSuBDIVISION is polynomial-time solvable.

Proposition 68. If P is an oriented path with at most four blocks, thets®BDIVISION is polynomial-time solv-
able.

An antidirected pathis an oriented path in which every vertex has either in-degree 0 or out-degree 0.

Theorem 69. If P is an antidirected path, then BuBDIVISION is polynomial-time solvable.

Proof. LetP = (ay,...,ap) be an antidirected path. By directional duality, we may assumeaiiads indegree 0
in P if and only ifi is odd.

Let D be a digraph. For @-tuple of verticeqvs,...,vp), we shall describe a procedure that either returns a
P-subdivision, or returns that there existsPxaubdivision in which eacls; is the image of;. Then applying this
procedure for alp-tuples of vertices, we obtain the desired algorithm to findigsubdivision.

The procedure is as follows: For all odd (resp. evem)e remove all the arcs entering (resp. leaving;) in
D. Let D’ be the resulting digraph. Clearl, contains aP-subdivision in which eachi; is the image o#; if and
only if D’ does. INUG(D’), we check if there is a pat) going throughvy, . .. ,Vp in this order. This can be done
by checking for a linkage fronvy,vo,...,Vp_1) t0 (V2,v3,...,Vp) and thus in polynomial time by Robertson and
Seymour algorithm [17].

If no suchQ is found, therD’ (and thusD) contains certainly n®-subdivision in which eact; is the image
of .

If such a@ is found, letQ be the oriented path correspondingan D’. Sincey; is a source iD’ wheni is
odd, and a sink i’ wheni is even, the patf has at leasp — 1 blocks, and so contains a subdivisiorPof O

Remark 70. Using the same technique, one can show thRti# a directed path, all blocks of which have length
one except possibly two consecutive blocks, tReBUBDIVISION is polynomial-time solvable.

10 Concluding remarks

The following conjecture, due to Seymour (private communication, 2011) would imply a number of the results on
polynomial instances in the previous sections.

Conjecture 71(Seymour) F-SUBDIVISION is polynomial-time solvable whel is a planar digraph with no big
vertices.

The motivation for this conjecture is the following conjecture. An avdn a digraph iscontractibleif
min{d*(u),d~(v)} = 1. Aminorofa digraptD is any subdigrapl of D which can be obtained from a subdigraph
H of D by contracting zero or more contractible arcdbfFork =1,2,... k the digraphly is obtained from the
union ofk directed cycles (each of lengtk)Z1,Cy, . .. ,Cy, whereCi = uj 1Vi 1Ui 2Vi 2. .. Ui kVi kUi 1, fori=1,2... Kk
and pathd?,Q;, i = 1,2... k, whereP, = Upjuz;i. ..Uk andQ; = ViiVk,i—1- - Vk1 fori=12...,k

Conjecture 72(Johnson et al. [13])For every natural numbérthere existN(k) such that the following holds: If
a digraphD has directed treewidth more thalik), thenD contains a minor isomorphic tiy.

If the directed tree-width dD is bounded, then, by Theorem #,SuBDIVISION can be solved in polynomial
time. If, on the other hand, the directed tree-widthDofs unbounded, then (if the algorithmic version of the
conjecture also holds) we can find a minor isomorphidgdor a sufficiently largek and presumably use this to
realize the desired subdivision using the factfhis planar and has no big vertices.

Conjecture 73. F-SuBDIVISION is NP-complete for every non-planar digraph

For any positive integep, let us denote by, the class of digraphs in which all directed cycles have length
at mostp. Then(1 may be seen as the class of acyclic digraphs.
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Problem 74. Is k-LINKAGE polynomial-time solvable o’p?

Thomassen proved [19] that for every natural numpiitere exists @-strongly connected digragh , which
is not 2-linked, that is, there exists no linkage frgen, sp) to (t1,t2) for some choice of distinct vertices, s, t1,t2
of Dp.

Problem 75. Let F be a fixed digraph. Does there exiktssuch that everie -strongly connected digraph contains
anF-subdivision or at least such thatSuBDIVISION is polynomial-time solvable when restrictedkdp-strongly
connected digraphs?

Note that if F1-SuBDIVISION and F»-SuBDIVISION are both polynomial-time solvable, thék, + F)-
SUBDIVISION is sometimes polynomial-time solvable and sometimes NP-complete. For exampleisitthe
disjoint union of spiders anB,-SUBDIVISION is polynomial-time solvable, theffr1 + F)-SUBDIVISION is poly-
nomial time solvable. On the other hand, assume fandF; are (1,2, 2)-spindles. Then by Proposition 21,
F1-SuBDIVISION andF,-SUBDIVISION are both polynomial-time solvable, but according to Theoreiff8+ F,)-
SUBDIVISION is NP-complete.

Hence for every two digraphs, andF; such that;-SuBDIVISION andF;-SUBDIVISION have been proved
to be polynomial-time solvable, it is natural to ask for the complextyFaf+ F,)-SuBDIVISION. In particular, the
following problem is one of the first to study.

Problem 76. Let F; andF; be two(1,2)-spindles, i.e. transitive tournaments of order 3. What is the complexity
of (F1+ F2)-SUBDIVISION?
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