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Abstract. In the last few years, it has become possible to acquire high-dimensional neu-
roimaging and genetic data on relatively large cohorts of subjects, which provides novel means
to understand the large between-subject variability observed in brain organization. Genetic
association studies aim at unveiling correlations between the genetic variants and the numer-
ous phenotypes extracted from brain images and thus face a dire multiple comparisons issue.
While these statistics can be accumulated across the brain volume for the sake of sensitivity,
the significance of the resulting summary statistics can only be assessed through permutations.
Fortunately, the increase of computational power can be exploited, but this requires designing
new parallel algorithms. The MapReduce framework coupled with efficient algorithms permits
to deliver a scalable analysis tool that deals with high-dimensional data and thousands of per-
mutations in a few hours. On a real functional MRI dataset, this tool shows promising results
with a genetic variant that survives the very strict correction for multiple testing.

Keywords. Bio-statistics, Neuroimaging, Genetics, Genome-Wide Brain-Wide Analysis, Mass
Univariate Linear Model, Permutation Tests, Spatial Model, Cluster-Level Inference.

1 Introduction

The integration of genetics information with neuroimaging data promises to significantly im-
prove our understanding of both normal and pathological variability of brain organization. It
should lead to the development of biomarkers and in the future personalized medicine. Among



2 Fast computational framework for GWAS in neuroimaging

Figure 1. Sketch of the cluster-level analysis. Colors of the boxes are references to tasks of our
framework described in Figure 2 (MULM: Mass Univariate Linear Model).

other important steps, this endeavor requires the development of adapted statistical methods to
extract significant correlations between the highly heterogeneous variables provided by genotyp-
ing and brain imaging, and the development of the software components that will permit large
computation to be done.

In current settings, neuroimaging-genetic datasets consist of a set of i) genotyping measure-
ments on genetic variables, such as Single Nucleotide Polymorphisms (SNPs) that represent a
large amount of the genetic between-subject variability, on the one hand, and ii) quantitative
level at given locations (voxels) in three-dimensional images, that represent either the amount
of functional activation in response to a certain task or an anatomical feature (e.g. the density
of grey matter in this brain region). The standard approach for voxelwise Genome-Wide As-
sociation Studies (vGWAS) is the Mass Univariate Linear Model (MULM) [10], that considers
each (SNP, voxel) pair independently and tests the significance of the correlation between these
traits. With 50k voxels and 500k SNP, the number of comparisons reaches to 25 billions, thus
controling the Type 1 error rate at p < .05 with Bonferroni family-wise error rate (FWER)
correction implies a selecting only p-value smaller than 2.10−12. However, genetic markers are
not independent, such that the genotype of two close SNP on the same chromosome tend to
be highly correlated, due to the cross over phenomenom during cell meiosis (this is called link-
age desiquilibrium or LD). It implies that Bonferroni correction yields conservative thresholds,
at the expense of statistical power. This approach is therefore weakly sensitive, as it detects
only extreme peaks in the statistics and fails to uncover smaller, but spatially extended, effects.
Analytical corrections have been proposed to take into account thee correlations between these
variables, but they yield only small improvement, and their theoretical validity needs to be
further assessed [18]. In the brain imaging domain, cluster-level analysis techniques have been
proposed [19], where the statistical test deals with the size of supra-threshold regions, for a pre-
defined detection threshold (see Figure 1). In the absence of accurate statistical model of the
largest cluster size under the null hypothesis, these approaches require permutations to control
the significance of the decision statistic. Permutations also automatically adapt the threshold
to the amount of correlation among genetics variables.

To assess the statistical significance with a sufficient accuracy, up to 104 permutations are
needed. Traditional computational architectures that rely on popular analysis softwares (Plink
or SPM) cannot manage this load in a reasonable amount of time. The size of our problem
makes the computational load a primary concern and many parameters should be taken into
account to design efficient and scalable parallel procedures. Working in a distributed context
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Figure 2. Overview of the Map-reduce framework for the neuroimaging-genetics univariate
model.

is necessary to deal with the memory and computational loads, and yields specific optimization
strategies. For instance, with permutation tests the most natural way of spliting the problem
consists in distributing the computations according to permutations. But this causes inefficient
access to data, because each sub-problem needs all the data. With such natural data parallel
application, the main task is to choose how to split the problem into smaller sub-problems to
minimize computation and communication overhead. For the first time, we propose an efficient
framework that can manage cluster-based inference in a vGWAS.

In Section 2, we describe our framework to distribute efficiently the computation on large
infrastructures, then present the optimization of the sequential algorithm. Experimental results
on simulated and real data are presented in Section 3.

2 Methods : the computational framework

The mass-univariate statistical analysis of neuroimaging genetics is clearly an embarrassingly
parallel problem, nevertheless this can be easily split into smaller tasks. A good computational
framework has to rely on an adapted workflow and each sub-task has to be optimized for the
sake of efficiency. Although these two steps must be addressed jointly in practical settings,
to simplify the presentation we first describe the workflow and then the optimization of the
algorithms.

@ COMPSTAT 2012



4 Fast computational framework for GWAS in neuroimaging

The distributed algorithm

The MapReduce framework [3, 4] seems the most natural approach to handle this problem and
can easily harnest large grids. The Map step yields statistical scores between each (SNP, voxel)
pair and the reduce step consists in collecting all results to compute statistic distribution and
corrected p-values. Scores are p-values obtained with an Ordinary Least Square (OLS) regres-
sion. The key point is to create subtasks in a way that minimises inputs/outputs (I/O); in
particular, requiring all the data for each subtask is a waste of ressources. By essence, permuta-
tions imply computations on the same data after shuffling. So the permutation procedure should
be embedded in the inner loop, such that all permutations are done on the same node for a given
dataset. The problem can be split in two other directions: genomic and/or brain data, where
each one can have up to 106 variables. We choose to split in both dimensions for performance
and memory reasons. As cluster-based inference requires all scores per SNP in all the brain, we
introduce in the MapReduce framework a new task, the combine task, that combines several map
results to do the cluster-based computation. The combine task is used to pre-compute statistic
distributions and drastically reduces the amount of data transfered between the combine and
reduce phase. Figure 2 gives an overview of our framework.

Optimization of the sequential algorithm

Algorithm 2.1 Fit the model Y = xβ + Zγ + ǫ for all x in X = [x1, .., xq] and get a score for
each pair (SNP, voxel)

Require: The data Y, the X and Z regressor matrices
if first regression then

Zw ← (ZTZ)−1/2Z {whitening}
Ynorm ← Y∆1

−1 with ∆1 = diag(‖Yi‖, i = 1 . . . p) {p number of voxels}
Xnorm ← X∆2

−1 with ∆2 = diag(‖xi‖, i = 1 . . . q) {q number of SNPs}
RY |Z ← Ynorm − Zwβ̂1 with β̂1 = Zw

TYnorm {residuals}

RX|Z ← Xnorm − Zwβ̂2 with β̂2 = Zw
TXnorm {residuals}

cache← Zw, RY |Z , RX|Z

else

Zw, RY |Z , RX|Z ← cache

end if

β̂ ← RX|Z
TRY |Z

γ̂ ← Zw
TRY |Z {for Freedman and Lane approximation [16]}

F-scores ∝ β̂2

1−β̂2−Γ̂2
with Γ̂2 =

r∑

i=1

γ̂2i {r = number of confounding variables}

return β̂, F-scores

The map step is the most demanding in computation time (> 99% in our final implemen-
tation) and thus has to be optimized in priority. For one (SNP, voxel) pair, we want to fit the
model y = xβ + Zγ + ǫ, where y is a vector of observations (i.e. values for a voxel), x a vector
of number of minor alleles for a SNP, Z a matrix of confounding variables (age, sex, acquisition
center, ...) and the intercept. We propose the Algorithm 2.1, that optimizes this step based on
the following observations :
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• To fit the model, the vector y is implied in only one product, so y should be a matrix such
that several voxels are regressed during the same operation.

• The fit operation is dominated by a costly pseudo-inverse of the design matrix. If the
regressors in the design matrix are orthonormal, the computation is simplified to a product,
with a much lower cost.

• The effects of the confounding variables are first removed from y and x, then the regression
is done on the residuals (Ry|Z and Rx|Z). With this strategy, the fit of the last regression
is a scalar product so that we can fit the regression of several voxels and SNPs in the same
Matrix product.

• Some properties are insensitive to permutations and the results can be cached to speed up
regressions on permuted data. For instance, the norm of a column does not change after
a permutation on row, orthogonality is preserved too.

• Permutations can be done on the residuals. For this purpose, we use de method called per-
mutation under the reduced model by Freedman and Lane [16], shown as the best possible
approximation of the true model [1]. Further speed up can be achieved using the method
proposed by Kennedy [20], however this approximation is not precise enough because we
need very good accuracy far in the tail of the distribution.

The same level of detail cannot be handled depending on whether few genes or the whole
genome were considered. In our setting, with the univariate model, keeping all the associations
represents more than 2 petabytes in double precision (8× 104 × 5.105 × 5.104). For this reason,
we store only, in single precision, p-values lower than a threshold, called sparsity threshold.
This reduction saves a large amount of time because of bandwidth and space economy. The
aggregation of scores per SNP represents the other most significant fraction of the execution
time of the mapper because norms of large matrices (number of voxels × number of SNPs)
are involved. Normalizing the matrices greatly simplifies the calculation. We also take care of
computational/hardware sources of optimization: CPU cache issues, data access pattern, I/O
bottlenecks. For instance, if we profile the execution of the standard mass univariate linear
model, we can observe that computing over phenotypes or explanatory variables one by one is
inefficient. Matrix-based operations should thus be sued instead of vector-based operations. Our
Python code uses the Numpy/Scipy scientific libraries, which rely on standard and optimized
linear algebra libraries (Atlas or MKL) that are several order of magnitude faster than naive
code.

3 Results

We present three types of results. As we aim to provide a fast whole brain whole genome ex-
ploratory tool, we evaluate the performances of our serial procedure and distributed framework.
Then, we illustrate the interest of our approach on simulated data with known ground truth.
Finally, we present our results on the IMAGEN study [8].

@ COMPSTAT 2012



6 Fast computational framework for GWAS in neuroimaging

Procedure GWAS time in sec.
Speed in assoc.
per sec.

Speedup 1 Speedup 2

Plink v1.05 in [10] ∼540 8.30× 102 1 -
Plink v1.06 ∼2 2.24× 105 270 1
Our mapper 0.081 5.50× 106 6667 25

Table 1. Comparison of execution time and speed of Plink and our mapper. Speedup 1 is the
speedup against the performance reported in [10], while Speedup 2 is the speedup against Plink
with our settings.

Performance evaluation of the procedure

To the best of our knowledge, there is only one voxel wise Brain-wide Genome-wide (BWGW)
association study [10] that reports computational performances. The authors used a modified
version of the Plink software [14] to manage the size of the outputs. Plink is a popular whole
genome association analysis toolset designed to be computationally efficient. In the domain of
neuroscience, the most popular tool to do such study is SPM, but is far less efficient. Although
SPM can be scripted, it is not designed for efficiency in studies with many external covariates,
such as neuroimaging-genetics studies, so we do not report its performance.

As our approach is very different from Plink, we calculate the speed of a procedure in (SNP,
voxel) associations per second with fixed number of samples, i.e. 740 to match the cohort size
in the previous study [10]. We use Plink (v1.06) and determine an optimistic time for a GWAS
at around 2 seconds. Our experiments run on one core of a 2 × Intel(R) Xeon(R) CPU X5660
(6 cores) @ 2.8GHz with 24GB of memory. Our mapper runs with the academic version of the
Entought Python Distribution (EPD 7.2-2-rh5 64 bits), with the MKL as linear algebra library
with OpenMP parallelization disabled. The results are reported in Table 1. Compared to this
study, we achieved the computations thousands times faster. In a more realistic comparison
based on our target application, we evaluate the speedup to approximately 25. Note that Plink
gives much more detailed results and a part of the speedup of our mapper comes from a reduction
of the output. Indeed, the additional results are not required by our application.

To illustrate the scalability of our Map-Reduce procedure, we execute the whole framework
on our cluster: 20 nodes; each one is a 2 × Intel(R) Xeon(R) CPU X5650 (6 cores) @ 2.67GHz
with 48GB of memory, connected with Gigabit Ethernet LAN; all files were written on the
NFS storage filesystem; the code was executed in the same Python environment as previously
described; the workflow is described and submitted with the soma-workflow software[13]. Soma-
workflow framework enables i) to describe a set of independent tasks that are executed following
an execution graph and ii) to execute the code by submitting the graph to classical queueing
systems operating on the cluster. We report in Figure 3 the result of an execution with almost
all the 240 cores available during all the run. The workflow is composed by 3,000 mappers, 300
combiners and 1 reducer tasks. The mappers represent 99.5% of the total of serial computation
time, and the combiners 0.5%. We achieve a speedup of 227 comparing to the serial time. We
can see in Figure 3 that after five hours, we use only half of the cores, but all the unused cores
are available for other users. There are two easy ways to improve this speedup. First, if we can
rely on a given number of cores, we can generate an optimal workflow. For instance, we can
split to have 2,400 mappers, 240 combiners and 1 reducer with 240 cores. Second, we can split
the problem into smaller pieces to decrease the time of the mappers. We do not explore further
this possibilities, because performance is sufficient and we focus on experimental results.
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Nb of voxels : 51,792
Nb of SNPs : 418,669
Nb of samples : 740
Nb of permutations : 1,000
Nb of tasks : 3, 000 + 300 + 1
Theoritical serial time : 53 days 13h 45min
Total time : 5h 40min
Max cores : 240
Speedup: 227

Figure 3. Setting and execution of the Map-Reduce algorithm on the cluster.

Results on simulated data

We simulate functional Magnetic Resonance Images (fMRI) from real genetic data obtained
from the Imagen database [8]. We use the number of minor alleles for each SNP and we assume
an additive genetic model. Ten random SNPs produce an effect in a spherical brain region,
centered at random positions in the standard space, then intersected with the support of grey
matter using a mask computed for the Imagen dataset (see below). We add i.i.d. Gaussian noise,
smoothed spatially with a Gaussian kernel (σ = 3mm), to model other variability sources. The
effect size and the Signal-to-Noise Ratio (SNR) can vary across simulations.

To assess our approach, ten different datasets were generated and were ran on our framework
with P=1,000 permutations to compute the different distributions under the null hypothesis.
The sparsity threshold was set to raw p-value ≤ 10−4, which means that mappers only reports
raw p-values that meets this constraint. Four decision statistics were used to control the FWER :

• The min(p) statistic assesses the significance of an association between a SNP and a voxel.

• The total volume statistic is defined as the number of voxels for which the correlation with
the SNP is smaller than the sparsity threshold. It assesses whether the volume of the brain
associated with an SNP is significant.

• The
∑
− log10(p) statistic is close from the total volume statistic with the difference

that the volume of each voxel is weighted by the strength of the association expressed
in log (p-value).

• The cluster volume statistic is defined as the largest number of spatially connected vox-
els for which the correlation with the SNP is smaller than the sparsity threshold. The
difference with the total volume statistic is the connectivity constraint.

For each statistic considered, we report in Table 2 the number of detected SNPs, near detections
(i.e. the causal SNP is not detected but a neighbour SNP in LD is) and unique detections (i.e.
only one method detect the causal SNP).

With no surprise, the min(p) statistic only detects an extreme peak and is far less sensitive
than the other methods due to the 2× 1010 tests performed. Its main advantage is that of not
requiring permutations when used with the Bonferonni FWER correction. Other methods do
not consider each SNP × voxel association separately, but assess the impact of an SNP on the
whole brain and require permutations to estimate the associated statistical significance. These
three methods are more sensitive because the number of tests drops to 5× 105. In the context
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8 Fast computational framework for GWAS in neuroimaging

Detections with decision statistic
Simulation
#

Volume
(mm3)

Average
SNR

min(p)
∑
− log10(p) Total volume Cluster volume

1 2,241 0.16 0 1 1 2*
2 2,187 0.28 1 2 2 2
3 2,619 0.51 0 4** 3* 3*
4 2,187 0.87 0 4 4 4
5 1,909 0.15 0 0 0 0+
6 3,348 0.22 0 1 1 2*
7 1,863 1.00 0 0+ 0 1*
8 2,565 0.53 0 3 2 5**
9 2,430 0.32 0 1 1 2*
10 2,862 0.97 0 5 5 4

Total 1 21+** 19* 25+*******

Table 2. Results on the simulated datasets with type I errors control by a FWER ≤ 0.05. The
volume is the volume of the effect to find and average SNR is the mean of the signal-to-noise
ratio for this effect. Numbers indicates how many causal SNPs were detected, a ’∗’ indicates an
unique detection, and a ’+’ indicates a near detection.

of our simulation, i.e. the spatially extended effect of an SNP is in only one region, the cluster-
based analysis gives the best results with the detection of 25 of the 100 causal SNP, including 7
unique detections. The total volume and the sum statistics give close, slightly poorer results and
detect some causal SNP missed by the cluster-based analysis. These two methods are probably
best suited for detecting spatially extended effects in two regions or more. On real data, all
these methods could be complementary depending on the shape and intensity of the effects. A
closer look at the results shows that effects with high SNR but confined to small volumes are
difficult to detect with all statistics. The volume of the effect is comparable with that of smooth
noise areas, so that the SNR level is critical for the sake of detections.

Results on IMAGEN data

We used data from Imagen, a large functional neuroimaging database [8] containing fMRI as-
sociated with 99 different contrast images in more than 1,500 subjects. The dataset is built on
the first batch of subjects of the study. Regarding the functional neuroimaging data, the faces
protocol [23] was used, with the [angry faces - neutral] contrast (i.e. the difference between
watching angry faces or neutral faces).

Imaging phenotype. Standard preprocessing, including slice timing correction, spike and
motion correction, temporal detrending (functional data), and spatial normalization (anatomical
and functional data), were performed using the SPM8 software and its default parameters;
functional images were resampled at 3mm resolution. Obvious outliers detected using simple
rules such as large registration or segmentation errors or very large motion parameters were
removed after this step. The [angry faces - neutral] contrast was obtained using a standard
linear model, based on the convolution of the time course of the experimental conditions with the
canonical hemodynamic reponse function, together with standard high-pass filtering procedure
and temporally auto-regressive noise model. The estimation of the model parameters was carried
out using the SPM8 software. A mask of the grey matter was built by avergaing and thresholding
the individual grey matter probability maps. Subjects with too many missing data (imaging
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or genetic) or not marked as good in the quality check were discarded. An outliers detection
(method described in [17]) was ran and we eliminate 10% of the most outlier subjects.

Genotype. We keep only SNPs with less than 2% missing data. All the remaining missing
data were replaced by the median over the subjects for the corresponding variable. The age, the
sex and the acquisition center were taken as confounding variables.

The final dataset contains 453 subjects, 51,792 voxels, 494,480 SNPs and 10 confounding
variables. Our Map-Reduce framework was run on the this dataset with P=10,000 permutations
to assess statistical significance with a good degree of confidence. The sparsity threshold was
set to raw p-value ≤ 10−4. This choice permits to limit the intermediary results to 200GB, an
amount that the NFS filesystem can manage. The workflow takes approximately 50 hours on
the previously described 240 cores cluster, for a theoretical serial time around 475 days. We
report in Figure 4 only 4 SNPs with the lowest corrected p-values; the genes close to the supra-
threshold SNPs are identified with the UCSC genome browser [15]. We also provide views of
the effects in the brain for this 4 SNPs.

Only one SNP, rs1021831, is associated with a corrected p-value ≤ 0.05 for 3 of the 4 decision
statistics to voxels in the visual cortex. This SNP is in an intergenic region, far from any gene.
The second best SNP, rs436760, is only detected by the min(p) statistic with corr. p = 0.14
and it is located in the promoter region of the ADAM28 gene. Associated voxels are in the
superior prefrontal cortex. The third SNP, rs7778308, is associated with corr. p ≤ 0.23 for the
total volume and sum statistics and is located in the GRM8 gene. Associated voxels are near
the intraparietal sulcus. The last SNP, rs8065460, was found by the cluster-size statistic with
corr. p = 0.29 and it is located in the promoter region of the ANKFN1 gene. Associated voxels
are in the precuneus.

To fulfil the annotation of our findings we used GeneValorization [2] and search if the found
genes were studied in the context of addictions or mental diseases: GRM8 has been associated
with alcohol dependence [6], anxiety [5, 11], attention deficit hyperactivity disorder [9], heroin
addiction [22] and schizophrenia [11, 26]. These preliminary results should be taken with caution
and need to be reproduced.

4 Discussion and conclusion

Cluster-based inference promises large gains in terms of sensitivity to better detect associations
between the brain and genetics. But this method requires permutations to assess the statistical
significance of results and thus it has a prohibitive cost with popular analysis softwares. In this
paper, we present an efficient and scalable framework that can deal with such a computational
burden and that we used to provide a realistic assessment of the statistical power of our approach
on simulations, which had never been done before. Our results on simulated data highlight the
potential of our method and we provide interesting preliminary results on real data, including
one association that passes the significance threshold after correction for multiple testing. As
far as we know, this is the first time that such a result was obtained in a voxelwise genome-wide
association study, although it needs to be reproduced to be considered meaningful.

Our method could be improved following two directions, addressing some drawbacks of the
cluster based inference. First, the threshold on the statistical maps is arbitrarily chosen and
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10 Fast computational framework for GWAS in neuroimaging

Chr SNP
min.

corr. p
∑
− log10 corr. p

Volume
corr. p

Cluster
corr. p

Gene
p-value (mm3) (mm3) (±50kb)

12q24.32 rs1021831 6.49× 10−9 1 2,804 0.05 15,390 0.05 14,391 0.01

8p21.2 rs436760 7.99× 10−12 0.14 768 1 4,050 1 1,404 1 ADAM28
7q31.33 rs7778308 1.22× 10−8 1 2,134 0.22 11,934 0.23 3,375 1 GRM8

17q22 rs8065460 7.08× 10−9 1 1,698 0.54 8,721 0.75 7,263 0.29 ANKFN1

rs1021831
L R

y=-82 x=-3

L R

z=1
rs7778308
L R

y=-61 x=-31

L R

z=45

rs436760
L R

y=24 x=-42

L R

z=30
rs8065460
L R

y=-59 x=2

L R

z=52

Figure 4. Results of the vGWAS on IMAGEN dataset with the differents methods and corre-
sponding brain localizations. A gene is in bold typeface if the SNP is located in the gene.

has a major impact on the significant clusters found. Methods to avoid this problem exists, like
the threshold-free cluster enhancement presented in [25]. Second, image noise is not uniformly
smooth, so that larger clusters are expected in smoother areas. Introducing non-stationarity in
our simulation would make it more realistic. Methods to limits this problem also exists [24].
These are promising ways to improve the sensitivity of cluster-based inference.

Another gain in sensitivity could be provided by multivariate models in which the joint
variability of several genetic variables is considered simultaneously but would have an impact
on computational speed. Such models are thought to be more powerful [27, 7, 12, 21], because
they can express more complex relationships than simple pairwise association models. The
cost of unitary fit becomes much higher (due to non-smooth optimization problems and various
cross-validation loops needed to optimize the parameters), and moreover, permutation testing is
necessary to assess the statistical significance of the results of such procedures. These methods
require many efforts to be tractable for our problem on the algorithmic and implementation side
as well as in the design of adapted and dimension reduction schemes.
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