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Partial-Observation Stochastic Games:
How to Win when Belief Fails

Krishnendu Chatterjee
IST Austria

Abstract—We consider two-player stochastic games played on
finite graphs with reachability objectives where the first player
tries to ensure a target state to be visited almost-surely (i.e., with
probability 1), or positively (i.e., with positive probability), no
matter the strategy of the second player.

We classify such games according to the information and the
power of randomization available to the players. On the basis of
information, the game can be one-sided with either (a) player 1, or
(b) player 2 having partial observation (and the other player has
perfect observation), or two-sided with (c) both players having
partial observation. On the basis of randomization, the players
(a) may not be allowed to use randomization (pure strategies),
or (b) may choose a probability distribution over actions but the
actual random choice is external and not visible to the player
(actions invisible), or (¢) may use full randomization.

Our main results for pure strategies are as follows. (1) For
one-sided games with player 1 having partial observation we
show that (in contrast to full randomized strategies) belief-based
(subset-construction based) strategies are not sufficient, and we
present an exponential upper bound on memory both for almost-
sure and positive winning strategies; we show that the problem
of deciding the existence of almost-sure and positive winning
strategies for player 1 is EXPTIME-complete. (2) For one-sided
games with player 2 having partial observation we show that
non-elementary memory is both necessary and sufficient for
both almost-sure and positive winning strategies. (3) We show
that for the general (two-sided) case finite-memory strategies are
sufficient for both positive and almost-sure winning, and at least
non-elementary memory is required.

We establish the equivalence of the almost-sure winning
problems for pure strategies and for randomized strategies with
actions invisible. Our equivalence result exhibits serious flaws
in previous results of the literature: we show a non-elementary
memory lower bound for almost-sure winning whereas an expo-
nential upper bound was previously claimed.

Keywords-Partial-observation games, Stochastic games, Reach-
ability and Biichi objectives, Positive and Almost-sure winning,
Complexity, Memory bounds.

I. INTRODUCTION

Games on graphs. Two-player games on graphs play a
central role in several important problems in computer science,
such as controller synthesis [33], [35], verification of open
systems [2], realizability and compatibility checking [1], [21],
[18], and many others. Most results about two-player games
on graphs make the hypothesis of perfect observation (i.e.,
both players have perfect or complete observation about the
state of the game). This assumption is often not realistic in
practice. For example in the context of hybrid systems, the
controller acquires information about the state of a plant using
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digital sensors with finite precision, which gives imperfect
information about the state of the plant [20], [26]. Similarly,
in a concurrent system where the players represent individual
processes, each process has only access to the public variables
of the other processes, not to their private variables [37],
[2]. Such problems are better modeled in the more general
framework of partial-observation games [36], [37], [38], [16],
[6] and have been studied in the context of verification and
synthesis [30], [2], [20], [45].

Partial-observation stochastic games and subclasses. In
two-player partial-observation stochastic games on graphs with
a finite state space, in every round, both players independently
and simultaneously choose actions which along with the
current state give a probability distribution over the successor
states in the game. In a general setting, the players may not
be able to distinguish certain states which are observationally
equivalent for them (e.g., if they differ only by the value of
private variables). The state space is partitioned into observa-
tions defined as equivalence classes and the players do not see
the actual state of the game, but only an observation (which is
typically different for the two players). The model of partial-
observation games we consider is the same as the model of
stochastic games with signals [6] and is a standard model
in game theory [39], [41]. It subsumes other classical game
models such as concurrent games [40], [19], probabilistic
automata [34], [32], and partial-observation Markov decision
processes (POMDPs) [31] (see also the recent decidability and
complexity results for probabilistic automata [3], [4], [5], [9],
[10], [11], [24] and for POMDPs [15], [3], [43]).

The special case of perfect observation for a player cor-
responds to every observation for this player being a sin-
gleton. Depending on which player has perfect observation,
we consider the following one-sided subclasses of the general
two-sided partial-observation stochastic games: (1) player-1
partial and player-2 perfect where player 2 has perfect obser-
vation, and player 1 has partial observation; and (2) player-
1 perfect and player-2 partial where player 1 has perfect
observation, and player 2 has partial observation. The case
where the two players have perfect observation corresponds
to the well-known perfect-information (perfect-observation)
stochastic games [40], [17], [19].

Note that in a given (two-sided) game G, if player 1 wins
in the setting of player-1 partial and player-2 perfect, then
player 1 wins in the game G as well. Analogously, if player 1



cannot win in the setting of player 1 perfect and player 2
partial, then player 1 does not win in the game G either. In
this sense, the one-sided games are conservative over- and
under-approximations of two-sided games. In the context of
applications in verification and synthesis, the conservative ap-
proximation is that the adversary is all powerful, and hence the
games with player 1 partial and player 2 perfect games provide
the important worst-case analysis of partial-observation games.

Objectives and qualitative problems. In this work we con-
sider partial-observation stochastic games with reachability
objectives where the goal of player 1 is to reach a set of
target states, and games with Biichi objectives where the
goal of player 1 is to visit some target state infinitely often.
The study of partial-observation games is considerably more
complicated than games of perfect observation. For example,
in contrast to perfect-observation games, strategies in partial-
observation games require both randomization and memory
for reachability objectives; and the quantitative problem of
deciding whether there exists a strategy for player 1 to ensure
that the target is reached with probability at least % can
be decided in NP N coNP for perfect-observation stochastic
games [17], whereas the problem is undecidable even for
partial-observation stochastic games with only one player [32].
Since the quantitative problem is undecidable, we consider
the following qualitative problems: the almost-sure problem
for reachability (resp. Biichi) objectives asks whether there
exists a strategy for player 1 to ensure that the target set is
reached (resp. visited infinitely often) with probability 1; the
positive problem asks the same question, but requires positive
probability instead of probability 1. For Biichi objectives,
the positive problem is undecidable [3], and the almost-
sure problem is polynomially equivalent to the almost-sure
problem for reachability objectives [3]. Therefore, we discuss
reachability objectives, and the results for Biichi objectives
follow.

Classes of strategies. In general, randomized strategies are
necessary to win with probability 1 in a partial-observation
game with reachability objective [16]. However, there exist
two types of randomized strategies where either (i) actions are
visible, the player can observe the action he played [16], [6], or
(i) actions are invisible, the player may choose a probability
distribution over actions, but the source of randomization
is external and the actual (random) choice of the action
is invisible to the player [25]. The second model is more
general since the qualitative problems of randomized strategies
with actions visible can be reduced in polynomial time to
randomized strategies with actions invisible, by modeling the
visibility of actions using the observations on states.

With actions visible, the almost-sure (resp. positive) prob-
lem was shown to be EXPTIME-complete (resp. PTIME-
complete) for one-sided games with player 1 partial and
player 2 perfect [16], and 2EXPTIME-complete (resp.
EXPTIME-complete) in the two-sided case [6]. For the posi-
tive problem memoryless randomized strategies exist, and for
the almost-sure problem belief-based strategies exist (strate-

gies based on subset construction that consider the possible
current states of the game). It was remarked (without any
proof) in [16, p.4] that these results easily extend to ran-
domized strategies with actions invisible for one-sided games
with player 1 partial and player 2 perfect. It was claimed
in [25] (Theorems 1 & 2) that the almost-sure problem is
2EXPTIME-complete for randomized strategies with actions
invisible for two-sided games, and that belief-based strategies
are sufficient for player 1. Thus it is believed that the two
qualitative problems with actions visible or actions invisible
are essentially equivalent.

Pure strategies and motivation. In this paper, we consider
the class of pure strategies, which do not use randomization
at all. Pure strategies arise naturally in the synthesis of
controllers and processes that do not have access to any
source of randomization, such as synchronizers for lock place-
ment in concurrent programs [8], and controllers for robot
planning [29]. Moreover we will establish deep connections
between the qualitative problems for pure strategies and for
randomized strategies with actions invisible, which on one
hand exhibit major flaws in previous results of the literature
(the remark without proof of [16] and the main results of [25]),
and on the other hand show that the solution for almost-sure
winning randomized strategies with actions invisible (which is
the most general case) can be surprisingly obtained by solving
the problem for pure strategies.

Contributions. The contributions of the paper are as follows.

1) Player 1 partial and player 2 perfect. We show that
both for almost-sure and positive winning, belief-based
pure strategies are not sufficient. This implies that the
classical approaches relying on the belief-based sub-
set construction cannot work for solving the qualitative
problems for pure strategies. However, we present an
optimal exponential upper bound on the memory needed
by pure strategies (the exponential lower bound follows
from the special case of non-stochastic games [7]). By
a reduction to perfect-observation games of exponential
size, we show that both the almost-sure and positive
problems are EXPTIME-complete for one-sided games
with perfect-observation for player 2. In contrast to the
previous proofs of EXPTIME upper bound that rely either
on subset constructions or enumeration of belief-based
strategies, our correctness proof relies on a novel rank-
based argument that works uniformly both for positive
and almost-sure winning. The structure of this construc-
tion also provides symbolic antichain-based algorithms
(see [22] for a survey of the antichain approach) for
solving the qualitative problems that avoids the explicit
exponential construction. Thus for the important special
case of player 1 partial and player 2 perfect we establish
optimal memory bound, complexity bound, and obtain
symbolic algorithmic solutions for the qualitative prob-
lems.



one-sided one-sided twousided
player 2 perfect player 1 perfect

Positive Almost-sure Positive Almost-sure Positive Almost-sure

Randomized Memoryless Exponential Memoryless | Memoryless Memoryless Exponential
(actions visible) (belief-based) (belief-based)
Randomized Memoryless Exponential Memoryless | Memoryless Memoryless Non-elem.
(actions invisible) (belief is not low. bound

sufficient) [~ TFinite ~ |

upp. bound

Pure Exponential Exponential Non-elem. Non-elem. Non-elem. Non-elem.
(belief is not (belief is not complete complete low. bound low. bound

sufficient) sufficient) Finite Finite
upp. bound upp. bound
TABLE I

MEMORY REQUIREMENT FOR PLAYER 1 AND REACHABILITY OBJECTIVE.

2) Player 1 perfect and player 2 partial.

a) We show a very surprising result that both for positive
and almost-sure winning, pure strategies for player 1
require memory of non-elementary size (i.e., a tower
of exponentials). This is in sharp contrast with (i) the
case of randomized strategies (with or without actions
visible) where memoryless strategies are sufficient for
positive winning, and with (i7) the previous case where
player 1 has partial observation and player 2 has
perfect observation, where pure strategies for positive
winning require only exponential memory. Surprisingly
and perhaps counter-intuitively when player 1 has
more information and player 2 has less information,
the positive winning strategies for player 1 require
much more memory (non-elementary as compared to
exponential). With more information player 1 can win
from more states, but the winning strategy is much
harder to implement.

b) We present a non-elementary upper bound for the
memory needed by pure strategies for positive winning.
We then show with an example that for almost-sure
winning more memory may be required as compared
to positive winning. Finally, we show how to combine
pure strategies for positive winning in a recharging
scheme to obtain a non-elementary upper bound for
the memory required by pure strategies for almost-sure
winning. Thus we establish non-elementary complete
bounds for pure strategies both for positive and almost-
sure winning.

3) General (two-sided) case. We show that in the gen-

eral case finite memory strategies are sufficient both
for positive and almost-sure winning. The result is ob-
tained essentially by a simple generalization of Konig’s
Lemma [28]. A non-elementary lower bound for memory
follows from the special case when player 1 has perfect
observation and player 2 has partial observation.

4) Randomized strategies with actions invisible. For random-

ized strategies with actions invisible we give two reduc-
tions to establish connections with pure strategies. First,
we show that the almost-sure problem for randomized
strategies with actions invisible reduces in polynomial
time to the almost-sure problem for pure strategies. The

reduction requires to first establish that finite-memory
randomized strategies are sufficient in two-sided games.
Second, we show that the problem of almost-sure winning
with pure strategies reduces in polynomial time to the
problem of randomized strategies with actions invisible.
For this reduction it is crucial that the actions are not
visible.

Our reductions have deep consequences. They unexpect-
edly imply that the problems of almost-sure winning
with pure strategies or randomized strategies with actions
invisible are polynomial-time equivalent. Moreover, it
follows that even in one-sided games with player 1 partial
and player 2 perfect, belief-based randomized strategies
with actions invisible are not sufficient for almost-sure
winning. This shows that the remark (without proof)
of [16] that the results (such as existence of belief-based
strategies) of randomized strategies with actions visible
carry over to actions invisible is an oversight. However
from our first reduction and our results for pure strategies
it follows that there is an exponential upper bound on
memory and the problem is EXPTIME-complete for one-
sided games with player 1 partial and player 2 perfect.
More importantly, our results exhibit a serious flaw' in the
main result of [25] which showed that belief-based ran-
domized strategies with actions invisible are sufficient for
almost-sure winning in two-sided games, and concluded
that enumerating over such strategies yields a 2EXPTIME
algorithm for the problem. Our second reduction and
lower bound for pure strategies show that the result is
incorrect, and that the exponential (belief-based) upper
bound is far off. Instead, the lower bound on memory
for almost-sure winning with randomized strategies and
actions invisible is non-elementary. Thus, contrary to the
general belief, there is a sharp contrast for randomized
strategies with or without actions visible: if actions are
visible, then exponential memory is sufficient for almost-
sure winning while if actions are not visible, then memory
of non-elementary size is necessary in general.

The memory requirements are summarized in Table I and
the results of this paper are shown in bold font. We explain

IThis flaw was presented in [13] to the authors of [25] and acknowledged
in August 2011.



how the other results of the table follow from results of
the literature. For randomized strategies (with or without
actions visible), if a positive winning strategy exists, then a
memoryless strategy that plays all actions uniformly at random
is also positive winning. Thus the memoryless result for
positive winning strategies follows for all cases of randomized
strategies. The belief-based bound for memory of almost-sure
winning randomized strategies with actions visible follows
from [16], [6]. The memoryless strategies results for almost-
sure winning for one-sided games with player 1 perfect and
player 2 partial are obtained as follows: when actions are
visible, then belief-based strategies coincide with memoryless
strategies as player 1 has perfect observation. If player 1 has
perfect observation, then for memoryless strategies whether
actions are visible or not is irrelevant and thus the memoryless
result also follows for randomized strategies with actions
invisible. Thus we obtain Table I. Proofs omitted due to lack
of space are available in a technical report released in July
2011 [13].

II. DEFINITIONS

A probability distribution on a finite set S is a function
kS —[0,1] such that ) ¢ x(s) = 1. The support of & is
the set Supp(k) = {s € S | k(s) > 0}. We denote by D(5)
the set of probability distributions on S. Given s € S, the
Dirac distribution on s assigns probability 1 to s.

Games. Given finite alphabets A; of actions for player i (i =
1,2), a stochastic game on Ay, As is a tuple G = (Q, qo,9)
where () is a finite set of states, gy € @) is the initial state,
and § : Q x Ay X A2 — D(Q) is a probabilistic transition
function that, given a current state ¢ and actions a, b for the
players gives the transition probability 0(q, a, b)(¢’) to the next
state ¢’. The game is called deterministic if 5(q,a,b) is a
Dirac distribution for all (¢,a,b) € Q x A; x As. A state
q is absorbing if §(q,a,b) is the Dirac distribution on ¢ for
all (a,b) € A; x As. In some examples, we allow an initial
distribution of states. This can be encoded in our game model
by a probabilistic transition from the initial state.

A player-1 state is a state ¢ where 6(q, a,b) = §(q, a,b’) for
all a € Ay and all b,b' € Ay. We use the notation (g, a, —).
Player-2 states are defined analogously. In figures, we use
boxes to emphasize that a state is a player-2 state, and we
represent probabilistic branches using diamonds (which are
not real ‘states’, e.g., as in Fig. 1).

In a (two-sided) partial-observation game, the players have
a partial or incomplete view of the states visited and of the
actions played in the game. This view may be different for
the two players and it is defined by equivalence relations ~;
on the states and on the actions (¢ = 1,2). For player ¢,
equivalent states (or actions) are indistinguishable. We denote
by O; C 29 (i = 1,2) the ~;-equivalence classes of states
which define two partitions of the state space (), and we call
them observations (for player 7). These partitions uniquely
define functions obs; : @ — O; such that ¢ € obs;(gq) for all
g € @, that map each state g to its observation for player 4.

In the case where all states and actions are equivalent (i.e.,
the relation =7; is the set (Q x Q) U (A1 X A1) U (A x As)),
we say that player ¢ is blind and the actions are invisible.
In this case, we have O; = {Q} because all states have the
same observation. Note that the case of perfect observation for
player ¢ corresponds to the case O; = {{qo}, {1}, .-, {an}}
(given Q = {qo,q1,.--,qn}), and a =; b iff a = b, for all
actions a, b.

For s C @, a € Ay, and b € Aj, let Postyp(s) =
Ugyes Supp(d(g, a, b)) denote the set of possible successors of
q given action a and b, and let Post,  (s) = [J,c 4, Posta n(s).

Plays and observations. Initially, the game starts in the initial
state ¢o. In each round, player 1 chooses an action a € Aj,
player 2 (simultaneously and independently) chooses an action
b € A, and the successor of the current state ¢ is chosen
according to the probabilistic transition function 6(q, a,b). A
play in G is an infinite sequence p = qpapboq1 a1b1 gz ...
such that g is the initial state and d(g;, a;,b;)(gj+1) > 0 for
all 7 > 0 (the actions a;’s and b;’s are the actions associated
to the play). Its length is |p| = oo. The length of a play
prefix p = qoapbo q1 - .. qx is |p| = k, and its last element is
Last(p) = q. A state ¢ € Q is reachable if it occurs in some
play. We denote by Plays(G) the set of plays in G, and by
Prefs(G) the set of corresponding finite prefixes. For i = 1, 2,
the observation sequence for player ¢ of a play (prefix) p is
the unique (in)finite sequence obs;(p) = ~vpy1 ... such that
v; = obs;(g;) for all 0 < j < |p|.

The games with one-sided partial-observation are the spe-
cial case where either ~; is equality and hence O; = {{q} |
q € Q} (player 1 has complete observation) or /2, is equality
and hence 0> = {{q} | ¢ € Q} (player 2 has complete
observation). The games with perfect observation are the
special cases where ~; and =25 are equality, i.e., every state
and action is visible to both players.

Strategies. A pure strategy in G for player 1 is a function
o : Prefs(G) — A;. A randomized strategy in G for player 1
is a function o : Prefs(G) — D(A4;). A (pure or randomized)
strategy o for player 1 is observation-based if for all prefixes
p = dqoaoboqi ... and p' = qjapbyq; ..., if a; ~1 aj and
bj =1 b’; for all j > 0, and obs;(p) = obsi(p’), then o(p) =
a(p’). In the sequel, strategies are meant to be observation-
based in partial-observation games. If for all actions a and b
we have a ~1 b iff a = b, and a =, b iff a = b (all actions
are distinguishable), then the strategy is action visible, and if
for all actions a and b we have a ~1 b and a ~5 b (all actions
are indistinguishable), then the strategy is action invisible. We
say that a play (prefix) p = qo agbo q1 - .. 1S compatible with
a pure (resp., randomized) strategy o if the associated action
of player 1 in step j is a; = o(qo aobo ... ¢j—1) (resp., a; €
Supp(a(qo aobo - - gj—1))) for all 0 < j < |[pl.

We omit analogous definitions of strategies for player 2.
We denote by X, 28, Eg, II¢g, Hg, and Hg the set of all
player-1 strategies, the set of all observation-based player-1
strategies, the set of all pure player-1 strategies, the set of
all player-2 strategies in (G, the set of all observation-based



player-2 strategies, and the set of all pure player-2 strategies,
respectively.

Remark 1. The model of games with partial observation
on both actions and states can be encoded in a model of
games with actions invisible and observations on states only:
when actions are invisible, we can use the state space to keep
track of the last action played, and reveal information about
the last action played using observations on the states [25].
Therefore, in the sequel we assume that the actions are
invisible to the players with partial observation. A play is
then viewed as a sequence of states only, and the definition
of strategies is updated accordingly. Note that a player with
perfect observation has actions and states visible (and the
equivalence relation =; is equality).

Remark 2. The important special case of partial-observation
Markov decision processes (POMDP) corresponds to the
case where either all states in the game are player-1 states
(player-1 POMDP) or all states are player-2 states (player-2
POMDP). For POMDP it is known that randomization is not
necessary, and pure strategies are as powerful as randomized
strategies [14].

Finite-memory strategies. A player-1 strategy uses finite-
memory if it can be encoded by a deterministic transducer
(Mem, mg, v, av,) where Mem is a finite set (the memory
of the strategy), mo € Mem is the initial memory value,
Qy Mem x O; — Mem is an update function, and
an : Mem x O — D(A;) is a next-move function. The
size of the strategy is the number |Mem| of memory values. If
the current observation is o, and the current memory value is
m, then the strategy chooses the next action according to the
probability distribution «,(m, 0), and the memory is updated
to v, (m, 0). Formally, (Mem, mg, v, «,) defines the strategy
o such that o(p - q) = (& (mo,obsi(p)), obsy(q)) for all
p € QF and ¢ € @, where ¢, extends «, to sequences of
observations as expected. This definition extends to infinite-
memory strategies by dropping the assumption that the set
Mem is finite. A strategy is memoryless if |[Mem| = 1.

Objectives and winning modes. An objective (for player 1)
in G is a set ¢ C Plays(G) of plays. A play p € Plays(G)
satisfies the objective , denoted p = ¢, if p € ¢. Objectives
are generally Borel measurable: a Borel objective is a Borel set
in the Cantor topology [27]. Given strategies ¢ and 7 for the
two players, the probabilities of a measurable objective ¢ is
uniquely defined [44]. We denote by Pry.™ () the probability
that ¢ is satisfied by the play obtained from the starting state
go when the strategies o and 7 are used.

We specifically consider the following well-known objec-
tives. Given a set 7 C () of target states, the reachability
objective requires that the play visit the set 7: Reach(7) =
{qoaoboqi ... € Plays(G) | 3i > 0 : ¢; € T}, and the Biichi
objective requires that the play visit the set 7 infinitely often,
BUChI(T) = {Qanboql RS PIays(G) | Vi > 03] > q; €
T}. Our solution for reachability objectives will also use the
dual notion of safety objectives that require the play to stay

Fig. 1. Belief-based pure strategies are not sufficient for positive and almost-
sure reachability.

within the set 7: Safe(7) = {qoaoboqi - .. € Plays(G) | Vi >
0:¢; € T}. In figures, the target states in 7 are double-lined
and labeled by ©.

Given a game structure G and a state g, an observation-
based strategy o for player 1 is almost-sure winning (resp.
positive winning) for the objective ¢ from ¢ if for all
observation-based randomized strategies 7 for player 2, we
have Pry""(¢) = 1 (resp. Pry" () > 0). The strategy o is
sure winning if all plays compatible with o satisfy (. We also
say that the state ¢ is almost-sure (or positive, or sure) winning
for player 1.

Positive and almost-sure winning problems. We are interested
in the problems of deciding, given a game structure G, a
state ¢, and an objective ¢, whether there exists a {pure,
randomized} strategy which is {almost-sure, positive } winning
from ¢ for the objective ¢. For safety objectives almost-sure
winning coincides with sure winning, however for reachability
objectives they are different. The sure winning problem for
the objectives we consider has been studied in [36], [16],
[12]. The almost-sure winning problem for Biichi objectives
can be easily reduced to the almost-sure winning problem for
reachability objectives [3]. The positive winning problem for
Biichi objectives is undecidable even for POMDPs [3]. Hence
in this paper we mostly focus on reachability objectives.

Remark 3. (Almost-sure Biichi to almost-sure reachabil-
ity [3]). The reduction of almost-sure Biichi to almost-sure
reachability is as follows: given a two-sided stochastic game
with Biichi objective Biichi(T), we add a new absorbing state
qr, make qr the target state for the reachability objective,
and from every state q € T we add positive probability
transitions to qr (details and correctness proof follow from [3,
Lemma 13]).

III. ONE-SIDED GAMES: PLAYER 1 PARTIAL AND
PLAYER 2 PERFECT

In Sections III and IV, we consider one-sided games with
partial observation: one player has perfect observation, and the
other player has partial observation. The player with perfect
observation sees the states visited and the actions played in
the game. We present the results for positive and almost-sure



Fig. 2. Belief-based randomized action-invisible strategies are not sufficient
for almost-sure reachability.

winning for reachability objectives along with examples that
illustrate key elements of the problem such as the memory
required for winning strategies.

Note that the case of player 1 partial and player 2 perfect
is important in the context of controller synthesis as it is a
conservative approximation of two-sided games for player 1
(if player 1 wins in the one-sided game, then he also wins in
the two-sided game). In the following example we show that
for pure strategies belief-based strategies are not sufficient for
positive as well as almost-sure winning. A strategy is belief-
based if its memory relies only on the subset construction,
i.e., the strategy plays only depending on the set of possible
current states of the game which is called belief.

Example 1. Belief is not sufficient for positive (as well as
almost-sure) reachability. Consider the game in Fig. 1 where
player 1 is blind (all states have the same observation except
the target state, and actions are invisible) and player 2 has
perfect observation. Initially, player 2 chooses the state q, or
q2 (which player 1 does not see). The belief of player 1 is thus
the set {q1,qa} (see Fig. 3). We claim that the belief is not a
sufficient information to win with a pure strategy for player 1
because the belief-based subset construction in Fig. 3 suggests
that playing always the same action (say a) when the belief
is {q1,q2} is an almost-sure winning strategy. However, in
the original game this is not even a positive winning strategy
(the counter strategy of player 2 is to choose qs initially). A
winning strategy for player 1 is to alternate between a and
b when the belief is {q1,q2}, showing that remembering the
belief is not sufficient. |

We present reductions of the almost-sure and positive win-
ning problem for reachability objective to the problem of sure-
winning in a game of perfect observation with Biichi objective,
and reachability objective respectively. The two reductions are
based on the same construction of a game where the state space
L ={(s,0) | 0 € s C @} contains the subset construction s
enriched with obligation sets o C s which ensure that from all

Fig. 3. A belief-based subset construction for the reachability game of Fig. 1.

states in s, the target set 7 is reached with positive probability.
The Biichi (resp. reachability) objective is to visit the empty
obligation set infinitely often (resp. at least once). Instead of
a naive solution which would keep track of all successors of
probabilistic choices, we use a rank-based argument on the
obligation set to show correctness of the construction. The
key argument considers arbitrary (possibly infinite-memory)
almost-sure winning strategy o, and proves the existence of
a finite ranking in the infinite tree obtained from o such that
target states have rank O, the rank is strictly decreasing for
non-target states, and the root gets a finite rank.

The construction is as follows. Given G = (Q,qo,9)
over alphabets A;, As and observation set O; for player 1,
with reachability objective Reach(7'), we construct the fol-
lowing (deterministic) game of perfect observation H =
(L, Ly, 0m) over alphabets A’, A}, such that player 1 has a
pure observation-based almost-sure (resp., positive) winning
strategy in G from ¢ if and only if player 1 has a sure
winning strategy in H from ¢y for the objective Biichi(«)
(resp., Reach(«)) defined by o C L where:

o L ={(s,0) | 0 C s C Q}. Intuitively, s is the belief of
player 1 and o is a set of obligation states that “owe” a
visit to 7 with positive probability.

o lo=({q0},{qo}) if o € T, and ¢y = (0,0) if qo € T;

o Al = A1 x 29. In a pair (a,u) € A}, we call a the
action, and u the witness set;

o A, = O;. In the game H, player 2 simulate player 2’s
choice in game G, as well as resolves the probabilistic
choices. This amounts to choosing a possible successor
state, and revealing its observation;

. a={(s0) €Lk

o Oy is defined as follows. First, the state ((), ) is absorb-
ing. Second, in every other state (s,0) € L the function
dp ensures that (¢) player 1 chooses a pair (a,u) such
that Supp(d(q, a,b))Nu # (@ forall ¢ € o and b € Ay, and
(7i) player 2 chooses an observation v € O such that
Post, —(s)N~y # 0. If a player violates this, then a losing
absorbing state is reached with probability 1. Assuming
the above condition on (a,u) and ~ is satisfied, define
dr((s,0), (a,u),v) as the Dirac distribution on the state
(s',0") such that:

- s = (Posty,_(s)NY)\ T;
-0 =¢ifo=0;and o' = (Post, _(0) NyNu)\ 7T if
o# 0.
Lemma 1. Given a one-sided partial-observation stochastic

game G with player 1 partial and player 2 perfect with a
reachability objective for player 1, we can construct in time



exponential in the size of the game and polynomial in the
size of action sets a perfect-information deterministic game
H with a Biichi objective (resp. reachability objective) such
that player 1 has a pure almost-sure (resp. positive) winning
strategy in G iff player 1 has a sure-winning strategy in H.

It follows from the construction in the proof of Lemma 1
that pure strategies with exponential memory are sufficient for
positive (as well as almost-sure) winning, and the exponential
lower bound follows from the special case of non-stochastic
games [7]. Lemma 1 also gives EXPTIME upper bound for the
problem since perfect-observation Biichi games can be solved
in polynomial time [42]. The EXPTIME-hardness follows
from the sure winning problem for non-stochastic games [37],
where pure almost-sure (positive) winning strategies coincide
with sure winning strategies. Theorem 1 summarizes the
results, and note that by Remark 3 all the results of the theorem
for almost-sure winning also hold for Biichi objectives.

Theorem 1. Given one-sided partial-observation stochastic
games with player 1 partial and player 2 perfect, the following
assertions hold for reachability objectives for player 1:

1) (Memory bound). Belief-based pure strategies are not
sufficient both for positive and almost-sure winning;
exponential memory is necessary and sufficient both for
positive (memory of size 3 co, 2 is sufficient) and
almost-sure winning (memory of size Z'yeol 37 s suf-
ficient) for pure strategies, where || is the cardinality of

7.

2) (Algorithm). The problems of deciding the existence of
a pure almost-sure and a pure positive winning strategy
can be solved in time exponential in the state space of
the game and polynomial in the size of the action sets.

3) (Complexity). The problems of deciding the existence of
a pure almost-sure and a pure positive winning strategy
are EXPTIME-complete.

Symbolic algorithms. The exponential Biichi (or reachability)
game constructed in the proof of Lemma 1 can be solved
by computing classical fixpoint formulas [23]. However, it
is not necessary to construct the exponential game structure
explicitly. Instead, we can exploit the structure induced by
the pre-order < defined by (s,0) < (s',0') if (i) s C &,
(11) o C o, and (ii7) o = 0 iff o/ = (. Intuitively,
if a state (s',0’) is winning for player 1, then all states
(s,0) < (s',0') are also winning because they correspond to a
better belief and a looser obligation. Hence all sets computed
by the fixpoint algorithm are downward-closed and thus they
can be represented symbolically by the antichain of their
maximal elements (see [16] for details related to antichain
algorithms). This technique provides a symbolic algorithm
without explicitly constructing the exponential game.

IV. ONE-SIDED GAMES: PLAYER 1 PERFECT AND
PLAYER 2 PARTIAL

Recall that we are interested in finding a pure winning
strategy for player 1. We present the key ideas of the main

three results for one-sided games with player 1 perfect and
player 2 partial.

Lower bound on memory. We present a family of games
where player 1 needs memory of non-elementary size to satisfy
both almost-sure and positive reachability. The key idea is that
player 1 needs to remember not only the possible current states
of the game (belief of player 2), but also how many paths that
player 2 cannot distinguish end up in each state. Then we show
that player 1 needs to simulate a counter system where the
operations on counters are increment and division by 2 (with
round down) which requires to store non-elementary values
of the counters in the worst case. The key challenge is to
construct a polynomial-size game to simulate non-elementary
counter values. We show how to use the partial observation of
player 2 to achieve this. This establishes the surprising non-
elementary lower bound. See [13, Theorem 2] for details.

Upper bound for positive reachability with almost-sure
safety. We show a matching non-elementary upper bound
for pure strategies to ensure positive reachability along with
almost-sure safety. We obtain the solution for positive reach-
ability as a special case and on the other hand it will be
required for solving almost-sure reachability. The result is
achieved in the following steps. First, we compute the set
of states from which player 1 can satisfy the objective with
a randomized action-visible strategy. Second, we show how
pure strategies can simulate randomized strategies by using the
stochasticity of the transition relation and the fact that player 2
cannot distinguish observationally-equivalent paths. This is the
main novel idea behind this proof. Finally, we show that if
the number of indistinguishable paths is non-elementary, then
player 1 achieves the full power of randomized action-visible
strategies and is winning using the computation of the first
step. The crux of the final step is to analyze a new class of
counter systems (with division by a constant and increment)
and show that counters with non-elementary value suffice.
See [13, Theorem 3] for details.

Upper bound for almost-sure reachability. We show an ex-
ample of a game where memoryless positive winning strategies
exist, but almost-sure winning strategies require memory [13,
Example 4]. We then present a construction of a pure almost-
sure winning strategy (when such a strategy exists) by repeat-
edly playing a strategy for positive reachability along with
almost-sure safety in a recharging scheme. As a consequence
we obtain a non-elementary upper bound on the memory size
of almost-sure winning strategies. Let () p be the set of states
such that if the belief of player 2 is a state in ()p, then
against all strategies of player 1, player 2 can ensure that
with positive probability the target is not reached. Hence an
almost-sure winning strategy must ensure almost-sure safety
for the set Q¢ = Q \ @p. From Q¢ player 1 can ensure both
positive reachability to the target as well as safety for the set
Q. We show that repeatedly playing a strategy for positive
reachability along with almost-sure safety is an almost-sure
winning strategy for the reachability objective (details in [13,
Theorem 4]). By Remark 3, the results of Theorem 2 and



Corollary 1 for almost-sure winning also hold for Biichi
objectives.

Theorem 2. In one-sided partial-observation stochastic
games with player I perfect and player 2 partial, the following
assertions hold:

1) Both pure almost-sure and pure positive winning strate-
gies for reachability objectives for player 1 require mem-
ory of non-elementary size in general.

2) Non-elementary size memory is sufficient for pure strate-
gies to ensure positive probability reachability along
with almost-sure safety for player 1; and hence for pure
positive winning strategies for reachability objectives for
player 1 non-elementary memory bound is optimal.

3) Non-elementary size memory is sufficient for pure strate-
gies to ensure almost-sure reachability for player 1; and
hence for pure almost-sure winning strategies for reach-
ability objectives for player 1 non-elementary memory
bound is optimal.

Corollary 1. In one-sided partial-observation stochastic
games with player I perfect and player 2 partial, the problem
of deciding the existence of pure almost-sure and positive
winning strategies for reachability objectives for player I can
be solved in non-elementary time complexity.

Discussion about the surprising non-elementary memory
bound. We now discuss the surprising non-elementary mem-
ory bound for positive winning with reachability objectives for
pure strategies in player-1 perfect player-2 partial stochastic
games, comparing it with other related questions. We consider
four related questions: two are related to stochasticity in
transitions and strategies, and the other two are related to the
information of the players (see also Fig. 4).

1) Question 1. If we consider player-1 perfect player-2
partial deterministic games with reachability objective,
then for positive winning pure memoryless strategies are
sufficient. This follows from the results of [36] because
in deterministic games positive winning coincides with
sure winning, and the results of [36] shows (see [16] for
an explicit proof) that for sure winning the observation
of player 2 is irrelevant. Hence the problem is same as
sure winning in perfect-information deterministic games
with reachability objective for which pure memoryless
strategies exist.

2) Question 2. If we consider player-1 perfect player-2
partial stochastic games with reachability objective, but
instead of pure strategies consider randomized strate-
gies, then memoryless strategies are sufficient. It follows
from [6] that if there is a randomized strategy to ensure
reachability with positive probability, then the random-
ized memoryless strategy that plays all actions uniformly
at random is also a positive winning strategy.

3) Question 3. If we consider perfect-information stochas-
tic games (both players have perfect information) with
reachability objective, then for positive winning pure
memoryless strategies are sufficient. This follows from

a more general result of [17] that in perfect-information
stochastic games with reachability objective, pure mem-
oryless optimal strategies exist.

4) Question 4. If we consider player-1 partial player-2
perfect stochastic games with reachability objective, then
for positive winning exponential memory pure strategies
are sufficient (by Theorem 1).

Observe that the question we study is a natural extension of
the above questions: (1) adding stochasticity to the transition
as compared to question 1; (2) restricting strategies to pure
strategies as compared to randomized strategies of question 2;
(3) player 2 is less informed as compared to question 3; and
(4) player 1 is more informed and player 2 is less informed as
compared to question 4. Our results show the natural variant
of question 1 and question 2 obtained by adding stochasticity
to transitions or removing stochasticity from strategies, and
the variant of question 3 and question 4 by making player 1
most well informed lead to a sunrising memory bound for
strategies (non-elementary complete memory bound, whereas
for all the related questions memoryless or exponential-size
memory strategies are sufficient). See also Fig. 4.

V. TWO-SIDED GAMES

We show the existence of finite-memory pure strategies for
positive and almost-sure winning in two-sided games.

Positive reachability with almost-sure safety. We show that
to ensure positive reachability along with almost-sure safety,
finite-memory strategies suffice. The proof is in two parts:
(1) we show that if there is an infinite-memory strategy o,
then the strategy ensures positive reachability within a finite
number N of steps and almost-sure safety (the result is shown
by a simple extension of Konig’s Lemma [28]), and (2) then
a finite-memory strategy plays like o for N steps and then
switches to a strategy for almost-sure safety (and for almost-
sure safety finite-memory strategies suffice [12]). See [13,
Theorem 5] for details.

Almost-sure reachability. The proof to show that finite-
memory strategies suffice for almost-sure winning is analogous
to the proof of the previous section for player 1 perfect and
player 2 partial, where an almost-sure winning strategy is con-
structed by repeatedly playing finite-memory strategies (of [13,
Theorem 5]) for positive reachability along with almost-sure
safety in a recharging scheme. See [13, Theorem 6] for details.

Theorem 3. In two-sided partial-observation stochastic
games finite memory is sufficient (and non-elementary memory
is required in general) for pure strategies both for positive and
almost-sure winning for reachability objectives for player 1.

VI. EQUIVALENCE OF RANDOMIZED ACTION-INVISIBLE
AND PURE STRATEGIES

In this section, we show that for two-sided partial-
observation games, the problem of almost-sure winning with
randomized action-invisible strategies is inter-reducible with
the problem of almost-sure winning with pure strategies. The
reductions are polynomial in the number of states in the



PL. 1 perfect, Pl. 2 partial
stochastic trans., randomized strat.
Memoryless [6]

pure strat.

PL. 1 perfect, Pl. 2 partial
Deterministic trans. , pure strat.
Memoryless [36]

add stochasticity

PIL. 1 perfect, Pl. 2 partial
stochastic trans., pure strat.
Non-elementary complete

Pl. 1 more informed,
Pl. 2 less informed

PlL. 1 partial, PL. 2 perfect

stochastic trans., pure strat.
Exponential [Theorem 1]

Pl. 2 less informed

PL. 1 perfect, Pl 2 perfect

stochastic trans., pure strat.
Memoryless [17]

Fig. 4. The surprising non-elementary bound for memory of pure strategies in one-sided partial-observation stochastic games for player 1 perfect and player 2

partial for positive winning with reachability objectives (Theorem 2).

game (the reduction from randomized to pure strategies is
exponential in the number of actions).

Reduction of randomized action-invisible strategies to pure
strategies. We give a reduction for almost-sure winning for
randomized action-invisible strategies to pure strategies. Given
a stochastic game GG we will construct another stochastic game
H such that there is a randomized action-invisible almost-sure
winning strategy in G iff there is a pure almost-sure winning
strategy in H. The idea of the reduction is as follows: in the
game H, player 1 can choose a non-empty subset A C A,
of actions, and the probabilistic transition function in H is
as follows: for ¢ € Q, A C A; and b € Ay, we have
ou(q, A,0)(¢) = |17| > aca0(q,a,0)(¢"). The observation
mapping is same as in (. Further details in [13, Section 6.1]
establish the following theorem and corollary.

Theorem 4. Given a two-sided (resp. one-sided) partial-
observation stochastic game G with a reachability objective
we can construct in time polynomial in the size of the game
and exponential in the size of the action sets a two-sided (resp.
one-sided) partial-observation stochastic game H such that
there exists a randomized action-invisible almost-sure winning
strategy in G iff there exists a pure almost-sure winning
strategy in H.

For positive winning, randomized memoryless strategies are
sufficient (both for action-visible and action-invisible) and the
problem is PTIME-complete for one-sided and EXPTIME-
complete for two-sided [6]. The above theorem along with
Theorem 1 gives us the following corollary.

Corollary 2. Given one-sided partial-observation stochastic
games with player 1 partial and player 2 perfect, the follow-
ing assertions hold for reachability objectives for player 1.
(1) Exponential memory is sufficient for randomized action-
invisible strategies for almost-sure winning. (2) The existence

of a randomized action-invisible almost-sure winning strategy
can be decided in time exponential in the state space of the
game and exponential in the size of the action sets. (3) The
problem of deciding the existence of a randomized action-
invisible almost-sure winning strategy is EXPTIME-complete.

Reduction of pure strategies to randomized action-invisible
strategies. We present a reduction for almost-sure winning
with pure strategies to randomized action-invisible strategies.
Given a stochastic game G we construct another stochastic
game H such that there exists a pure almost-sure winning
strategy in G iff there exists a randomized almost-sure winning
strategy in H. The idea of the reduction is to force player 1
to play a pure strategy in H. The game H simulates G and
requires player 1 to repeat each action played (i.e., to play
each action two times). Then, if player 1 uses randomization,
he has to repeat the actions chosen randomly in the previous
step. Since the actions are invisible, this can be achieved only
if the support of the randomized actions is a singleton, i.e., the
strategy is pure. Note that the reduction works for randomized
strategies with actions invisible, and not when the actions are
visible (details in [13, Section 6.2]).

Theorem 5. Given a two-sided partial-observation stochastic
game G with a reachability objective we can construct in time
polynomial in the size of the game and size of the action
sets a two-sided partial-observation stochastic game H such
that there exists a pure almost-sure winning strategy in G iff
there exists a randomized action-invisible almost-sure winning
strategy in H.

Belief-based strategies are not sufficient. We illustrate our
reduction with the following example that shows belief-based
(belief-only) randomized action-invisible strategies are not
sufficient for almost-sure reachability in one-sided partial-
observation games (player 1 partial and player 2 perfect),



showing that a remark (without proof) of [16, p.4] and the
result and construction of [25, Theorem 1] are wrong.

Example 2. We illustrate the reduction on the example of
Fig. 1. The result of the reduction is given in Fig. 2. Remember
that Example 1 showed that belief-based pure strategies are
not sufficient for almost-sure winning. We show that belief-
based randomized strategies are not sufficient for almost-sure
winning in the game of Fig. 2. First, in {q1, g2} player 1 has to
play pure since he has to be able to repeat the same action to
avoid reaching a sink state ® with positive probability. Now,
the argument is the same as in Example 1: playing always
the same action (either a or b) in {q1, g2} is not even positive
winning as player 2 can choose either qs or q. |

Note that our reduction preserves the structure and memory
of almost-sure winning strategies, hence the non-elementary
lower bound given in Theorem 3 for pure strategies also holds
for randomized action-invisible strategies.

Corollary 3. For one-sided partial-observation stochastic
games, with player 1 partial and player 2 perfect, belief-
based randomized action-invisible strategies are not sufficient
for almost-sure winning for reachability objectives. For two-
sided partial-observation stochastic games, memory of non-
elementary size is necessary in general for almost-sure win-
ning for randomized action-invisible strategies for reachability
objectives.
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Partial-Observation Stochastic Games: How to Win when Beéf Fails

Krishnendu Chatterjee (IST Austria) Laurent Doyen (LSV,&@achan & CNRS, France)

Abstract

In two-player finite-state stochastic games of partial abagon on graphs, in every state of the graph, the
players simultaneously choose an action, and their joirttoas determine a probability distribution over the
successor states. The game is played for infinitely manydsand thus the players construct an infinite path in
the graph. We consider reachability objectives where that filayer tries to ensure a target state to be visited
almost-surely (i.e., with probability) or positively (i.e., with positive probability), no mattide strategy of the
second player.

We classify such games according to the information anda@thver of randomization available to the players.
On the basis of information, the game candyee-sidedwith either (a) player 1, or (b) player2 having partial
observation (and the other player has perfect observationjtwo-sidedwith (¢) both players having partial
observation. On the basis of randomizatidn, the players may not be allowed to use randomization (pure
strategies), orb) they may choose a probability distribution over actionstbetactual random choice is external
and not visible to the player (actions invisible), @) they may use full randomization.

Our main results for pure strategies are as follows: (1) Foeesided games with player 2 perfect observation
we show that (in contrast to full randomized strategibs)ief-basedsubset-construction based) strategies are
not sufficient, and we present an exponential upper boundemary both for almost-sure and positive winning
strategies; we show that the problem of deciding the existarfi almost-sure and positive winning strategies for
player 1 is EXPTIME-complete and present symbolic algorghthat avoid the explicit exponential construction.
(2) For one-sided games with player 1 perfect observatioshesyv that non-elementary memory is both necessary
and sufficient for both almost-sure and positive winningtsgies. (3) We show that for the general (two-sided)
case finite-memory strategies are sufficient for both pasaind almost-sure winning, and at least non-elementary
memory is required. We establish the equivalence of thesttswe winning problems for pure strategies and for
randomized strategies with actions invisible. Our equéwak result exhibit serious flaws in previous results in
the literature: we show a non-elementary memory lower bdonélmost-sure winning whereas an exponential
upper bound was previously claimed.

Keywords:Partial-observation games; Reachability objectivesjt®esand Almost-sure winning.



1 Introduction

Games on graphs.Two-player games on graphs play a central role in severabitapt problems in computer
science, such as controller synthesis [35, 37], verificatib open systems [2], realizability and compatibility
checking [1, 22, 19], and many others. Most results aboutplager games on graphs make the hypothesis of
perfect observatiorfi.e., both players have perfect or complete observatimutathe state of the game). This
assumption is often not realistic in practice. For exampléhe context of hybrid systems, the controller ac-
quires information about the state of a plant using digiesers with finite precision, which gives imperfect
information about the state of the plant [21, 28]. Similartya concurrent system where the players represent
individual processes, each process has only access to lttie pariables of the other processes, not to their pri-
vate variables [39, 2]. Such problems are better modeledamrtore general framework pfrtial-observation
games [38, 39, 40, 17, 7] and have been studied in the corftertification and synthesis [32, 23] (also see [3]
for pushdown partial-observation games).

Partial-observation stochastic games and subclasse#n two-player partial-observation stochastic games on
graphs with a finite state space, in every round, both playelspendently and simultaneously choose actions
which along with the current state give a probability dmmition over the successor states in the game. In a general
setting, the players may not be able to distinguish certiites which are observationally equivalent for them
(e.qg., if they differ only by the value of private variable$he state space is partitioned irdbservationglefined

as equivalence classes and the players do not see the detigabisthe game, but only an observation (which
is typically different for the two players). The model of palobservation games we consider is the same as
the model of stochastic games with signals [7] and is a stdnafeodel in game theory [41, 43]. It subsumes
other classical game models such as concurrent games [B4r@babilistic automata [36, 9, 34], and partial-
observation Markov decision processes (POMDPs) [33] (iethe recent decidability and complexity results
for probabilistic automata [4, 5, 6, 11, 12, 13, 26] and fol\F@Ps [16, 4, 45]).

The special case gferfect observatiorior a player corresponds to every observation for this pléngng a
singleton. Depending on which player has perfect obsemative consider the followingne-sidedsubclasses
of the general two-sided partial-observation stochastimes: (1)player 1 partial and player2 perfectwhere
player 2 has perfect observation, and player 1 has partsrghtion; and (2player1 perfect and playe® partial
where player 1 has perfect observation, and player 2 haslpatsservation. The case where the two players have
perfect observation corresponds to the well-known pefiféormation (perfect-observation) stochastic games [42
18, 20].

Note that in a given gam@, if player 1 wins in the setting of player partial and playe2 perfect, then playet
wins in the game&~ as well. Analogously, if playet cannot win in the setting of playdr perfect and playe?
partial, then playett does not win in the gam@ either. In this sense, the one-sided games are consereagve
and under-approximations of two-sided games. In the comteapplications in verification and synthesis, the
conservative approximation is that the adversary is allgyéul, and hence player-1 partial and player-2 perfect
games provide the important worst-case analysis of pastisérvation games.

Objectives and qualitative problems.In this work we consider partial-observation stochastimgawithreach-
ability objectives where the goal of player 1 is to reach a set of tatgees, and games wiBuchiobjective where
the goal for playet is to visit some target state infinitely often. The study atipé&observation games is consider-
ably more complicated than games of perfect observationekample, in contrast to perfect-observation games,
strategies in partial-observation games require bothammhtion and memory for reachability objectives; and
thequantitativeproblem of deciding whether there exists a strategy forgrldyto ensure that the target is reached
with probability at Ieas% can be decided in NP coNP for perfect-observation stochastic games [18], vaettee
problem is undecidable even for partial-observation sietbh games with only one player [34]. Since the quan-
titative problem is undecidable we consider the followmgglitative problems: thealmost-sure(resp. positive



problem asks whether there exists a strategy for player igore that the target set is reached with probability 1
(resp. positive probability). The qualitative problemsBaichi objectives are defined similarly where the goal is to
visit the target set infinitely often with probability 1 (gespositive probability) for the almost-sure (resp. posifi
problem. For Biichi objectives, the positive problem isegidable [4], and the almost-sure problem is polyno-
mially equivalent to the almost-sure problem for reachigbobjective [4]. Therefore, we discuss reachability
objectives, and the results for Biichi objective follow.

Classes of strategies.In general, randomized strategies are necessary to winpuitbability 1 in a partial-
observation game with reachability objective [17]. Howetleere exist two types of randomized strategies where
either (i) actions are visible, the player can observe the action hee@l§l7, 7], or(ii) actions are invisible,
the player may choose a probability distribution over afjdout the source of randomization is external and the
actual choice of the action is invisible to the player [27heTsecond model is more general since the qualitative
problems of randomized strategies with actions visiblelmareduced in polynomial time to randomized strategies
with actions invisible, by modeling the visibility of actis using the observations on states.

With actions visible, the almost-sure (resp. positive)bbemn was shown to be EXPTIME-complete (resp.
PTIME-complete) for one-sided games with player 1 partial player 2 perfect [17], and 2EXPTIME-complete
(resp. EXPTIME-complete) in the two-sided case [7]. Forgbsitive problem memoryless randomized strategies
exist, and for the almost-sure probldmelief-basedstrategies exist (strategies based on subset construbabdn
consider the possible current states of the game).

It was remarked (without any proof) in [17, p.4] that thesguits easily extend to randomized strategies with
actions invisible for one-sided games with player 1 padial player 2 perfect. It was claimed in [27] (Theorems 1
& 2) that the almost-sure problem is 2EXPTIME-complete Bordomized strategies with actions invisible for two-
sided games, and that belief-based strategies are suffioiguiayer1. Thus it is believed that the two qualitative
problems with actions visible or actions invisible are atisdly equivalent.

In this paper, we consider the classpuifre strategies, which do not use randomization at all. Pureesfies
arise naturally in the synthesis of controllers and praeg#isat do not have access to any source of randomization,
such as synchronizers for lock placement in concurrentrprog [10], and controllers for robot planning [31].
Moreover we will establish deep connections between thétgtize problems for pure strategies and for random-
ized strategies with actions invisible, which on one hanlilek major flaws in previous results of the literature
(the remark without proof of [17] and the main results of [2&nd on the other hand show that the solution for
almost-sure winning randomized strategies with actiomsiinle (which is the most general case) can be surpris-
ingly obtained by solving the problem for pure strategies.

Contributions. The contributions of the paper are summarized below.

1. Player1 partial and player2 perfect.We show that both for almost-sure and positive winning,dfédased
pure strategies are not sufficient. This implies that thesital approaches relying on the belief-based subset
construction cannot work for solving the qualitative peshk for pure strategies. However, we present an
optimal exponential upper bound on the memory needed by giteegies (the exponential lower bound
follows from the special case of non-stochastic games [B})a reduction to a perfect-observation game of
exponential size, we show that both the almost-sure antiv@piroblems are EXPTIME-complete for one-
sided games with perfect-observation for plagenn contrast to the previous proofs of EXPTIME upper
bound that rely either on subset constructions or enunoeraii belief-based strategies, our correctness
proof relies on a novel rank-based argument that works tmifoboth for positive and almost-sure winning.
The structure of this construction also provides symboaiitchain-based algorithms (see [24] for a survey of
the antichain approach) for solving the qualitative proidehat avoids the explicit exponential construction.
Thus for the important special case of player 1 partial aage 2 perfect we establish optimal memory
bound, complexity bound, and present symbolic algorithswictions for the qualitative problems.

2. Player1 perfect and playe® partial.



(a) We show a very surprising result that both for positived atmost-sure winning, pure strategies for
player1 require memory of non-elementary size (i.e., a tower of agptials). This is in sharp con-
trast with () the case of randomized strategies (with or without actias®ie) where memoryless
strategies are sufficient for positive winning, and wiith) the previous case where player 1 has partial
observation and player 2 has perfect observation, where gtategies for positive winning require
only exponential memory. Surprisingly and perhaps cotinteitively when player 1 has more in-
formation and player 2 has less information, the positivenivig strategies for player 1 require much
more memory (non-elementary as compared to exponentidth ibre information player 1 can win
from more states, but the winning strategy is much hardentgaément.

(b) We present a non-elementary upper bound for the memeayeakby pure strategies for positive win-
ning. We then show with an example that for almost-sure wigmiore memory may be required as
compared to positive winning. Finally, we show how to conejinire strategies for positive winning in
a recharging scheme to obtain a non-elementary upper bourldef memory required by pure strate-
gies for almost-sure winning. Thus we establish non-eldamgrcomplete bounds for pure strategies
both for positive and almost-sure winning.

3. General (two-sided) casé&\Ve show that in the general case finite memory strategiesuffieiant both for
positive and almost-sure winning. The result is obtainesgesally by a simple generalization of Konig's
Lemma [30]. The non-elementary lower bound for memory fefiérom the special case when player 1 has
perfect observation and player 2 has partial observation.

4. Randomized strategies with actions invisibkor randomized strategies with actions invisible we presen
two reductions to establish connections with pure stragedrirst, we show that the almost-sure problem for
randomized strategies with actions invisible can be redlic@olynomial time to the almost-sure problem
for pure strategies. The reduction requires to first esthliat finite-memory randomized strategies are
sufficient in two-sided games. Second, we show that the noblf almost-sure winning with pure strategies
can be reduced in polynomial time to the problem of randoth&teategies with actions invisible. For this
reduction it is crucial that the actions are not visible.

Our reductions have deep consequences. They unexpeateully that the problems of almost-sure win-
ning with pure strategies orandomizedstrategies with actions invisible are polynomial-tiraguivalent
Moreover, it follows that even in one-sided games with piay@artial and player 2 perfect, belief-based
randomized strategies with actions invisible are not geffiicfor almost-sure winning. This shows that the
remark (without proof) of [17] that the results (such as &xise of belief-based strategies) of randomized
strategies with actions visible carry over to actions iilésis an oversight. However from our first reduc-
tion and our results for pure strategies it follows that ¢hisran exponential upper bound on memory and
the problem is EXPTIME-complete for one-sided games witdlygl 1 partial and player 2 perfect. More
importantly, our results exhibit a serious flaw in the maisute of [27] which showed that belief-based
randomized strategies with actions invisible are sufficfenalmost-sure winning in two-sided games, and
concluded that enumerating over such strategies yieldsX&@ZBJE algorithm for the problem. Our sec-
ond reduction and lower bound for pure strategies show lteatesult is incorrect, and that the exponential
(belief-based) upper bound is far off. Instead, the lowarrisbon memory for almost-sure winning with
randomized strategies and actions invisible is non-el¢éangn Thus, contrary to the general belief, there
is a sharp contrast for randomized strategies with or witla@tions visible: if actions are visible, then
exponential memory is sufficient for almost-sure winningleviif actions are not visible, then memory of
non-elementary size is necessary in general.

The memory requirements are summarized in Table 1 and thises this paper are shown in bold font. We
explain how the other results of the table follow from reswif the literature. For randomized strategies (with
or without actions visible), if a positive winning strategyists, then a memoryless strategy that plays all actions
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uniformly at random is also positive winning. Thus the meytess result for positive winning strategies follows
for all cases of randomized strategies. The belief-baseatddor memory of almost-sure winning randomized
strategies with actions visible follows from [17, 7]. The maryless strategies results for almost-sure winning
for one-sided games with player 1 perfect and player 2 pantéaobtained as follows: when actions are visible,
then belief-based strategies coincide with memorylesdegfies as player 1 has perfect observation. If player 1
has perfect observation, then for memoryless strategieshehactions are visible or not is irrelevant and thus the
memoryless result also follows for randomized strategiél actions invisible. Thus along with our results we
obtain Table 1.

one-sided one-sided .
two-sided
player2 perfect playerl perfect

Positive Almost-sure Positive Almost-sure Positive Altasgre
Randomized Memoryless Exponential Memorylgss  Memorylesdemoryless Exponential
(actions visible) (belief-based (belief-based)

Randomized Memorylesg Exponential | Memoryless| Memoryless Memoryless Non-elem.

(actions invisible) (belief is not low. bound
sufficient) |~ "Finite” |

upp. bound

Pure Exponential Exponential Non-elem. Non-elem. Non-elem. Nhoelem.
(belief is not | (belief is not complete complete | low. bound| i@ bound |

sufficient) sufficient) Finite Finite
upp. bound upp. bound

Table 1. Memory requirement for player 1 and reachability objective.

2 Definitions

A probability distributionon a finite setS is a functions : S — [0, 1] such thaty___ x(s) = 1. Thesupport
of kis the seBupp(r) = {s € S | k(s) > 0}. We denote byD(S) the set of probability distributions ofl. Given
s € S, theDirac distribution on s assigns probability to s.

Games. Given finite alphabetsd; of actions for playeri (i = 1,2), a stochastic gamen A;, A, is a tuple

G = (@, q0,9) whereq is a finite set of stategy € @ is the initial state, and : Q x 4; x Ay — D(Q) is

a probabilistic transition function that, given a curretattsq and actions:, b for the players gives the transition
probability 5(g, a, b)(¢’) to the next state’. The game is calledeterministicif (g, a,b) is a Dirac distribution
for all (¢,a,b) € Q x A} x Ay. A stateq is absorbingif 4(q, a, b) is the Dirac distribution o for all (a,b) €

Ay x As. In some examples, we allow an initial distribution of stat€his can be encoded in our game model by
a probabilistic transition from the initial state.

A player-1 stateis a state; whered(q, a,b) = §(q,a,V’) foralla € A; and allb, b’ € A,. We use the notation
4(q,a,—). Player2 statesare defined analogously. In figures, we use boxes to emphthsiza state is a playéexr-
state, and we represent probabilistic branches using didsn@vhich are not real ‘states’, e.g., as in Figure 1).

In a (two-sided)partial-observationgame, the players have a partial or incomplete view of tHestasited and
of the actions played in the game. This view may be differenttie two players and it is defined by equivalence
relations=s; on the states and on the actions. For playequivalent states (or actions) are indistinguishable. We
denote by®; C 29 (i = 1, 2) the equivalence classessf which define two partitions of the state spageand
we call themobservationgfor playeri). These partitions uniquely define functiosiss; : Q — O; (i = 1, 2) such
thatg € obs;(q) for all ¢ € @, that map each statgeto its observation for playei.

In the case where all states and actions are equivalenttlieerelation~; is the set(Q x Q) U (4; x A1) U
(A2 x Ay)), we say that player is blind and the actions ar@visible In this case, we hav®; = {Q} because



all states have the same observation. Note that the casefetipebservation for playercorresponds to the case
O; ={{a},{ar}, - {a}} (@iven@ = {qo,q1, - .-, qn}), anda =; b iff a = b, for all actionsa, b.

Fors C Q,a € Ay, andb € Ay, letPost,p(s) = U, e, Supp(d(g; a, b)) denote the set of possible successors
of ¢ given actiona andb, and letPost,, —(s) = Uy 4, Posta,s(s)-

Plays and observationgnitially, the game starts in the initial stagg. In each round, player chooses an action
a € A1, player2 (simultaneously and independently) chooses an aétiend,, and the successor of the current
stateq is chosen according to the probabilistic transition fumreii(q, a,b). A playin G is an infinite sequence
p = qoaobogiaibigs . . . such thayy is the initial state and(g;, a;, b;)(gj+1) > Oforall j > 0 (the actions:;’s and
b;'s are the actionassociatedo the play). ltdengthis [p| = co. The length of a play prefix = goaoboqi - - - gk

is |p| = k, and its last element isast(p) = ¢;. A stateq € @ is reachableif it occurs in some play. We denote
by Plays(G) the set of plays inG, and byPrefs(G) the set of corresponding finite prefixes. Toleservation
sequencéor playeri (i = 1,2) of a play (prefix)p is the unique (in)finite sequeno®s;(p) = 7071 - . . such that
q; €75 € O;forall0 < j < |p|.

The games witlone-sided partial-observatioare the special case where eitheris equality and henc®; =
{{q} | ¢ € Q} (player 1 has complete observation)er is equality and henc®, = {{q} | ¢ € Q} (player 2 has
complete observation). The games wgirfect observatiomre the special cases whetg and~, are equality,
i.e., every state and action is visible to both players.

Strategies.A pure strategyin G for player1 is a functiono : Prefs(G) — A;. A randomized strategin G for
player1 is a functiono : Prefs(G) — D(A;). A (pure or randomized) strategy for player1 is observation-
basedif for all prefixesp = goaoboqi ... andp’ = ¢laibyd; - .., if aj =~ a; andb; ~ b; for all 5 > 0, and
obsi(p) = obsi(p'), thena(p) = o(p’). It is assumed that strategies are observation-basedtialgatvservation
games. If for all actiona andb we havea ~; b anda ~- b iff a = b (all actions are distinguishable), then the
strategy isaction visible and if for all actions: andb we haven =1 b anda = b (all actions are indistinguishable),
then the strategy iaction invisible We say that a play (prefix) = qoaoboq: ... IS compatiblewith a pure
(resp., randomized) strategyif the associated action of playérin stepj is a; = o(qgoaobo ... qj—1) (resp.,
a; € Supp(a(goaobo - ..qj—1))) forall 0 < j < [p|.

We omit analogous definitions of strategies for plag:eWe denote byg, 39, ©E, g, 119, andIIf the set
of all playerd strategies, the set of all observation-based playsrategies, the set of all pure playestrategies,
the set of all playel strategies inz, the set of all observation-based plagestrategies, and the set of all pure
player2 strategies, respectively.

Remark 1. The model of games with partial observation on both actiams states can be encoded in a model
of games with actions invisible and observations on statdg avhen actions are invisible, we can use the state
space to keep track of the last action played, and reveatmdtion about the last action played using observa-
tions on the states [27]. Therefore, in the sequel we asshatdfte actions are invisible to the players with partial
observation. A play is then viewed as a sequence of statgsamml the definition of strategies is updated accord-
ingly. Note that a player with perfect observation has atdi@nd states visible (and the equivalence relatign

is equality).

Remark 2. The important special case of partial-observation Markeeidion processes (POMDP) corresponds
to the case where either all states in the game are playstates (player-1 POMDP) or all states are play&r-
states (player-2 POMDP). For POMDP it is known that randoatian is not necessary, and pure strategies are
as powerful as randomized strategies [15].

Finite-memory strategiedA player-1 strategy usdsite-memoryf it can be encoded by a deterministic transducer
(Mem, mg, oy, ) WhereMem is a finite set (the memory of the strategy)y € Mem is the initial memory
value,a,, : Mem x O; — Mem is an update function, and,, : Mem x O; — D(A;) is a next-move function.
The sizeof the strategy is the numbé@vem| of memory values. If the current observatiorvjsand the current



memory value isn, then the strategy chooses the next action according torttmpility distributiona,,(m, o),
and the memory is updated &q,(m, o). Formally,(Mem, myq, av,,, v, ) defines the strategy such thav(p - q) =

ap (G (Mo, obsyi(p)), obsi(q)) for all p € Q* andq € Q, whered,, extendsw,, to sequences of observations as
expected. This definition extends to infinite-memory sgige by dropping the assumption that the lglein is
finite. A strategy ismemoryles§ [Mem| = 1. For a strategy, we denote by, the player-2 POMDP obtained
as the synchronous product@fwith the transducer defining.

Objectives and winning mode#n objective(for player1) in G is a setp C Plays(G) of plays. A playp €
Plays(G) satisfiesthe objectivep, denotedp |= ¢, if p € ¢. Objectives are generally Borel measurable: a Borel
objective is a Borel set in the Cantor topology [29]. Giveratgtgiess and for the two players, the probabilities
of a measurable objectivgis uniquely defined [46]. We denote Bt7;" (¢) the probability thatp is satisfied by
the play obtained from the starting statewhen the strategies andr are used.

We specifically consider the following objectives. Givereds C ( of target states, theachability objective
requires that the play visit the sét Reach(7") = {goaoboq1 - .. € Plays(G) | 3i > 0 : ¢; € T}, and theBuchi
objectiverequires that the play visit the s&t infinitely often, Biichi(7) = {qoaoboq1 - .. € Plays(G) | Vi >
0-3j >i:q; € T}. Our solution for reachability objectives will also use theal notion ofsafety objectivethat
require the play to stay within the sét Safe(7) = {qoaoboqi - .. € Plays(G) | Vi > 0: ¢; € T}. In figures, the
target states il are double-lined and labeled k.

Given a game structur@ and a statey, an observation-based strategyor player1 is almost-sure winning
(resp.positive winning for the objectivep from ¢ if for all observation-based randomized strategidsr player2,
we havePry™ (¢) = 1 (resp.Prgy™(¢) > 0). The strategy is sure winningf all plays compatible withr satisfy
¢. We also say that the stagds almost-sure (or positive, or sure) winning for player

Positive and almost-sure winning problenvge are interested in the problems of deciding, given a garmetste

G, a statey, and an objective), whether there exists{gure, randomizefstrategy which igalmost-sure, positie
winning from ¢ for the objective¢. For safety objectives almost-sure winning coincides vgitine winning,
however for reachability objectives they are different.eT®ure winning problem for the objectives we consider
has been studied in [38, 17, 14]. The almost-sure winningplpro for Biichi objectives can be easily reduced
to the almost-sure winning problem for reachability ohjexs [4]. The positive winning problem for Bichi
objectives is undecidable even for POMDPs [4]. Hence inghjger we only focus on reachability objectives. In
all our analysis, the counter strategies of player 2 can &teicted to pure strategies, because once a strategy for
player 1 is fixed, then we obtain a POMDP for player 2 in whichepstrategies are as powerful as randomized
strategies [15].

Remark 3. (Almost-sure Bchi to almost-sure reachability [4]). The reduction of ast-sure Bichi to almost-
sure reachability is as follows: given a two-sided stocltagame with Bichi objectiveBiichi(7"), we add a new
absorbing stateyr, makegr the target state for the reachability objective, and fronergvstateq € 7 we add
positive probability transitions t@r (details and correctness proof follow from [4, Lemma 13]heTkey idea

of the correctness of the reduction is as follows. If in thigioal game, Bichi states are visited infinitely often
almost-surely, then the new target state is reached almagly (due to positive transition probability from the
original Biichi states to the new target state). Conversely, if in thgiral game, Bichi states are visited infinitely
often with probability less than 1, then since the only wayetach the new target state in the reduced game is
through the Bichi states, it follows that the target state is reached itibability less than 1. This holds for any
pair of strategies, and establishes the reduction.

3 One-sided Games: Playet Partial and Player 2 Perfect

In Sections 3 and 4, we consider one-sided games with paligdrvation: one player has perfect observation,
and the other player has partial observation. The playdr pgtfect observation sees the states visited and the



Figure 1. Belief-only is not enough for positive (as well as almost-s&) reachability. A one-sided
reachability game with reachability objective in which pla yer 1 is blind and player 2 has perfect
observation. If we consider pure strategies, then player 1 has a positive (as well as almost-sure)
winning strategy, but there is no belief-based memoryless p ositive winning strategy.

actions played in the game. We present the results for pesitid almost-sure winning for reachability objectives

along with examples that illustrate key elements of the lgralsuch as the memory required for winning strategies.
Note that the case of playémpartial and playe? perfect is important in the context of controller synthessst

is a conservative approximation of two-sided games forgalay(if player 1 wins in the one-sided game, then he

also wins in the two-sided game). In the following examplesivew that for pure strategiéelief-basedstrategies

are not sufficient for positive as well as almost-sure wigniA strategy is belief-based if its memory relies only

on the subset construction, i.e., the strategy plays orggnuiding on the set of possible current states of the game

which is calledbelief

Example 1. Belief-only is not enough for positive (as well aalmost-sure) reachability. Consider the game

in Figure 1 where playet is blind (all states have the same observation except tlyetatate, and actions are
invisible) and player has perfect observation. Initially, play@rchooses the statg or ¢ (which playerl does

not see). The belief of playéris thus the sefq;, g2} (see Figure 2). We claim that the belief is not a sufficient
information to win with a pure strategy for playdrbecause the belief-based subset construction in Figure 2
suggests that playing always the same action (§ayhen the belief i§q;, g2} is an almost-sure winning strategy.
However, in the original game this is not even a positive \igrstrategy (the counter strategy of playrs to
choosey, initially). A winning strategy for playet is to alternate between and b when the belief i§q¢;, g2},
showing that remembering the belief is not sufficient. [ |

We present reductions of the almost-sure and positive winpioblem for reachability objective to the problem
of sure-winning in a game of perfect observation with Bimbjective, and reachability objective respectively. The
two reductions are based on the same construction of a gamee\ile state spade = {(s,0) | 0 € s C Q}
contains the subset constructisenriched withobligation setss C s which ensure that from all states inthe
target se/ is reached with positive probability.

Lemma 1. Given a one-sided partial-observation stochastic gath&ith player 1 partial and player 2 per-
fect with a reachability objective for player 1, we can couet in time exponential in the size of the game and
polynomial in the size of action sets a perfect-informatit@terministic game{ with a Bichi objective (resp.
reachability objective) such that player 1 has a pure alrmse (resp. positive) winning strategy @iff player 1



Figure 2. The belief-based subset construction for the reac hability game of Figure 1. Player 1 has
a pure strategy for positive (as well as almost-sure) winnin g in the subset construction. However,
belief-based memoryless pure strategies are not sufficient in the original game.

has a sure-winning strategy .

Proof. We present the construction and the proof in details for atrsare reachability. The construction is the
same for positive reachability, and the argument is desdrguccinctly afterwards.

Construction. GivenG = (Q, qo, ) over alphabetsl;, A, and observation s€, for playerl1, with reachability
objectiveReach(7), we construct the following (deterministic) game of petfelsservationd = (L, (o, dr) over
alphabetsA!, A/, with Buchi objectiveBiichi(«) defined bya C L where:

e L ={(s,0) | 0 C s C Q}. Intuitively, s is the belief of playell ando is a set of obligation states that “owe”
a visit to7 with positive probability.

° fo = ({q()}, {qo}) if q0 Q T, andEO = (@, @) if qo € T;
o Al =A% 29. Ina pair(a,u) € A, we calla the action, and. the witness set;

e AL, = ;. Inthe gamé, player2 simulate playeg’s choice in gamé&, as well as resolves the probabilistic
choices. This amounts to choosing a possible successey atat revealing its observation;

o a={(s0)cL}

e Oy is defined as follows. First, the staf@, ()) is absorbing. Second, in every other staieo) € L the
function §;; ensures thati) player1 chooses a paifa, u) such thaSupp(d(g,a,b)) Nu # @ forall g € o
andb € Ay, and(ii) player2 chooses an observatione O; such thatPost, _(s) N~y # 0. If a player
violates this, then a losing absorbing state is reached prithability 1. Assuming the above condition on
(a,u) and~ is satisfied, definéy ((s, 0), (a,u),~) as the Dirac distribution on the stdt€, o) such that:

— &' = (Postq —(s) NY)\ T;
— o =¢"if o=0;ando’ = (Post, _(0) NyNwu)\ 7 if o # 0.

Note that for every reachable stdteo) in H, there exists a unique observatipre O; such thats C ~ (which
we denote bybs; (s)).

We show the following property of this construction. Playéras a pure observation-based almost-sure winning
strategy inG for the objectiveReach(7) if and only if playerl has a sure winning strategy i for the objective
Biichi(«).

Mapping of plays. Given a play prefixoy = (sg,00)(s1,01) ... (sk,0) in H with associated actions for
player 1 of the form (a;,-) in stepi (0 < i < k), and a play prefixoc = qoq1 - .. qr In G with associated
actionsa; (0 < i < k) for player1, we say thap is matchingpy if a; = o forall 0 < i < k, andg; € obs (s;)
forall0 <i<k.

By induction on the length of;;, we show tha{:) for eachg; € s; there exists a matching play; (which
visits no7 -state) such thdtast(pg) = ¢k, and(ii) for all play prefixeso matchingpy, if pc does not visit any
7 -state, therLast(pg) € si.



For |pr| = 0 (i.e., pr = (s0,00) Where(sg, 09) = /o) it is easy to see thatg = ¢ is a matching play with
qo ¢ T ifand only if sy = 0oy = {qo}. For the induction step, assume that we have constructechingtplays for
all play prefixes of lengtlt — 1, and letpyr = (0, 00)(s1,01) - .. (sk, 0x) be a play prefix of lengtlt in H with
associated actions of the forfm;, -) in stepi (0 < i < k). To prove(i), pick gx € si. By definition ofd, we have
qr € Postq, | —(sp—1), hence there exists € A, andg;_; € s,—1 such thaty, € Supp(6(qx—1,ar—1,0)). By
induction hypothesis, there exists a play prefixin G matching(sg, o) ... (sg—1,0k—1) and withLast(pg) =
qk—1, which we can extend tog.q;, to obtain a play prefix matching. To prove(ii), it is easy to see that every
play prefix matching is an extension of play prefix matchirigy, og) . . . (sx—1, 0x—1) With @ non7 -stateg; in
vk = obsi(s;) and inPost,, | _(s;_1), thereforeg;, € (Postq, | —(sk—1) NY%) \ T = sg.

Mapping of strategies, from G to H (ranking argument). First, assume that playérhas a pure observation-
based almost-sure winning strategyn G for the objectiveReach(7"). We construct an infinite-state MD®,, =
(@Q™, po, 65 ) Where:

e ()7 is the set of nonempty finite sequences of states;

® po=qo € Q;

e 0, : Q1 x Ay — D(QT) is defined as follows: for eaghe Q™ andb € A,, if Last(p) ¢ T thend,(p,b)
assigns probability(Last(p), o(p), b)(¢') to eachy’ = pq’ € Q, and probability0 to all otherp’ € QT if
Last(p) € 7, thenp is an absorbing state;

We define a ranking of the reachable states7pf Assign rank0 to all p € Q* such thatlLast(p) € 7.
Fori = 1,2,... assign rank to all non-rankedp such that for all playe® actionsb € A, there existsy €
Supp(d,(p, b)) with a rank (and thus with a rank smaller thgn We claim that all reachable states®@f get a
rank. By contradiction, assume that a reachable gtate qoq . .. i is not ranked (note that; ¢ 7 for each
0 <1 < k). Fix a strategyr for player2 as follows. Since is reachable irG,, there exist actions, . .., by_1
such thaty; 1 € Supp(d,(qo - .- ¢, b;)) forall 0 < i < k. Then, definer(qo . .. ¢;) = b;. This ensures thatast(p)
is reached with positive probability i@ under strategies andx. From p, the strategyr continues playing as
follows. If the current state is not ranked (which is the case gf, then choose an actidnsuch that all states
in Supp(d,(p, b)) are not ranked. The fact thatis not ranked ensures that such an acti@xists. Now, undes
andr all paths fromLast(p) in G avoid 7 -sates. Hence the sgtis not reached almost-surely, in contradiction
with the fact that is almost-sure winning. Hence all state<ip get a rank. We denote ank(p) the rank of a
reachable statein G,,.

From the strategy and the ranking inG,,, we construct a strategy’ in the gameH as follows. Given a
play pr = (s0,00)(s1,01) ... (sk,0r) In H (with s;, # 0), defined’(prr) = (a,u) wherea = o(p¢) for a play
prefix pc matchingpy andu = {q € Supp(d(Last(pa),a,b)) | b € As, pe is matchingpy with Last(pg) €
or andRank(pg.q) < Rank(pg)} is a withess set which selects successor stateg with decreased rank along
each branch of the MDE,.

Note that all matching play prefixgs; have the same observation sequence. Therefore, the actiom(p¢)
is unique and well-defined sineeis an observation-based strategy. Note also that the(pait) is an allowed
choice for playerl by definition of the ranking, and that for eaghe o, all matching play prefixegps with
Last(pc) = ¢ have the same rank .. Therefore we abuse notation and wikenk(q) for Rank(p¢), assuming
that the seby, to which ¢ belongs is clear from the context. LtaxRank(o;) = max,e,, Rank(q). If o # 0,
thenMaxRank(o11) < MaxRank(o) sinceog1 C u (by definition ofdz).

Correctness of the mapping. We show thatr’ is sure winning forBiichi(a) in H. Fix an arbitrary strategy
7’ for player2 in H and consider an arbitrary playt; = (sg,00)(s1,01) ... compatible witho’ and#’. By the
properties of the witness set played &y for each pair(s;, 0;) with o; # (), ana-pair (-, 0) is reached within at
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mostMaxRank(o;) steps. And by the properties of the mapping of plays andesfied, ifo; = () theno; 1 = s;+1
contains only states from whiah is almost-sure winning foReach(7") in G and therefore have a finite rank,
showing thatMaxRank(o;+1) is defined and finite. This shows that arpair is visited infinitely often irpz and
o’ is sure winning foBichi(«).

Mapping of strategies, from H to G. Given a strategy’ in H, we construct a pure observation-based strategy
oindG.

We defines(pg) by induction on the length of. In fact, we need to define(ps) only for play prefixes
pc Which are compatible with the choices @ffor play prefixes of length smaller thap;| (the choice o for
other play prefixes can be fixed arbitrarily). For all syeh our construction is such that there exists a play prefix
pu = 6(pc) compatible witho’ such thap is matchingoy, and ifo(p) = a ando’(pg) = (d/, -), thena = o’

(%).

We definer andd(-) as follows. Fotpg| = 0 (i.e.,pc = qo), letpa = 6(pa) = (so, 00) Wheresg = op = {qo}
if go € 7,andsy = o9 = 0if gqo € 7, and leto(pe) = a if o'(py) = (a,-). Note that property(x)
holds. For the induction step, lé&t > 1 and assume that from every play prefix of length smaller than
k, we have defined(pg) andf(p) satisfying (x). Let pa = qoq1 ... qr be a play prefix inG of length k.
Let py = 0(qoq1---qr—1) and~y, = obs;(qr), and let(sk, o) be the (unique) successor state in the Dirac
distribution 677 (Last(pm), o' (prr), V). Note thatgy € si. Definef(pg) = pu.(sk,0r) ando(pg) = a if
o' (pr-(sg,o0r)) = (a,-). Therefore, the propertix) holds.

Note that the strategy is observation-based becauselit; (pc) = obsi(p[;), thenf(pe) = 0(p;).

Correctness of the mapping. If player 1 has a sure winning strategy in H for the objectiveBiichi(«), then
we can assume that is memoryless (since in perfect-observation determiigémes with Blichi objectives
memoryless strategies are sufficient for sure winning [2%), 4nd we show that the strategydefined above is
almost-sure winning id7 for the objectiveReach(7).

Sinces’ is memoryless and sure winning fBiichi(«), in every play compatible witly’ there are at most
n = |L| < 39l steps between two consecutive visits taastate.

The properties of matching plays entail that if a play prefixcompatible witho has no visit to7 -states, and
(s,0) = Last(f(pc)), thenlLast(p) € s. Moreover ifs = o, then under strategy for player1 and arbitrary
strategyr for player2, there is a way to fix the probabilistic choices such that ke extension op visit a
T -state. To see this, consider the probabilistic choicesrgat each step by the withess componeot the action
(,u) played bys’. By the definition of the mapping of plays and of the transitionction in H, it can be shown
that if (s;,0;)(8i41,0i41) - - - (sk,01) is @ play fragment of (p) (hence compatible with’) wheres; = o; and
oj # 0 foralli < j < k, then the “owe” seby, is the set of all states that can be reachedrifrom states
s; along a path which is compatible with both the action playgdHhe strategy’ (ando) and the probabilistic
choices fixed by, and visits no7 -states. Since the “owe” set gets empty within at mosteps regardless of
the strategy of playe?, all paths compatible with the probabilistic choices musit\an 7 -state. This shows that
under any playeR strategy, withinn steps, & -state is visited with probability at least wherer > 0 is the
smallest non-zero probability occurring @ Therefore, the probability of not having visited/astate after: - n
steps is at modtl — »")* which vanishes for — oo sincer™ > 0. Hence, against arbitrary strategy of plager
the strategyr ensures the objectiiReach(7") with probability 1.

Memory bound.Since H is a perfect-information game, pure memoryless sure wgstrategies exist it/ for
Buchi objectives [25, 44]. Consider a pure memoryless alin@ing strategy inH, and the strategy ensures that
if a state(s, o) visited in the play, then it satisfies thatC s C ~ for somey € O, (i.e., the first component is a
subset of some observation). The number of distinct stateg such thabv C s C ~ for somey € O, is bounded
by Zve(’)l 3hl, where|v| is the cardinality ofy (i.e., the number of different states in the observatiprit follows
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that memory of siz@,ye(91 3l suffices for almost-sure winning for pure strategies fochedility objectives in
one-sided games with player 1 partial and player 2 perfect.

Argument for positive reachability. The proof for positive reachability follows the same linefas almost-
sure reachability, with the following differences. The styaction of the game of perfect informatidih is now
interpreted as a reachability game with objectReach(a). The mapping of plays is the same as above. In the
mapping of strategies frorf¥ to H, we use the same ranking construction, but we only claimttieinitial state
gets a rank. The argument is that if the initial state wouldrgerank, then playe2 would have a strategy to
ensure that all paths avoid the target states, in contradietith the fact that playet has fixed a positive winning
strategy. The rest of the proof is analogous to the case aisttsure reachability.

Memory boundWe first observe that if the objectiveReach(«), then all states ine can be converted to absorbing
states. Hence it follows that if the objectivehis the reachability objective, then the obligation compurdoes

not need to be recharged when it becomes empty (in contrdlsetoase when the objective Hi is the Bichi
objective). Hence a sure winning strategyhhfor the objectiveReach(«) can only depend on the obligation
component (i.e., for a state, o), the sure winning strategy only depends«@nWe also remark that if the game
G is a non-stochastic game, then the obligation componemiciciEs with belief. As before, if a statg, o)

is reachable, then C s C ~ for somey € O;. SinceH is a perfect-information game, pure memoryless sure
winning strategies exist il for reachability objectives [25, 44]. Hence it follows ttmémory of sizezveol 21l
suffices for positive winning for pure strategies for redailitg objectives in one-sided games with player 1 partial
and player 2 perfect. O

It follows from the construction in the proof of Lemma 1 thatre strategies with exponential memory are
sufficient for positive (as well as almost-sure) winningg &ine exponential lower bound follows from the special
case of non-stochastic games [8]. Lemma 1 also gives EXPTupiter bound for the problem since perfect-
observation Biichi games can be solved in polynomial tirdg. [#he EXPTIME-hardness follows from the sure
winning problem for non-stochastic games [39], where pumgoat-sure (positive) winning strategies coincide
with sure winning strategies. We have the following theosemmmarizing the results.

Theorem 1. For one-sided partial-observation stochastic games widygr 1 partial and player 2 perfect, the
following assertions hold for reachability objectives foayer 1:

1. (Memory complexity). Belief-based pure strategies are not sufficient both foirtpesand almost-sure
winning; exponential memory is necessary and sufficiert footpositive and almost-sure winning for pure
strategies. Memory of si2e,_ ., 2! for positive, andy_. ., 317! for almost-sure winning is sufficient.

2. (Algorithm). The problems of deciding the existence of a pure almost&udea pure positive winning
strategy can be solved in time exponential in the state sphtiee game and polynomial in the size of the
action sets.

3. (Complexity). The problems of deciding the existence of a pure almostautea pure positive winning
strategy are EXPTIME-complete.

From Theorem 1 and Remark 3 we obtain the following corollary

Corollary 1. The problem of deciding the existence of a pure almost-sumeing strategy for one-sided partial-
observation stochastic games with player 1 partial and efag perfect, and Bchi objective for player 1 is
EXPTIME-complete, and memory of s@re(91 3l is sufficient for pure almost-sure winning strategies.

Also note that we havd_ ., 21 < ] o, 27 = 27 and}". o, 311 < [T cp, 3171 = 3", wheren is the
number of states in the one-sided game.
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Figure 3. Remembering the belief of player2 is necessary. A one-sided reachability game where
player 1 (round states) has perfect observation, player 2 (square states) is blind. Player 1 has a pure
almost-sure winning strategy that depends on the belief of p layer 2 (in g2), but no pure memoryless
strategy is almost-sure winning.

Symbolic algorithms. The exponential Biichi (or reachability) game construdtetthe proof of Theorem 1 can
be solved by computing classical fixpoint formulas [25]. Hwer, it is not necessary to construct the exponential
game structure explicitly. Instead, we can exploit thecitre induced by the pre-ordef defined by(s,0) <
(s',0)if (i) s C ¢, (i) o C o, and(iii) o = D iff o' = 0. Intuitively, if a state(s’, o) is winning for playerl, then

all stateq s, 0) < (¢, 0’) are also winning because they correspond to a better batied doser obligation. Hence
all sets computed by the fixpoint algorithm are downwargetband thus they can be represented symbolically
by the antichain of their maximal elements (see [17] for iletalated to antichain algorithms). This technique
provides a symbolic algorithm without explicitly consttung the exponential game.

4 One-sided Games: Playet Perfect and Player2 Partial

Recall that we are interested in finding a pure winning sfsafer player1. Therefore, when we construct
counter-strategies for playeér we always assume that playehas already fixed a pure strategy. This is important
for the way the belief of playet is updated. Although playerdoes not have perfect information about the actions
played by playel, the belief of playe can be updated according to the precise actions of plapeicause the
response and the counter-strategy of pl&yisrdesigned after playdrhas fixed a strategy.

4.1 Lower bound on memory

We present the following examples to illustrate two properof the problem.

Example 2. Remembering the belief of playee is necessaryWe present an example of a game where pldyer
has perfect observation but needs to remember the belid¢hyé® to ensure positive or almost-sure reachability.
The game is shown in Figure 3. The targefis= {qg }. Player2 is blind. If player2 chooses: in the initial state
qo, then his belief will bg[q1, g2}, and if he play, then his belief will bg{g2, ¢3}. In ¢2, the choice of playet
depends on the belief of player If the belief is{q1, g2}, then playinga in ¢2 is not a good choice because the
belief of player2 would be{q4 } and player2 could surely avoidig by further playingh. For symmetrical reasons,
if the belief of player is {¢2, g3} in g2, then playingb is not a good choice for player. Therefore, there is no
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Figure 4. A one-sided reachability game  L,, with reachability objective in which player 1 is has perfect
observation and player 2 is blind. Player 1 needs exponential memory to win positive reachability.

positively winningmemorylessstrategy for playerl. However, we show that there exists an almost-sure winning
belief-basedstrategy for playen as follows: ing,, playb if the belief of playe is {q1, g2}, and playa if the belief

of player2 is {¢2, q3}. Note that player has perfect observation and thus can observe the actionpéR.

This ensures the next belief of play®to be{qs, ¢4} and therefore no matter the next action of plagethe state

qe Is reached with probability%. Repeating this strategy ensures to regghwith probability 1. [ |

Example 3. Memory of non-elementary size may be necessaryrfpositive and almost-sure reachability.
We show that playet may need memory of non-elementary size to win positivelywédsas almost-surely) in
a reachability game. We present a family of one-sided gafesvhere playerl has perfect observation, and
player2 has partial observation both about the state of the game,thadctions played by playdr We explain
the example step by step. The key idea of the example is éhatrihing strategy of playelr in gameG,, will need
to simulate a counter systems (withinteger-valued counters) where the operations on courdgezsncrement
anddivision by2 (with round down), and to reach strictly positive counteluess.

CountersFirst, we use a simple example to show that counters appdarailly in the analysis of the game under
pure strategies.

Consider the family of gaméd.,, ),,ey Shown in Figure 4, where the reachability objectiveRisach({go}). In
the first part, the stateg and R are indistinguishable for playe2. Consider the strategy of playérthat plays
bin L and R. Then, the state,, is reached by two play prefixgs,, = qrLg, and pg, = qrRg, that player2
cannot distinguish. Therefore, play2ihas to play the same action in both play prefixes, while p8yfatformed
player1 can play different actions. In particular, if playérplaysa in p,, andb in p4,,, then no matter the action
chosen by playe? the stateg,_ is reached with positive probability. However, becauseyare play prefix
reachesy, 1, this strategy of playet cannot ensure to reacf),_» with positive probability.

Player 1 can ensure to reach,,_» (and gg) with positive probability with the following exponentiaemory
strategy. For the first — 1 visits to eitherL or R, play a, and on thenth visit, playb. This strategy producez®
different play prefixes from; to ¢,,, each with probability%. Considering the mapping — a, R — b, each
such play prefiy is mapped to a sequence, of lengthn over {a, b} (for example, the play prefix Lqr RqrLgs,
is mapped tazba). The strategy of player is to play the sequence, in the nextn steps afterp. This strategy
ensures that for alD < i < n, there are2’ play prefixes which reach; with positive probability, all being
indistinguishable for playe2. The argument is an induction @an The claim is true foi = n, and if it holds for
i = k, then no matter the action chosen by plagan ¢, the statey;_; is reached with positive probability by
half of the2* play prefixes, i.e2*~! play prefixes. This establishes the claim. As a consequenesplay prefix
reachesy, with positive probability. This strategy requires expatiirmemory, and an inductive argument shows
that this memory is necessary because pldyeeeds to have at lea8tplay prefixes that are indistinguishable for
player?2 in stateq;, and at leas®’ play prefixes iny; for all 0 < i < n.
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Figure 5. A family (C,)nen Of counter systems with  n counters and n + 1 states where the short-
est execution to reach  (qo, k1, . .., k,) with positive counters (i.e., k; > 0 forall 1 < i < n) from
(gn,0,...,0) is of non-elementary length. The numbers above the self-loo ps show the number of
times each self-loop is taken along the shortest execution.

Non-elementary counterdlow, we present a family/,, of counter systems where the shortest execution is of non-
2

elementary length (specifically, the shortest length isgnethan a toweR?  of exponentials of height). The
counter systeniy (for n = 4) is shown in Figure 5. The operations on counters carniseement(+1), division
by 2 (=2), andidle (-). In general,C,, hasn counterscy, ..., c, andn + 1 statesqo, . .., q,. In stateg; of C,,
(0 <@ < n), the counter; can be incremented and at the same time all the countefsr j > 7 are divided by
2. From g, to reachgqg with strictly positive counters (i.e., all counters havdueaat leastl), we show that it is
necessary to execute the self-loop on sigta non-elementary number of times. In Figure 5, the numbeos@ab
the self-loops show the number of times they need to be execWhen leavingy, the counters need to have
value at leas® in order to survive the transition tgy which divides all counters b¥. Since the first counter can
be incremented only in statg, the self-loop iny; has to be executezitimes. Hence, when leaving, the other
counters need to have value at least2? = 22 in order to survive the self-loops in. Therefore, the self-loop
in go is execute®? times. And so on. In general, if the self-loop on sigtes executed: times (in order to get
c; = k), then the counters;, 1, ..., c, need to have valug - 2¥ when enteringy; (in order to guarantee a value
at leastk of these counters). Ig,, the last counter;,, needs to have valug*(1) where f™ is thenth iterate of the
functionf : N — N : z — x - 2, This value is greater than a tower of exponentials of height

Gadgets for increment and divisiomn Figure 6, we show the gadgets that are used to simulateabpas on
counters. The gadgets are game graphs where the plagetionsa, b are indistinguishable for playe? (but
player2 can observe and distinguish the actigf). The actions:, b are used by playet to simulate the operations
on the counters. Th# is used to simulate the transitions from stajeo ¢; | of the counter system of Figure 5.
All states of the gadgets have the same observation for pfayRecall that played has perfect observation.

The idle gadget is straightforward. The actian® have no effect. In the other gadgets, the value of the caainter
is represented by the number of paths that are indistingiikhfor player2, and that end up in the entry state of
the gadget (for the value of the counter before the operatiomn the exit state (for the value of the counter after
the operation).

Consider the division gadgelivo. If player 2 plays an action that matches the choice of playethen the
game leaves the gadget and the transition will go to theahgiate of the game we construct (which is shown on
Figure 8). Otherwise, the action of play@rdoes not match the action of playerand the play reaches the exit
state of the gadget. Létbe the number of indistinguishableaths in the entry state of the gadget. By playing
after k; such paths and after k5 paths (wherek; + ko = k), player1 ensures thamin{k;, k2 } indistinguishable
paths reach the exit state of the gadget (because in the wasst, playerR can choose his action to match the
action of playerl overmax{ky, ko} paths). Hence, player can ensure thatgj indistinguishable paths get to

1In the rest of this section, the wonddistinguishablemeansindistinguishable for playe2.
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Figure 6. Gadgets to simulate idle, increment, and division by 2.

the exit state. In the game of Figure 8, the entry and exiestatdivision gadgets are merged. The argument still
holds.

Consider the increment gadget on Figure 6. We use this gadget with the assumption that thrg state is
not reached by more than one indistinguishable path. THisoeithe case in the game of Figure 8. Playlecan
achievek indistinguishable paths in the exit state as follows. Inestg,, play actiona if the last visited state is
qr,, and play actiorb if the last visited state igz. No matter the choice of play&;, one path will reach the exit
state, and the other path will get to the entry state. Repgdtiis scenarid: times gives: paths in the exit state.
We show that there is essentially no faster way to obtgiaths in the exit state. Indeed, if playechooses the
same action (say) after the two paths ending up if3,, then against the actioh from player2, two paths reach
the exit state, and no state get to the entry state. Thengeplagan no longer increment the number of paths.
Therefore, to gek paths in the exit state, the fastest way is to increment orenbyup tok — 2, and then ge®
more paths as a last step. Note that it is not of the intereglayfer 2 to match the action of player if player 1
plays the same action, because this would double the nunfipatius.

Structure of the gameThe game’,, which requires memory of non-elementary size is sketch&tyure 8 for
n = 3. Its abstract structure is shown in Figure 7, correspondioghe structure of the counter system in Figure 5.
The alphabet of playet is {a, b, #}. For the sake of clarity, some transitions are not depicteérigure 8. It is
assumed that for player, playing an action from a state where this action has no titaors depicted leads to the
initial state of the game. For example, playi#gin stateq, goes to the initial state, and from the target stats,
all transitions go to the initial state.

Figure 8 shows the initial statg; of the game from which a uniform probabilistic transitiorabches to the
three stategy, r7, s7. The idea of this game is that playémeeds to ensure that the staigsri, s; are reached
with positive probability, so as to ensure that no matterdlgon (@, b, or c) chosen by playe?, the stateyg is
reached with positive probability. From, r1, s1, the other actions of player (i.e.,b andc from ¢y, a and ¢ from
r1, etc.) lead to the initial state. Play@rcan observe the initial state. All the other states are itidggiishable.

Intuitively, each ‘line” of states ¢’s, r’s, and s’s) simulate one counter. Synchronization of the operation
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counter 1 coutner 2 counter 3

idle idle inc (-, +1)
#1 #1 #1

ic;le in'c di‘vz (-, +1,+2)
#2 #2 #2

ir;c di:/g di‘vz (+1,+2,+2)
#3 #3 #3

di‘vz di:/Q di‘vQ (+2,+2,+2)

Figure 7. Abstract view of the game in Figure 8 as a 3-counter s ystem.

the three counters is ensured by the special (and visibldapep2) symbol#. Intuitively, since# is visible to
player2, player1 must play# at the same “time” in the three lines of states (i.e., afte #ame number of steps
in each line). Otherwise, playermay eliminate one line of states from his belief. For exangag afterk steps,
the game could be in state, r7, or some state; (5 < j < 7), and if playerl plays# in the stateg; andr7, but
plays a different action from;, then player2 observing# after k steps can safely update his belief{ig, 7},

and thus avoid to play when one of the stateg, r; is reached. In Figure 8, the dotted lines and the subscripts
on # emphasize the layered structure of the game, corresportditige structure of Figure 7.

From all the above, it follows that player needs memory of size non-elementary in order to ensure-indis
tinguishable paths ending up in each of the statges, s1, and win with positive probability. Since all other
paths are going back to the initial state, this strategy carrdpeated over and over again to achieve almost-sure
reachability as well. [ |

Theorem 2. In one-sided partial-observation stochastic games witlygt 1 perfect and player 2 partial, both
pure almost-sure and pure positive winning strategies &achability objectives for player 1 require memory of
non-elementary size in general.

4.2 Upper bound for positive reachability with almost-suresafety

We present the solution of one-sided games with a conjumctigositive reachability and almost-sure safety
objectives, in which playet has perfect observation and playehas partial observation. This will be useful in
Section 4.3 to solve almost-sure reachability, and usimyialtsafety objective (safety for the whole state space)
it also gives the solution for positive reachability.

Let G = (Q, g, ) be a game over alphabets , A, and observation s&P, for player2, with reachability
objectiveReach(7") (where7 C @) and safety objectiv€afe(Q¢) (WhereQs C @ represents a set of good
states) for player 1. We assume that the statés are absorbing and th&t C (). This assumption is satisfied
by the games we consider in Section 4.3, as well as by the ¢astrivial safety objective @ = ). The goal
of player 1 is to ensure positive probability to rea€tand almost-sure safety for the €g¢:.
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Figure 8. Memory of non-elementary size may be necessary for positivend almost-sure reachability.
A family of one-sided reachability games in which player 1 is has perfect observation. Player 1 needs
memory of non-elementary size to win positive reachability (as well as almost-sure reachability).
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Before presenting the algorithm for solving these gamesiie ptrategies, we consider the case of randomized
strategies. After, we use the results of randomized stestdg solve the case of pure strategies.

Step 1 - Winning with randomized strategies. First, we show that with randomized strategies, memoryless
strategies are sufficient. It suffices to play uniformly aidam the set of safe actions. In a statean action
a € A; issafeif Post(q,a,b) € Wingyg forall b € Ay, whereWin,,y. is the set of states that are sure winring
for player1 in G for the safety objectivafe(Q¢). This strategy ensures that the €8t of bad states is never
reached, and from the positive winning region of playdor Reach(7) it ensures that the séft is reached with
positive probability. Therefore, computing the getf states that are winning for playéin randomized strategies
can be done by fixing the uniformly randomized safe strategyplayer1, and checking that playe does not
almost-surely win the safety objecti%afe(Q\ 7'), which requires the analysis of a POMDP for almost-suretgafe
and can be done in exponential time using a simple subsetraotisn [16, Theorem 2].

Note that7 C Z and that from all states i&¥, playerl can ensure thaf is reached with positive probability
within at most2!“! steps, while from any state¢ Z, playerl cannot win positively with a randomized strategy,
and therefore also not with a pure strategy.

Step 2 - Pure strategies to simulate randomized strategies.Second, we show that pure strategies can in some
cases simulate the behavior of randomized strategies. Asmwe seen in the gadgetk of Figure 6, if there are
two play prefixes ending up in the same state and that ardimglisshable for playe? (e.g.,q0 Lga, andgo Rq.p In
the example), then playércan simulate a random choice of action over supperb} by playinga after gy Lq,s,
and playingp aftergo Rq.,. No matter the choice of play@r one of the plays will reacly and the other will reach
the exit state of the gadget. Intuitively, this correspotada uniform probabilistic choice of the actionsandb:
the stateyy and the exit state are reached with probab@ty

In general, if there argA;| indistinguishable play prefixes ending up in the same stathen playerl can
simulate a random choice of actions owy from ¢q. However, the number of indistinguishable play prefixes
in a successor statg may have decreased by a factar; | (there may be just one play reaching. Hence,
in order to simulate a randomized strategy duringteps, playel needs to havéA,|* indistinguishable play
prefixes. Sincel?! steps are sufficient for a randomized strategy to achieveetghability objective, an upper
bound on the number of play prefixes that are needed to sienaleandomized strategy using a pure strategy is
Num = |A1|2‘Q‘. More precisely, if the belief of playet is B C Z and in each state € B there are at least
Num indistinguishable play prefixes, then playlewins with a pure strategy that essentially simulates a wigni
randomized strategy (which exists since Z) for 2" steps.

Step 3 - Counting abstraction for pure strategies. We present a construction of a game of perfect observation
H such that playet wins in H if and only if playerl wins in G. The objective inH is a conjunction of positive
reachability and almost-sure safety objectives, for wipdne memoryless winning strategies exist: for every
state we restrict the set of actions to safe actions, andvtieesolve positive reachability on a perfect-observation
game. The result follows since for perfect-observation ggpure memoryless positive winning strategies exist
for reachability objectives [18].

State space. The idea of this construction is to keep track of the beli¢fls& @) of player2, and for each state
g € B, of the number of indistinguishable play prefixes that endrug. Fork € N, we denote byk| the set
1aq 20

{0,1,...,k}. A state ofH is acounting functionf : Q — [K,]U{w} whereK, € Nis of order|A;|41I
where the number of nested exponentials i©{m) (wheren = |Q)|).

Note that for safety objectives, the notion of sure winning almost-sure winning coincide, and pure strategies dfieisat.
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As we have seen in the example of Figure 8, it may be necess&pep track of a non-elementary number of
play prefixes. We show that the bouKd is sufficient, and that we can substitute larger numbers byspiecial
symbol w to obtain afinite counting abstraction. The belief associated with a cognfimction f is the set
Supp(f) ={q € Q| f(q) # 0}, and the stateg such thatf(q) = w are calledv-states

Action alphabet. In H, an action of playet is a functiona : @ x [K.] — A; that assigns to each copy of a
state in the current belief (of play@}, the action played by playdrafter the corresponding play prefix da. We
denote bySupp(a(q,-)) = {a(q,) | ¢ € [Ki]} the set of actions played lyin g € Q.

The action set of playe? in the gameH is the same as .

Transitions. Let1(a,A) belifa € A, and0if a ¢ A. We denote this function b¥(a € A). Given f anda
as above, given an actidne A, and an observation € Oy, let f' = Succ(f,a,b,~) be the function such that
f'(¢") =0forall ¢ € ~, and such that for al} € ~:

Py =4 ¢ if 3a € Supp(a(q,-)) -3¢ € Q: f(q) =w A q € Posta(q,a,b)
)= z otherwise

wherez =3 cc.o0(p) zlfi%)_l 1(¢’ € Postg(q,a(q,i),b)).

Note that if the current staigis anw-state, then only the supp&tipp(a(g, -)) of the functiona matters.

Now f’ = Succ(f, a, b,v) may not be a counting function because it may assign val@agarthark, to some
states. We show that beyond certain bounds, it is not neyesseemember the exact value of the counters and
we can replace such large valuesdy Intuitively, thew value can be interpreted as “very large and definitely
positive value”. This abstraction needs to be done cageflbrder to obtain the desired upper bound (namely,
K.). When a countelf (¢) has valuev, the successors gfhave valuev according tdSucc(-), which is faithful
if the exact value of the countéf(q) is large enough. In fact, large enough means that the cobatevalue at
least| A, | as this allows playet to play each action at least once. Hence the abstractionimerfathful during
K steps if the counters with value greater thadn|X are set tav. We know that if all counters have value greater
thanK; = |A;|?", then playerl wins by simulating a randomized strategy. Therefore, wHiecoanters but one
have already value, we set the last counter toif it has value greater thaK;. Since this can take at mokyt
steps, the other counters with valuaeed to have value at leasy = Ky - |A;[¥1.

Therefore, when all counters but two have already valuerhenever a counter gets value greater tamwe
set it tow. This can take at mogiK,)? steps and the other counters with valuaeed to have value at least
Ks = Ky - ]Aly(K2)2. In general, when all counters bkithave valuev, we set a counter te if it has value at

200
leastKy,1 = Ky - |A;|K9)". It can be shown by induction thé is of order|A1||A1"A‘ ' where the tower
of exponential is of heighk, and thus we do not need to store counter values greaterkthame define the
abstraction mapping’ = Abs(f) for f : Q@ — N as follows:

Letk = |{q | f(q) = w}| be the number of counters with valuein f. If there is a statg with
finite value f(g) greater tharK,,_, then f’(§) = w and f’ agrees withf on all states excepi

(i.e., f'(q) = f(q) for all ¢ # ¢). Otherwise,f’ = f.

Actually, we defineAbs(f) as thenth iterate of the above procedure. Givgna, andb, let oy (f,a,b) be the
uniform distribution over the set of counting functiofiSsuch that there exists an observatipE 05 such that

f" = Abs(Succ(f, a,b,v)) andSupp(f’) # 0.
Note that the operatoSucc(-) andAbs(-) aremonotonethat isf < f” implies Abs(f) < Abs(f’) as well as
Succ(f, a,b,v) < Succ(f’,a,b,v) for all a, b, v (where< is the componentwise order).
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Objective. Given7 C @ andQ¢s C @ defining the reachability and safety objectiveginthe objective in the
gameH is a conjunction of positive reachability and almost-sufety objectives, defined Beach(7z;) wheré
Ty = {f | Supp(f) € Z AVq € Supp(f) : f(q) = w} U{f | Supp(f) N'T # 0} and bySafe(Goodyr) where
Goody = {f | Supp(f) € Qc}

Step 4 - Correctness argument. First, assume that there exists a pure winning stratefgy player1 in GG, and
we show how to construct a winning strategff in 7. As we play the game ia usingo, we keep track of the
exact number of indistinguishable play prefixes ending ugeich state. This allows to define the actioto play
in H by collecting the actions played lyin all the indistinguishable play prefixes. Note that by mtondcity,
the counting abstractions in the corresponding play préfi{ are at least as big (assuming> k for all £ € N),
and thus the action is well-defined. Since is winning, 7 is reached with positive probability i@, and the
set@ \ Q¢ is never hit, and therefore a counting functipre 75 (such thaSupp(f) N7 # 0) is reached with
positive probability inH, and all plays remain safe in the sgiody;.

Second, assume that there exists a winning stratéggor player1 in H, and we show how to construct a pure
winning strategy in G. We can assume that’ is pure memoryless. Fix an arbitrary strategfor player2 and
consider the unfolding tree of the gamiewhenos? andr are fixed (we get a tree and not just a path because
the game is stochastic). In this tree, there is a shortebttpatachZy and this path has no loop since strategy
o is memoryless. we show that the length of this path can bedwsmijrand that the bounds used in the counting
abstraction witho’s are faithful, showing that the strategy’ can be simulated i+ (in particular, we need to
show that there are sufficiently many indistinguishabley pleefixes inG to simulate the action ‘functions:
played bys'). More precisely, the bounds$;, Ks, ... have been chosen in such a way that counters with value
w keep a positive value until all counters get valueFor example, when all counters buhave valuew, it takes
at most(K)* steps to get one more counter with valudy the argument given in Step 3. Therefore, along the
shortest path t@y, either we reach a counting functighwith f(q) = w for all ¢ € Supp(f), or a counting
function f with Supp(f) N7 # . In the first case, we can simulaté’ in G to this point, and then win by
simulating a winning randomized strategy, and in the secaisé the reachability objectiReach(7) is achieved
in G with positive probability. Since the strategy? ensures that the support of the counting functions never hit
the set® \ Q¢, playerl wins in G for the positive reachability and almost-sure safety dijes.

Theorem 3. In one-sided partial-observation stochastic games widyet 1 perfect and player 2 partial, non-
elementary size memory is sufficient for pure strategiesnsure positive probability reachability along with
almost-sure safety for player 1; and hence for pure positisening strategies for reachability objectives for
player 1 non-elementary memory bound is optimal.

4.3 Upper bound for almost-sure reachability

In this section we present the algorithm to solve the almsast-reachability problem. We start with an example
to illustrate that in general strategies for almost-sunenivig may be more complicated than positive winning for
reachability objectives.

Example 4. Almost-sure winning strategy may require more menory than positive winning strategies. The
example of Figure 9 illustrates a key insight in the algamih solution of almost-sure reachability games where
player 1 has perfect observation and play2rhas partial observation (he is blind in this case). For playe
playing a in ¢; and ing, is a positive winning strategy to reacjy,. This is because frorfig:, g2}, the belief

of player2 becomeqgs, ¢4} and no matter the action chosen by playerthe stategg is reached with positive
probability from eithergs or 4.

3Recall that is the set of states that are winningGhfor player1 in randomized strategies.
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Figure 9. Almost-sure winning strategy may require more memory than psitive winning strategies.A
one-sided reachability game where player 1 (round states) has perfect observation, player 2 (square
states) is blind. Player 1 has a pure almost-sure winning strategy, but no pure belief- based memory-
less strategy is almost-sure winning. However, player 1 has a pure belief-based memoryless strategy
that is positive winning.

However, always playing when the belief of playeris {q1, g2} is not almost-sure winning because if player
chooses always the same action (8in {gs, ¢4}, then with probability% the statey is not reached. Intuitively,
this happens because playzcan guess that the initial state is, say; and be right with positive probability (here
%). To be almost-surely winning, playémneeds to alternate actionsandb when the belief iq;, g2 }. The action
b corresponds to theestart phasef the strategy, i.e. even assuming that plag/srbelief would be, sayq, }, the
actionb ensures thag, is reached with positive probability by make the belief tdbg ¢} [ |

Notation. We will consider? as the set of target states and without loss of generalitynasshat all target states
are absorbing. In this section the belief of player 2 reprissihe set of states that can be with positive probability.
Given strategies andr for player 1 and player 2, respectively, a stand a sefX’ C ) we denote b)PrU (1)
the probability measure over sets of paths when the playaystipe strategies, the initial stategand the initial
belief for player 2 isk.

In rest of this section we omit the subscriBt(such as we writdI® instead ofl1¢, &) as the game is clear from
the context.

Bad statesLet7 = Q \ 7. Let

Qp={qeQ|YoexP Irenu®: P77 (Safe(T)) >0}

o) (

be the set of stategsuch that given the initial belief of player 2 is the singtetg}, for all pure strategies for
player 1 there is a counter observation-based strategyldgep2 to ensure th&afe(7) is satisfied with positive
probability. We will consideK) g as the set obad states.

Property of an almost-sure winning strate@onsider a pure almost-sure winning strategy for playeafiéhsures
against all observation-based strategies of player 2Z&hiatreached with probability 1. Then we claim that the
belief of player 2 must never intersect wifhz: otherwise if the belief intersects wii , let ¢ be the state in
@p that is reached with positive probability. Then player 2@yrassumes that the current state,isipdates the
belief to{¢}, and the guess is correct with positive probability. Giviea belief is{q}, sinceq € @, it follows
that against all player-1 pure strategies there is an ohsenvbased strategy for player 2 to ensure with positive
probability that7 is not reached. This contradicts that the strategy for plays almost-sure winning.
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Transformation. We transform the game by changing all state®)ip as absorbing. Le®c = @ \ @5. By
definition we have

Qc={qeQ|Ioex’ vrell”: Pr77 (Reach(T)) =1}.

By the argument above that for a pure almost-sure winniragegiy the belief must never intersect wifhy we
have

Qe = {qeQ|Ioecxl vrell?: Prg’?q}(Reach(T)) =1

andPr77  (Safe(Q \ Qp)) =1 }.

Let

QF = {qeQ|3oex? vrell?: Prg’?q}(Reach(T)) >0

andPr77  (Safe(Q\ Qp)) = 1 }.

We now show tha®)?, = Q¢. The inclusionQ¢ C QF, is trivial, and we now show the other inclusialf, C Q.
Observe that i)?. we have the property of positive reachability and almose-safety and we will use strategies
for positive reachability and almost-sure safety to cartdtan almost-sure winning strategy. We consi@er as

the set of unsafe states (i.€) is the safe set), anfl as the target and invoke the results of the Section 4.2: for al
q € Q7, there is a pure finite-memory strategy of memory at mosB (whereB is non-elementary) to ensure that
from ¢, within N = 29(5) steps,T is reached with probability at least some positive constant 0, even when
the initial belief for player 2 iq}. Letn = minqe% 1q- A pure finite-memory almost-sure winning strategy is
described below. The strategy plays in two-phases: (1R#sartphase; and (1) thelay phase. We define them
as follows:

1. Restart phaselet the current state bg assume that the belief for player 2{ig} and goto the Play phase
with strategyo, that ensures th&p is never left andl” is reached withinV steps with probability at least
n > 0.

2. Play phase.Let o be the strategy defined in the Restart phase, thengfay N steps and go back to the
Restart phase.

The strategy is almost-sure winning as for all state@fnand for all histories, in everyV steps the probability
to reach is at least) > 0, andQ¢ (and hence&)?,) is never left. Thus probability to reachin IV - ¢ steps, for

¢ € N,isatleast — (1—n)" and thisis 1 ag — oo. Thus the desired result follows and we obtain the almos-su
winning strategy.

Memory bound and algorithm. The memory upper bound for the almost-sure winning stratamstructed

is as follows: |Q| - B + log N, we require|Q)| strategies of Section 4.2 of memory sieand a counter to
count up toN = 29(5) steps. We now present an algorithm for almost-sure realiyathiat works in time2!©! x
O(POSREACHSURESAFE), where ®SREACHSURESAFE denote the complexity to solve the positive reachability
along with almost-sure safety problem. The algorithm emanes all subsef)’ C @ and then verify that forall

q € Q' player 1 can ensure to rea@hwith positive probability staying safe i’ with probability 1. In other
words the algorithm enumerates all subsgts— () to obtain the sef);. The enumeration is exponential and the
verification requires solving the positive reachabilitttwalmost-sure safety problem.

Theorem 4. In one-sided partial-observation stochastic games widyeit 1 perfect and player 2 partial, non-
elementary size memory is sufficient for pure strategiessare almost-sure reachability for player 1; and hence
for pure almost-sure winning strategies for reachabilityjextives for player 1 non-elementary memory bound is
optimal.

Corollary 2. In one-sided partial-observation stochastic games witly@t 1 perfect and player 2 partial, the
problem of deciding the existence of pure almost-sure asttipe winning strategies for reachability objectives
for player 1 can be solved in non-elementary time complexity

From the previous results and Remark 3 we obtain the follgwrollary.
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Corollary 3. The problem of deciding the existence of a pure almost-sumeing strategy for one-sided partial-
observation stochastic games with player 1 perfect andgpl@ypartial, and Bichi objective for player 1, can
be solved in non-elementary time complexity, and non-eltane memory is necessary and sufficient for pure
almost-sure winning strategies.

Discussion about the surprising non-elementary memory baud. We now discuss the surprising non-
elementary memory bound for positive winning with reachighbobjectives for pure strategies in player-1 perfect
player-2 partial stochastic games, comparing it with otleéated questions. We consider four related questions:
two are related to stochasticity in transitions and stiategnd the other two are related to the information of the
players.

1. Question 1lIf we consider player-1 perfect player-2 partial detersticigames with reachability objective,
then for positive winning pure memoryless strategies afficgnt. This follows from the results of [38]
because in deterministic games positive winning coincwidés sure winning, and the results of [38] shows
(see [17] for an explicit proof) that for sure winning the eb&tion of player 2 is irrelevant. Hence the
problem is same as sure winning in perfect-information rieft@stic games with reachability objective for
which pure memoryless strategies exist.

2. Question 2.If we consider player-1 perfect player-2 partial stocltagames with reachability objective,
but instead of pure strategies consider randomized siesteilien memoryless strategies are sufficient. It
follows from [7] that if there is a randomized strategy to wesreachability with positive probability, then
the randomized memoryless strategy that plays all actioifermly at random is also a positive winning
strategy.

3. Question 3.If we consider perfect-information stochastic games (ha#tyers have perfect information)
with reachability objective, then for positive winning punemoryless strategies are sufficient. This follows
from a more general result of [18] that in perfect-informatistochastic games with reachability objective,
pure memoryless optimal strategies exist.

4. Question 4.If we consider player-1 partial player-2 perfect stocltagames with reachability objective,
then for positive winning exponential memory pure stragsgire sufficient (by Theorem 1).

Observe that the question we study is a very natural exterafithe above questions: (1) adding stochasticity
to the transition as compared to question 1; (2) restrictiingtegies to pure strategies as compared to random-
ized strategies of question 2; (3) player 2 is less informedanpared to question 3; and (4) player 1 is more
informed and player 2 is less informed as compared to quedtidOur results show the natural variant of ques-
tion 1 and question 2 obtained by adding stochasticity tositeons or removing stochasticity from strategies;
and the variant of question 3 and question 4 by making playao4t well informed lead to a sunrising memory
bound for strategies (nhon-elementary complete memorydowhereas for all the related questions memoryless
or exponential-size memory strategies are sufficient)o Ake Figure 10 for a pictorial illustration.

5 Finite-memory Strategies for Two-sided Games

In this section we show the existence of finite-memory puigegies for positive and almost-sure winning in
two-sided games.

5.1 Positive reachability with almost-sure safety

Let 7 be the set of target states for reachability (such that eltdiget states are absorbing) &pé be the set
of good states for safety with C (). Our goal is to show that for pure strategies to ensure pesguiobability
reachability to7 and almost-sure safety f6), finite-memory strategies suffice. Note that wipla: as the whole
state space we obtain the result for positive reachabits special case.
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Pl. 1 perfect, PI2 partial Pl. 1 perfect, PI2 partial
stochastic trans randomized strat. Deterministic trans. , pure strat.
Memoryless[7 Memoryless[38]

]
pure M A stochasticity

Pl. 1 perfect, PI2 partial
stochastic trans., pure strat
Non-elementary complete

PI. 1 more informed, Pl. 2 less informed
Pl. 2 less informed

PI. 1 partial, PI.2 perfect PI. 1 perfect, PI. 2 perfect
stochastic trans., pure strat. stochastic trans., pure strat.
Exponential [Theorem 1] Memoryless[18]

Figure 10. The surprising non-elementary bound for memory o f pure strategies in one-sided partial-
observation stochastic games for player 1 perfect and player 2 partial for positive winning with
reachability objectives (Theorem 4).

Lemma 2. For all gamesG, for all ¢ € Q, if there exists a pure strategy € ~° N X% such that for all strategies
7 € TIO of player 2 we have

Pro™(Reach(7)) > 0 and  Pif™(Safe(Qc)) = 1;

then there exists a finite-memory pure stratedyc >© N ©7 such that for all strategies < 1€ of player 2 we

have P !
P17 ™(Reach(7)) >0 and PrJ " (Safe(Qq)) = 1.

We prove the result with the following two claims. We fix a (pity infinite memory) strategy € ¢ N ©¥
such that for all strategies < I1° of player 2 we have

Pro™(Reach(7)) >0 and PrJ™(Safe(Qg)) = 1.
Claim 1. If there existsN € N such that for all strategies € TI° of player 2 we have
Pri7™(Reach=N (7)) >0 and PrJ"(Safe(Qc)) =1

whereReach=" denotes reachability within firs¥V-steps; then there exists a finite-memory pure strategy
9 N £F such that for all strategies € 11¢ of player 2 we have

of of
Pry "(Reach(7)) >0 and Pry ™(Safe(Qq)) = 1.
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Proof. The finite-memory strategy/ is as follows: play like the strategy for the firstV-steps, and then switch
to a strategy to ensugafe((Q)) with probability 1. The strategy ensure positive prob#&piteachability to7” as

for the first N-steps it plays liker ando already ensures positive reachability withiirsteps. Moreover, since
ensureSafe(Q¢) with probability 1, it must also ensuafe(Q) for the firstV-steps, and since’ after the first
N-steps only plays a strategy for almost-sure safety, ib¥edl thato/ guaranteeSafe(Q¢) with probability 1.
The strategy/ is a finite-memory strategy since it needs to play kikier the firstN-steps (which requires finite-
memory) and then it switches to an almost-sure safety girdte which exponential size memory is sufficient (for
safety objective almost-sure winning coincides with sunrenimg and then belief-based strategies are sufficient;
see [14] for detalils). O

Claim 2. There existsV € N such that for all strategies < I1 of player 2 we have
Prg’“(ReachSN(T)) >0 and Pry"(Safe(Qq)) =1
whereReach=" denotes reachability within firs¥-steps.

Proof. The proof is by contradiction. Towards contradiction, assuhat for alln € N, there exists a strategy
m, € 119 such that eithePrJ™ (Reach="(7)) = 0 or PrJ™ (Safe(Q¢)) < 1.

If for somen > 0 we havePry™ (Safe(Qg)) < 1, then we get a contradiction with the fact that
PrZ7(Safe(Qg)) = 1 for all # € II”. HencePrJ™ (Safe(Qg)) = 1 for all n € N, and therefore
Prg’””(ReachS"(T)) = 0 for all n € N. Equivalently, all play prefixes of length at mastand compatible
with o andr,, avoid to hit7, and thusPrg’”"(SafeS”(Q \ 7)) = 1for all n € N. Note that we can assume
that each strategy,, is pure because once the strateggf player1 is fixed we get a POMDP for playey;, and
for POMDPs pure strategies are as powerful as randomizatégies [15] (in [15] the result was shown for finite
POMDPs with finite action set, but the proof is based on indaabn the action set and also works for countably
infinite POMDPS).

Using a simple extension of Konig's Lemma [30], we constraustrategyr’ € 1€ such thalPrg’”’(Safe(Q \
7)) = 1. The construction is as follows. In the initial statethere is an actiom, € A, which is played by
infinitely many strategies,,. We definer’(¢) = by and letP, be the se{, | 7,(¢) = bo}. Note thatF, is an
infinite set. We complete the construction as follows. Hg\definedr’(p) for all play prefixes of length at most
k, and given the infinite s&®;, we definer’(p’) for all play prefixesy’ of lengthk + 1 and the infinite seb;. . ; as
follows. Consider the tuplé,, € A% of actions played by the strategy, € P, after them prefixesy’ of length
k+1. Clearly, there exists an infinite subg8t, ; of P, in which all strategies play the same tuple ;. We define
m(p’) using the tupléy. ;. This construction ensures that no play prefix of length 1 compatible witho and
7 hit the setT, sincen’ agrees with some strategy, for arbitrarily largen. Repeating this inductive argument
yields a strategyr’ such thatPrg’”’(Safe(Q \ 7)) = 1, in contradiction with the fact thdrg"™ (Reach(7)) > 0
for all 7 € T1°. Hence, the desired result follows. O

The above two claims establish Lemma 2 and gives the follgwasult.

Theorem 5. In two-sided partial-observation stochastic games finitmory is sufficient for pure strategies to
ensure positive probability reachability along with almssire safety for player 1; and hence for pure positive
winning strategies for reachability objectives finite meynis sufficient and non-elementary memory is required
in general for player 1.

5.2 Almost-sure reachability

We now show that for pure strategies for almost-sure realdyafinite-memory strategies suffice. The proof is
a straight forward extension of the results of Section 48, far finite-memory strategies for positive reachability
with almost-sure safety we use the result of the previousesttion.
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Notation. We will consider? as the set of target states and without loss of generaliynasshat all target states
are absorbing. In this section the belief of player 2 reprissthe set of states that can be with positive probability.
Given strategies and for player 1 and player 2, respectively, a statend a set C () we denote b)Pr ()
the probability distribution when the players play thetstgées, the initial state igand the initial belief for pIayer 2
is K.

In rest of this section we omit subscri@t (such as we writdI© instead ofl19 &) as the game is clear from the
context.

Bad beliefsLetT = Q \ 7. Let

p={Bec2?|Voex9nxl . Incl® - 3gc B: P77 (Safe(T)) >0}

oo
be the set of belief$ such that for all pure strategies for player 1 there is a ayustrategy for player 2 with a
stateg € B to ensure that given the initial belief of player 2 is the $ton {¢}, Safe(7) is satisfied with positive
probability. We will considei) 5 as the set obad beliefs.

Property of an almost-sure winning strate@onsider a pure almost-sure winning strategy for playeafiéhsures
against all strategies of player 2 thatis reached with probability 1. Then we claim that the belieplayer 2
must never intersect wit) z: otherwise if the belief intersects withz, let B be the belief inQ) 5 that is reached
with positive probability. Then there exisisc B such that player 2 can simply assume that the current stafe is
update the belief t§q}, and the guess is correct with positive probability, anethlayer 2 can ensure that against
all player-1 pure strategies there is a strategy for playlereéhsure with positive probability th&t is not reached.
This contradicts that the strategy for player 1 is almosé-suinning. LetQs = 2% \ Q. By definition we have
Qe={Bec2?|30ex9nxf vrell® . vgeB: Prg’f{rq}(Reach(T)) =1}
By the argument above that for a pure almost-sure winnirgjegiy the belief must never intersect wiflz we
have
Qe = {Bc2?|30ex9nel .vrell® -Vge B: P77
andPr"iT }(Safe(2Q \Q@p)) =1}

ol }(Reach(’f)) 1

Let
QY = {Be29|30ex9nyl . vrell? . vgeB: P77

andPr"? }(Safe(2Q \@p)) =1}

o1 }(Reach(’f)) >0

We now show tha®)?. = Q¢. The inclusionQ C Q7. is trivial, and we now show the other inclusialf, C Q.
Observe that i)7, we have the property of positive reachability and almosée safety and we will use strategies
for positive reachability and almost-sure safety to cartdta witness finite-memory almost-sure winning strategy.
Note that here we have safety for a set of beliefs (insteag@tobfsstates, and it is straight forward to verify that
the argument of the previous subsection holds when the shaig a set of beliefs). We considéys as the set of
unsafe beliefs (i.e() is the safe set), an@l as the target and invoke the results of the previous subsedtr

all B € Q7, there is a pure finite-memory strategy of to ensure that from all statese 5, within N steps (for
some finiteN € N), 7 is reached with probability at least some positive consignt- 0, even when the initial
belief for player 2 is{q}. Letn = minge% ni. A pure finite-memory almost-sure winning strategy is dibscr
below. The strategy plays in two-phases: (1) Restartphase; and (1) thelay phase. We define them as follows:

1. Restart phaseLet the current belief bé, the belief for player 2 is any perfect beligf}, for ¢ € B; and
goto the Play phase with strategy that ensures th& is never left and/ is reached withinV steps with
probability at least) > 0.

2. Play phase.Let o be the strategy defined in the Restart phase, thengpfay N steps and go back to the
Restart phase.
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The strategy is almost-sure winning as for all state@fnand for all histories, in every steps the probability

to reach is at least) > 0, andQ¢ (and henc&)?,) is never left. Thus probability to reachin IV - ¢ steps, for

¢ € N,isatleastl — (1 —n)’ and this is 1 ag — oo. Thus the desired result follows and we obtain the required
finite-memory almost-sure winning strategy.

Memory bound and algorithm. The memory upper bound for the almost-sure winning strategytructed is as
follows: |29| - B +log N, we require|2€| strategies of the previous subsection of memory Siz:md a counter to
count up talV steps; where3 is the memory required for strategies to ensure positivehagaility with almost-sure
safety objectives.

Theorem 6. In two-sided partial-observation stochastic games, finitemory is sufficient (and non-elementary
memory is required in general) for pure strategies for altrmgre winning for reachability and i&hi objectives
for player 1.

6 Equivalence of Randomized Action-invisible Strategiesrad Pure Strategies

In this section, we show that for two-sided partial-obsgovagames, the problem of almost-sure winning
with randomized action-invisible strategies is intertueithle with the problem of almost-sure winning with pure
strategies. The reductions are polynomial in the numbetatés in the game (the reduction from randomized to
pure strategies is exponential in the number of actions).

It follows from the reduction of pure to randomized actionisible strategies that the memory lower bounds
for pure strategies transfer to randomized strategiesjrapdrticular belief-based memoryless strategies are not
sufficient, showing that a remark (without proof) of [17, Joadhd the result and construction of [27, Theorem 1]
are wrong.

6.1 Reduction of randomized action-invisible strategiesa pure strategies

We give a reduction for almost-sure winning for randomizetioa-invisible strategies to pure strategies.
Given a stochastic gan@ we will construct another stochastic garflesuch that there is a randomized action-
invisible almost-sure winning strategy @ iff there is a pure almost-sure winning strategyHn We first show in
Lemma 3 the correctness of the reduction for finite-memangoanized action-invisible strategies, and then show
in Lemma 4 that finite memory is sufficient in two-sided pdrtibservation games for randomized action-invisible
strategies.

Construction. Given a stochastic gan@ = (Q, qo, 0) over action setsl; and A, and observation®; andO-
(along with the corresponding observation mappiolgs andobs,), we construct a gam# = (Q, qo, dx7) over
action set@41 \ {0} and A5 and observation®; andO,. The transition functiord is defined as follows:

e forallg € QandA € 241\ {} andb € Ay we havedy(q, A,b)(¢') = IT}\ > acad(q,a,0)(¢), l.e.,ina
state inQ) player 1 selects a non-empty subglet A, of actions and the transition functior; simulates
the transition functiord along with the uniform distribution over the sétof actions.

The observation mappingsbs:’ in H, for i € { 1,2 } are as follows:obs/ (¢) = obs;(¢), whereobs; is the
observation mapping it

Lemma 3. The following assertions hold for reachability objectives

1. If there is a pure almost-sure winning strategyHn then there is a randomized action-invisible almost-sure
winning strategy inG.

2. If there is a finite-memory randomized action-invisiblmeast-sure winning strategy i@, then there is a
pure almost-sure winning strategy f.
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Proof. We present both parts of the proof below.

1. Letoy be a pure almost-sure winning strategyAn We construct a randomized action-invisible almost-
sure winning strategy in G. The strategy is as constructed as follows. Lpt = qoq1 ... q; be a
play prefix inG, and we consider the same play prefix = qoqi - .. qx in H, and letA; = oy (pg). The
strategyo:(pc) plays all actions il uniformly at random. Sincey is an almost-sure winning strategy
it follows o is also almost-sure winning. Also observe that jf is observation-based, then sais.

2. Letog be a finite-memory randomized action-invisible almoseswinning strategy irGG. If the strategy
oq is fixed in G we obtain a finite POMDP, and by the results of [16] it follovsittin an POMDP the
precise transition probabilities do not affect almosteswinning. Hence it is almost-sure winning, then
the uniform versiorr ¢, of the strategyr ¢ that always plays the same support of the probability distion
asog but plays all actions in the support uniformly at random soahlmost-sure winning. Givesy, we
construct a pure almost-sure winning strategyin H. Given a play prefiyr = qoq:1 - - - q& In H, consider
the same play prefiye = qog1...qx in G. Let Ay = Supp(ci(pa)), thenog(pr) plays the action
Ag € (21\ {0}). Sincesy is almost-sure winning it follows that; is almost-sure winning. Observe that
if o is observation-based, then s@i$, and then so i .

The desired result follows. O

Lemma 4. For reachability objectives, if there exists a randomizetian-invisible almost-sure winning strategy
in G, then there exists also a finite-memory randomized actigisible almost-sure winning strategy @

Proof. Let W = { B | B € 29isthe belief of player 1suchthatr ¢ ¢ -vr € 119 - vqg € B :
Prg™(Reach(7)) = 1 } denote the set of belief setsfor player 1 such that player 1 has a (possibly infinite-
memory) randomized action-invisible almost-sure winrsirgtegy from all starting states f It follows that the
almost-sure winning strategy must ensure that th@\sét never left: this is because from the complement set of
W against all randomized action-invisible strategies faypl 1 there is a counter strategy for player 2 to ensure
that with positive probability the target is not reached. rbtiver for all3 € WV the almost-sure winning strategy
also ensures théf is reached with positive probability. Hence we have agagpitoblem of positive reachability
with almost-sure safety. We simply repeat the proof for theepstrategy case, treating sets of actions (that is
the support of the randomized strategy) as actions (for pnategy) and played uniformly at random (as in the
reduction fromG to H), and thus obtain a witness finite-memory strategyto ensure positive reachability and
almost-sure safety. Repeating the strategywith play phase and repeat phase (as in the case of purgggste
we obtain the desired finite-memory almost-sure winningtsgy. O

The following theorem follows from the previous two lemmas.

Theorem 7. Given a two-sided (resp. one-sided) partial-observatitotisastic gamé= with a reachability ob-
jective we can construct in time polynomial in the size ofgame and exponential in the size of the action sets
a two-sided (resp. one-sided) partial-observation staticagameH such that there exists a randomized action-
invisible almost-sure winning strategy @niff there exists a pure almost-sure winning strategydin

For positive winning, randomized memoryless strategies safficient (both for action-visible and action-
invisible) and the problem is PTIME-complete for one-sidedl EXPTIME-complete for two-sided [7]. The
above theorem along with Theorem 1 gives us the followingltamy for almost-sure winning for randomized
action-invisible strategies.

Corollary 4. Given one-sided partial-observation stochastic gamels pldyer 1 partial and player 2 perfect, the
following assertions hold for reachability objectives faayer 1:

1. (Memory complexity). Exponential memory (of siz§:ye(91 31y is sufficient for randomized action-
invisible strategies for almost-sure winning.
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2. (Algorithm). The existence of a randomized action-invisible almost-gunning strategy can be decided in
time exponential in the state space of the game and expahanthe size of the action sets.

3. (Complexity). The problem of deciding the existence of a randomized aatigsible almost-sure winning
strategy is EXPTIME-complete.

Corollary 5. The problem of deciding the existence of a pure almost-simging strategy for one-sided partial-
observation stochastic games with player 1 partial and efa® perfect, and Bchi objective for player 1 is
EXPTIME-complete, and memory of sEe:yeo1 3 is sufficient for pure winning strategies.

6.2 Reduction of pure strategies to randomized action-ingible strategies

We present a reduction for almost-sure winning for puretesjias to randomized action-invisible strategies.
Given a stochastic gam@ we construct another stochastic gaiesuch that there exists a pure almost-sure
winning strategy irG iff there exists a randomized almost-sure winning straiagy .

The idea of the reduction is to force playleto play a pure strategy iH. The gameH simulates and requires
player1 to repeat each actions played (i.e. to play each action twes)). Then, if playet uses randomization, he
has to repeat the actions chosen randomly in the previops Siece the actions are invisible, this can be achieved
only if the support of the randomized actions is a singlet@n, the strategy is pure. Note that the reduction works
for randomized strategies with actions invisible, and nbémwthe actions are visible.

Construction. Given a stochastic gant&é = (Q, qo, o) over action setsl; and A, and observation®; andO,
(along with the corresponding observation mappiolgss andobss), we construct a gaml = (Q U (Q x A;) U
{sink}, qo, dpr) over the same action setly and A, and observation®, and Q. The transition functiod is
defined as follows:

e forall¢g € Q anda € A; andb € Ay we havedy(q,a,b)((¢,a)) = 1, i.e., in a statey for actiona of
playerl, irrespective of the choice of player 2, the game storeseplEy action with probability 1;

e forall (¢g,a) € Q x Ay, for allb € As we havedy((q,a),a,b) = da(q,a,b), i.e. if playerl repeats the
action played in the previous step, then the probabiliséindition function is the same asd¥y and for all
a' € A\ {a}, we havedy ((¢,a),a’,b)(sink) = 1, i.e. if player1 does not repeat the same action, then the
sink state is reached.

e foralla € A; andb € Ay, we havedy (sink, a, b)(sink) = 1.

The observation mappingss.’ in H (i € {1,2}) are as followsobs (¢) = obs((¢, a)) = obs;(g), whereobs;
is the observation mapping &. Note thatH is of size polynomial in the size @F.

Lemmab. Let7 C @ be a set of target states. There exists a pure almost-sur@ngstrategy inG for Reach(7")
if and only if there exists a randomized action-invisiblmabt-sure winning strategy i for objectiveReach (7).

Proof. We present both directions of the proof below.

1. Letoy be arandomized action-invisible almost-sure winningtsgin H. We show that we can assume
wlog thato; is actually a pure strategy. To see this, assume that undeéegyo; there is a prefiyy =
q0(qo0, a0)q1(q1,a1) - - . qx In H compatible witho 7 from whicho ;7 plays a randomized action with support
A C A, and|A| > 1. Then, with positive probability the stat¢g,, a;) and(gx, a),) are reached where
ap,a), € Aanday, # a). No matter the action(s) played by, in the next step, the statink is reached
with positive probability in the next step, either frof,, a;) or from (gx,a},). This contradicts that
is almost-sure winning. Therefore, we can assumedhais a pure strategy that repeats each action two
times. We construct a pure almost-sure winning stratedy by removing these repetitions.
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Figure 11. Belief-based strategies are not sufficientThe game graph obtained by the reduction of pure

to randomized strategies on the game of Figure 1 (for almost- sure reachability objective). Player 1is
blind and player 2 has perfect observation. There exists an almost-sure winni ng randomized strategy
(with invisible actions), but there is no belief-based memorylessmost-sure winning randomized
strategy.

2. Letog be a pure almost-sure winning strategyGin Consider the strategyy in H that always repeats
two times the actions played ;. The strategy g is observation-based and almost-sure winning since
H simulates= when actions are repeated twice.

The desired result follows. O

Theorem 8. Given a two-sided partial-observation stochastic ga@with a reachability objective we can con-
struct in time polynomial in the size of the game and sizeehttion sets a two-sided partial-observation stochas-
tic gameH such that there exists a pure almost-sure winning strategy iff there exists a randomized action-
invisible almost-sure winning strategy H.

Belief-based strategies are not sufficientWe illustrate our reduction with the following example ttsitows
belief-based (belief-only) randomized action-invisikleategies are not sufficient for almost-sure reachabiity
one-sided partial-observation games (player 1 partialpdenger 2 perfect), showing that a remark (without proof)
of [17, p.4] and the result and construction of [27, Theoréraré wrong.

Example 5. We illustrate the reduction of on the example of Figure 1. Tedsalt of the reduction is given in
Figure 11. Remember that Example 1 showed that belief-baisedstrategies are not sufficient for almost-sure
winning. We show that belief-based randomized strategiesiat sufficient for almost-sure winning in the game
of Figure 11. First, in{q1, g2} player1 has to play pure since he has to be able to repeat the samenaotevoid
reaching a sink stat® with positive probability. Now, the argument is the samena@xample 1: playing always
the same action (either or b) in {¢1, g2} is not even positive winning as play2can choose the state in this set
(either g, or ¢1). [ |

Note that our reduction preserves the structure and menf@alynmst-sure winning strategies, hence the non-
elementary lower bound given in Theorem 2 for pure stragegligo transfers to randomized action-invisible strate-
gies by the same reduction.
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Corollary 6. For one-sided partial-observation stochastic games, \pithyer 1 partial and player 2 perfect,
belief-based randomized action-invisible strategiesraesufficient for almost-sure winning for reachability ob-
jectives. For two-sided partial-observation stochastanges, memory of non-elementary size is necessary in
general for almost-sure winning for randomized actionisible strategies for reachability andi8hi objectives.

References

[1] M. Abadi, L. Lamport, and P. Wolper. Realizable and utiredole specifications of reactive systems. In
Proc. of ICALR LNCS 372, pages 1-17. Springer, 1989.

[2] R. Alur, T. A. Henzinger, and O. Kupferman. Alternatitigie temporal logicJournal of the ACM49:672—
713, 2002.

[3] B. Aminof, A. Murano, and M. Y. Vardi. Pushdown module ckeng with imperfect information. IfProc.
of CONCURLNCS 4703, pages 460-475. Springer, 2007.

[4] C. Baier, N. Bertrand, and M. Grol3er. On decision protsefor probabilistic Biichi automata. FProc. of
FoSSaCSLNCS 4962, pages 287—301. Springer, 2008.

[5] C. Baier, N. Bertrand, and M. GroRRer. The effect of tagstoins in omega-automata. Rroc. of CONCUR
LNCS 5710, pages 15-29. Springer, 2009.

[6] C. Baier and M. GrofRer. Recognizing omega-regular lgggs with probabilistic automata. Rroc. of
LICS pages 137-146, 2005.

[7] N. Bertrand, B. Genest, and H. Gimbert. Qualitative deiaacy and decidability of stochastic games with
signals. InProc. of LICS pages 319-328, 2009.

[8] D.Berwanger and L. Doyen. On the power of imperfect imation. InProc. of FSTTCagstuhl Seminar
Proceedings 08004. IBFI, 2008.

[9] R. G. Bukharaev. Probabilistic automatkurnal of Mathematical Sciencet3:359-386, 1980.

[10] P. Cerny, K. Chatterjee, T. A. Henzinger, A. Radhakna, and R. Singh. Quantitative synthesis for concur-
rent programs. IiProc. of CAY LNCS 6806, pages 243-259. Springer, 2011.

[11] R. Chadha, A. P. Sistla, and M. Viswanathan. On the esgiveness and complexity of randomization in
finite state monitorsJournal of the ACM56:1-44, 2009.

[12] R. Chadha, A. P. Sistla, and M. Viswanathan. Power ofloamzation in automata on infinite strings. In
Proc. of CONCURLNCS 5710, pages 229-243. Springer, 2009.

[13] R. Chadha, A. P. Sistla, and M. Viswanathan. Model chreckoncurrent programs with nondeterminism
and randomization. IRroc. of FSTTCSvolume 8 ofLIPIcs, pages 364-375, 2010.

[14] K. Chatterjee and L. Doyen. The complexity of partillservation parity games. Broc. of LPARLNCS
6397, pages 1-14. Springer, 2010.

[15] K. Chatterjee, L. Doyen, H. Gimbert, and T. A. Henzinge@andomness for free. lroc. of MFCSLNCS
6281, pages 246-257. Springer, 2010.

[16] K. Chatterjee, L. Doyen, and T. A. Henzinger. Qualitatanalysis of partially-observable Markov decision
processes. IRroc. of MFCSLNCS 6281, pages 258-269. Springer, 2010.

[17] K. Chatterjee, L. Doyen, T. A. Henzinger, and J.-F. Rasllgorithms for omega-regular games of incom-
plete information.Logical Methods in Computer Scien@&43:4), 2007.

[18] A. Condon. The complexity of stochastic gambdgormation and Computatiqrd6(2):203-224, 1992.
[19] L. de Alfaro and T. A. Henzinger. Interface automataPhoc. of FSE pages 109-120. ACM Press, 2001.

[20] L. de Alfaro, T. A. Henzinger, and O. Kupferman. Coneunt reachability gamesTheor. Comput. Sgi.
386(3):188-217, 2007.

32



[21] M. De Wulf, L. Doyen, and J.-F. Raskin. A lattice theowyr fsolving games of imperfect information. In
Proc. of HSCCLNCS 3927, pages 153-168. Springer, 2006.

[22] D. L. Dill. Trace Theory for Automatic Hierarchical Verification of 8deindependent CircuitsThe MIT
Press, 1989.

[23] R. Dimitrova and B. Finkbeiner. Abstraction refinemémtgames with incomplete information. Froc. of
FSTTCSvolume 2 ofLIPIcs, pages 175-186, 2008.

[24] L. Doyen and J.-F. Raskin. Antichains algorithms foitérautomata. IfProc. of TACASLNCS 6015, pages
2-22. Springer, 2010.

[25] E. A. Emerson and C. Jutla. Tree automata, mu-calcuidglaterminacy. I#roc. of FOCS$pages 368-377,
1991.

[26] H. Gimbert and Y. Oualhadj. Probabilistic automata ontéi words: Decidable and undecidable problems.
In Proc. of ICALP (2) LNCS 6199, pages 527-538. Springer, 2010.

[27] V. Gripon and O. Serre. Qualitative concurrent stotibagames with imperfect information. IRroc. of
ICALP (2), LNCS 5556, pages 200-211. Springer, 2009.

[28] T. A. Henzinger and P.W. Kopke. Discrete-time controt fectangular hybrid automatalheor. Comp.
Science221:369-392, 1999.

[29] A. Kechris. Classical Descriptive Set Theor$pringer, 1995.

[30] D. Konig. Theorie der endlichen und unendlichen Graphekkademische Verlagsgesellschaft, Leipzig,
1936.

[31] H. Kress-Gazit, G. E. Fainekos, and G. J. Pappas. Teaiyfmgic-based reactive mission and motion plan-
ning. IEEE Transactions on Robotic25(6):1370-1381, 2009.

[32] O.Kupferman and M. Y. Vardi. Synthesis with incomplateormatio. InAdvances in Temporal Logipages
109-127. Kluwer Academic Publishers, 2000.

[33] C. H. Papadimitriou and J. N. Tsitsiklis. The complgxdf Markov decision processesMath. of Op.
Research12:441-450, 1987.

[34] A. Paz.Introduction to probabilistic automataAcademic Press, Inc. Orlando, FL, USA, 1971.

[35] A. Pnueli and R. Rosner. On the synthesis of a reactivduieo InProc. of POPL pages 179-190. ACM
Press, 1989.

[36] M. O. Rabin. Probabilistic automaténformation and Contrgl6:230-245, 1963.

[37] P.J. Ramadge and W. M. Wonham. Supervisory control ¢dissmf discrete-event process88AM Journal
of Control and Optimization25(1):206—230, 1987.

[38] J. H. Reif. Universal games of incomplete informatidém Proc. of STOCpages 288-308. ACM, 1979.
[39] J. H. Reif. The complexity of two-player games of incdetp information.JCS$ 29:274-301, 1984.

[40] J. H. Reif and G. L. Peterson. A dynamic logic of multipessing with incomplete information. Froc. of
POPL, pages 193-202. ACM, 1980.

[41] D. Rosenberg, E. Solan, and N. Vieille. Stochastic gamih imperfect monitoring (discussion paper).
Technical Report 1376, Northwestern University, CenteMMathematical Studies in Economics and Man-
agement Science, July, 2003.

[42] L. S. Shapley. Stochastic gaméxoc. Nat. Acad. Sci. USA9:1095-1100, 1953.
[43] S. Sorin.A first course in zero-sum repeated gamgpringer, 2002.

[44] W. Thomas. Languages, automata, and logidddmdbook of Formal Languagegolume 3, Beyond Words,
chapter 7, pages 389-455. Springer, 1997.

[45] M. Tracol, C. Baier, and M. Gro3er. Recurrence anddi@mce for probabilistic automata. Rroc. of
FSTTCSvolume 4 ofLIPIcs, pages 395-406, 2009.

33



[46] M. Y. Vardi. Automatic verification of probabilistic ¢crurrent finite-state systems. Rroc. of FOCS$pages
327-338, 1985.

34



