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Abstract—Recently, Mboup, Join and Fliess [27], [28] intro-
duced non-asymptotic integer order differentiators by using an
algebraic parametric estimation method [7], [8]. In this paper, in
order to obtain non-asymptotic fractional order differentiators
we apply this algebraic parametric method to truncated expan-
sions of fractional Taylor series based on the Jumarie’s modified
Riemann-Liouville derivative [14]. Exact and simple formulae for
these differentiators are given where a sliding integration window
of a noisy signal involving Jacobi polynomials is used without
complex mathematical deduction. The efficiency and the stability
with respect to corrupting noises of the proposed fractional order
differentiators are shown in numerical simulations.

I. INTRODUCTION

Fractional models arise in many practical situations ([3],

[37] for example). Such fractional order systems may also be

used for control purposes: CRONE control is known to have

good robustness properties (see [33], [34], [35], [37]). In order

to implement such controller one needs to have a good digital

fractional order differentiator from noisy signals, which is the

scope of this paper.

The fractional derivative has a long history and has often ap-

peared in science, engineering and finance (see, e.g., [32], [36],

[12], [4]). Different from classical integer order derivative,

there are several kinds of definitions for the fractional deriva-

tive which are generally not equivalent with each other [36],

[17]. Among these definitions, the Riemann-Liouville deriva-

tive and the Caputo derivative are often used [36]. Recently,

a new modified Riemann-Liouville derivative is proposed by

Jumarie [14]. This new definition of fractional derivative

has two main advantages: firstly comparing with the Caputo

derivative, the function to be differentiated is not necessarily

differentiable, secondly different from the Riemann-Liouville

derivative the Jumarie’s modified Riemann-Liouville derivative

of a constant is defined to zero. Moreover, a fractional Taylor

series expansion [13] was invented by using this new defini-

tion. Thanks to these merits, the Jumarie’s modified Riemann-

Liouville derivative was successfully applied (see, e.g., [15],

[16], [43]). The fractional order differentiator is concerned

with estimating the fractional order derivatives of an unknown

signal from its noisy observed data. Because of its importance,

various methods have been developed during the last years

([2], [25] for example). However, the obtained fractional order

differentiators were usually based on the Riemann-Liouville

derivative and the Caputo derivative. To our knowledge, there

is no one based on the Jumarie’s modified Riemann-Liouville

derivative.

Recent algebraic parametric estimation method for linear

systems [7], [8], [44] has been extended to various problems

in signal processing (see, e.g., [9], [10], [26], [30], [31], [42],

[41], [19], [18]). Let us emphasize that this method is algebraic

and non-asymptotic, which provides explicit formulae and

finite-time estimates. Moreover, it exhibits good robustness

properties with respect to corrupting noises, without the need

of knowing their statistical properties (see [5], [6] for more

theoretical details). The robustness properties have already

been confirmed by numerous computer simulations and several

laboratory experiments. Very recently, this method was used to

solve the ill-posed numerical differentiation problem in [27],

[28]. The main idea is to apply a differentiator called integral-

annihilator to a truncated Taylor series expansion which is a

local approximation of the signal to be differentiated. Stable

non-asymptotic differentiators of integer order were exactly

given by the integrals of noisy signals involving the Jacobi

orthogonal polynomials. The associated estimation errors were

studied in [20], [22], [23]. An extension of these differentiators

for multivariate numerical differentiation were proposed in

[38], [39], [40]. However, this method has not been used to

estimate fractional order derivatives.

The aim of this paper is to introduce non-asymptotic

fractional order differentiators for the Jumarie’s modified

Riemann-Liouville derivative by using the algebraic paramet-

ric method. In Section II, we recall how to apply the algebraic

parametric method to obtain an integer order differentiator

from a truncated Taylor series expansion. Section III be-

gins with the definition of the Jumarie’s modified Riemann-

Liouville derivative. Then, two fractional order differentiators

are obtained by applying integral-annihilators to truncated

fractional Taylor series expansions with different truncated

orders. Moreover, it is shown that the differentiator obtained

from higher order truncated expansion can be expressed as

an affine combination of the ones obtained from lower order



truncated expansion. Numerical tests are given in Section IV.

They help us to show the efficiency and the stability of the

proposed fractional order differentiators. Finally, we give some

conclusions and perspectives for our future work in Section V.

II. METHODOLOGY

Let y = x + ̟ be a noisy signal observed in an open

interval I ⊂ R, where x ∈ Cn(I) with n ∈ N and the noise1

̟ is bounded and integrable. In this section, we are going to

recall how to use an algebraic parametric method to estimate

the integer order derivatives of x [27], [28].

For any t0 ∈ I , we introduce the set Dt0 := {t ∈ R+; t0 +
t ∈ I}. By using the famous Taylor’s formula formulated by

Hardy ([11] p. 293), we obtain that ∀ t0 ∈ I, t ∈ Dt0 ,

x(t0 + t) =

n
∑

j=0

tj

j!
x(j)(t0) +O(tn), as t → 0. (1)

In a similar way to classical numerical differentiation

methods, the algebraic parametric method uses the nth order

derivative of a polynomial to estimate the one of x. Here, we

consider the following truncated Taylor series expansion of x

on R+

∀ t ∈ R+, xn(t0 + t) :=

n
∑

j=0

tj

j!
x(j)(t0). (2)

Different from the other methods, the nth order derivative of

the approximation polynomial xn is calculated by applying

algebraic manipulations to xn in the operational domain.

Precisely, we apply a differential operator with the following

form [22]

Πn
k,µ =

1

sn+1+µ
·
dn+k

dsn+k
· sn, (3)

where −1 < µ ∈ R and k ∈ N. This differential operator was

introduced in [28] with µ ∈ N.

Let us mention that the operation dn+k

dsn+k · sn is used to

annihilate all the terms containing x(j)(t0) with 0 ≤ j ≤ n−1
in xn in the operational domain, and the rational term 1

sn+1+µ

permits to obtain a Riemann-Liouville integral [24] expression

for x(n)(t0) in the time domain (see the next section for more

details). Thus, the differential operator Πn
k,µ is called integral-

annihilator for x(n)(t0) via xn [28]. Finally, if we replace xn

by y in the obtained integral expression, then we can obtain the

following estimator for x(n)(t0) (see [22] and [28] for more

details)

∀ t0 ∈ I, ỹ
(n)
t0

(k, µ, T ) :=

n!

T n
γn,k,µ

∫ 1

0

wµ,k(τ)P
(µ,k)
n (τ) y(t0 + Tτ) dτ,

(4)

1More generally, the noise is a stochastic process, which is bounded with
certain probability and integrable in the sense of convergence in mean square
(see [22]).

where T ∈ Dt0 , γn,k,µ = 1
B(n+k+1,n+µ+1) , B(·, ·) is the

classical beta function ([1], p. 258), P
(µ,k)
n is the nth order

Jacobi polynomial ([1] p. 775) defined on [0, 1] as follows

P (µ,k)
n (τ) =

n
∑

j=0

(

n+ µ

j

)(

n+ k

n− j

)

(τ − 1)
n−j

(τ)
j
, (5)

and wµ,k(τ) = (1 − τ)µτk is the associated weight function.

Hence, this differentiator depends on three parameters k, µ, T .

Moreover, it is a non-asymptotic pointwise differentiator using

the sliding integration window [t0, t0+T ]. Since ỹ
(n)
t0

(k, µ, T )
is obtained by taking an nth order polynomial where n is the

order of the derivative estimated, we call it minimal Jacobi

differentiator.

III. NON-ASYMPTOTIC FRACTIONAL ORDER

DIFFERENTIATOR

In this section, we are going to propose two fractional order

differentiators by applying the algebraic parametric method to

different truncated expansions of the fractional Taylor series

based on the Jumarie’s modified Riemann-Liouville derivative

[14], [13].

A. The Jumarie’s modified Riemann-Liouville derivative

Let f be a continuous function defined on R, then the Ju-

marie’s modified Riemann-Liouville derivative of f is defined

as follows [14]

f (α)(t) :=
1

Γ(l − α)

dl

dtl

∫ t

0

f(τ) − f(0)

(t− τ)
α+1−l

dτ, (6)

where 0 ≤ l − 1 ≤ α < l with l ∈ N
∗. This fractional order

derivative is in fact defined through the fractional difference

[14]

f (α)(t) := lim
h→0

∆α [f(t)− f(0)]

hα
, (7)

where h > 0, FW f(t) = f(t+ h) and

∆αf(t) = (FW − 1)α f(t)

=
∞
∑

i=0

(−1)i
(

α

i

)

f [t+ (α − i)h] .
(8)

Let us recall that the Riemann-Liouville derivative is defined

as follows ([36] p. 62)

0D
α
t f(t) :=

1

Γ(l − α)

dl

dtl

∫ t

0

f(τ)

(t− τ)
α+1−l

dτ, (9)

where 0 ≤ l − 1 ≤ α < l with l ∈ N
∗. If we take f(t) = tn

with n ∈ N and t ∈ R
∗
+, then we obtain (see [36] p. 72)

0D
α
t t

n =
Γ(n+ 1)

Γ(n+ 1− α)
tn−α, with α ∈ R+. (10)

Consequently, the Jumarie’s modified Riemann-Liouville

derivative can be expressed as follows

∀ t ∈ R
∗
+, f (α)(t) = 0D

α
t f(t)−

t−α

Γ(1− α)
f(0). (11)



One of some useful properties of the Jumarie’s modified

Riemann-Liouville derivative is the fractional Leibniz deriva-

tive rule [14]

(f g)(α) = f (α)g + g(α)f. (12)

Moreover, since x ∈ Cn(I), a generalized Taylor series

expansion based on the Jumarie’s modified Riemann-Liouville

derivative of x is given as follows [14], [13]: ∀ t0 ∈ I , t ∈ Dt0 ,

x(t0 + t) =
n
∑

j=0

tj

j!
x(j)(t0) +

+∞
∑

j=1

tjγ+n

Γ(jγ + n+ 1)
x(jγ+n)(t0),

(13)

where γ = α− n with n < α ≤ n+ 1.

Let us remark that the fractional order derivative x(jγ+n)

in (13) should be understood as (x(n))(jγ) which is different

from (x(jγ))(n) [14].

B. Minimal Jacobi fractional differentiator

By using (13), we take the following truncated fractional

Taylor series expansion of x on R
+: ∀ t0 ∈ I , t ∈ R

+,

xα(t0 + t) :=
n
∑

j=0

tj

j!
x(j)(t0) +

tα

Γ(α+ 1)
x(α)(t0). (14)

Then, by using the algebraic parametric method we can give

the following proposition.

Proposition 1: Let y = x+̟ be a noisy signal observed on

an open interval I ⊂ R, where x ∈ Cn(I) with n < α ≤ n+1,

n ∈ N, and ̟ be a bounded and integrable noise. Then an

estimator for the αth order derivative value x(α)(t0) is given

by: ∀ t0 ∈ I ,

ỹ
(α)
t0

(k, µ, T ) :=

(n+ 1)!

Tα
γn,k,µ,α

∫ 1

0

wµ,k(τ)P
(µ,k)
n+1 (τ) y(t0 + Tτ) dτ,

(15)

where T ∈ Dt0 , γn,k,µ,α = Γ(α−n)
B(α+1+k,n+µ+2) , and P

(µ,k)
n+1 is

the Jacobi polynomial defined by (5) with k ∈ N and −1 <

µ ∈ R.

Proof. By applying the Laplace transform to (14), we get

x̂α(s) =
n
∑

j=0

s−(j+1)x(j)(t0) + s−(α+1)x(α)(t0), (16)

where x̂α(s) is the Laplace transform of xα(t0 + t), and s is

the Laplace variable.

We are going to apply some algebraic manipulations to (16).

Firstly, we apply the operation dn+1+k

dsn+1+k · sn+1 to (16) so as

to annihilate the terms containing x(j)(t0) with 0 ≤ j ≤ n in

x̂α. Thus, we get

dn+1+k

dsn+1+k
sn+1





n
∑

j=0

s−(j+1)x(j)(t0) + s−(α+1)x(α)(t0)





=(−1)n+1+k Γ(α+ 1 + k)

Γ(α− n)

1

sα+k+1
x(α)(t0).

Secondly, if we apply the Leibniz derivative rule to
dn+1+k

dsn+1+k s
n+1x̂α(s), then the highest order of s in the obtained

sum is n+1. Hence, we choose the rational term 1
sn+2+µ with

µ > −1 such that 1
sn+2+µ · sn+1 = 1

s1+µ with µ+1 > 0. This

permits to obtain a Riemann-Liouville integral [24] expression

of xα in the time domain. Consequently, we construct an

integral-annihilator for x(α)(t0) via xα which corresponds to

the operator Πn+1
k,µ defined by (3).

Consequently, by applying the inverse Laplace transform

and the classical rules of operational calculus, we get

L−1







Πn+1
k,µ





n
∑

j=0

s−(j+1)x(j)(t0) + s−(α+1)x(α)(t0)











(T ) =

(−1)n+1+kΓ(α+ 1 + k)

Γ(α− n)

T n+α+2+k+µ

Γ(n+ α+ k + µ+ 3)
x(α)(t0),

L−1
{

Πn+1
k,µ x̂α(s)

}

(T ) =

(−1)n+1+k

Γ(n+ µ+ 2)

∫ T

0

(T − τ)n+µ+1τn+k+1x(n+1)
α (t0 + τ)dτ.

(17)

By applying a change of variable τ → Tτ and n+1 times

integrations by parts, we get

(−1)(n+1)Tα

γn,k,µ,α
x(α)(t0) =

∫ 1

0

dn+1

dτn+1

{

(1− τ)n+µ+1τn+k+1
}

xα(t0 + Tτ) dτ.

(18)

Finally, this proof can be completed by substituting xα in (18)

by y and applying the Rodrigues formula ([1] p. 785) to the

right side of (18). �

Since the differentiator ỹ
(α)
t0

(k, µ, T ) involves a Jacobi

polynomial, and it is obtained by taking the minimal order

(j = 1) truncated fractional Taylor series expansion in (13),

we call it minimal Jacobi fractional differentiator. The corre-

sponding truncated error part comes from the truncated term
+∞
∑

j=2

t(jγ+n)

Γ(jγ + n+ 1)
x(jγ+n)(t0). If we take α = n+1 in (15),

then it is easy to obtain that

ỹ
(α)
t0

(k, µ, T ) = ỹ
(n+1)
t0

(k, µ, T ), (19)

where ỹ
(n+1)
t0

(k, µ, T ) is the minimal Jacobi differentiator

for x(n+1)(t0) given in (4). Moreover, in a similar way to

the minimal Jacobi differentiator method, the minimal Jacobi

fractional differentiator ỹ
(α)
t0

(k, µ, T ) can also be obtained

by using the classical orthogonal properties of the Jacobi

polynomials to (14) (see [21] for more details). Consequently,

as done in [22], the parameter k which is defined on N can

also be extended to ]− 1,+∞[.
Finally, let us recall that the affine Jacobi differentiator

being an affine combination of the minimal Jacobi differen-

tiators was introduced in [27], [28] by applying the algebraic

parametric method to a higher order truncated Taylor series

expansion than (2). Hence, the convergence rate for the Jacobi



differentiator was improved. Similarly to the integer derivative

case, we are going to introduce an Affine Jacobi fractional

differentiator in the next subsection.

C. Affine Jacobi fractional differentiator

In this subsection, we take a new truncated fractional Taylor

series expansion in (13) up to j = 2: ∀ t0 ∈ I , t ∈ R
+,

x2α−n(t0 + t) =
n
∑

j=0

tj

j!
x(j)(t0)

+
tα

Γ(α+ 1)
x(α)(t0) +

t2α−n

Γ(2α− n+ 1)
x(2α−n)(t0).

(20)

In order to obtain an estimator for x(α)(t0) from this truncated

expansion, we introduce the following differential operator

Πn+1
k,µ,α =

1

s2α+k+µ+3
·
d

ds
· s2α−n+1+k ·

dn+k+1

dsn+k+1
· sn+1,

(21)

where −1 < µ ∈ R, k ∈ N and n < α ≤ n + 1 with n ∈ N.

Then, we give the following proposition.

Proposition 2: The differential operator Πn+1
k,µ,α defined in

(21) is an integral-annihilator for x(α)(t0) via x2α−n defined

in (20).

Proof. Applying the Laplace transform to (20), we get

x̂2α−n(s) =

n
∑

j=0

s−(j+1)x(j)(t0)

+ s−(α+1)x(α)(t0) + s−(2α−n+1)x(2α−n)(t0),

(22)

where x̂2α−n(s) is the Laplace transform of x2α−n(t0 + t).
We are going to apply Πn+1

k,µ,α to (22). Firstly, we apply the

operation dn+1+k

dsn+1+k · sn+1 to (22) so as to annihilate the terms

containing x(j)(t0) with 0 ≤ j ≤ n in x̂2α−n. Thus, we obtain

dn+1+k

dsn+1+k
sn+1 (x̂2α−n(s)) =

(−1)n+1+k Γ(α+ 1 + k)

Γ(α− n)

1

sα+k+1
x(α)(t0)

+(−1)n+1+k Γ(2α− n+ 1 + k)

Γ(2α− 2n)

x(2α−n)(t0)

s2α−n+k+1
.

(23)

Secondly, we apply the operator d
ds

· s2α−n+1+k to (23) so

as to annihilate the term containing x(2α−n)(t0) in x̂2α−n.

This yields

d

ds
s2α−n+1+k dn+1+k

dsn+1+k
sn+1 (x̂2α−n(s)) =

(−1)n+1+k Γ(α+ 1 + k)

Γ(α− n)
(α− n)sα−n−1x(α)(t0).

(24)

Thirdly, if we apply the Leibniz derivative rule to
d
ds
s2α−n+1+k dn+1+k

dsn+1+k s
n+1x̂2α−n(s), then the highest order

of s in the obtained sum is 2α + n + k + 2. Hence, we

apply the rational term 1
s2α+n+k+3+µ with µ > −1 such that

1
s2α+n+k+3+µ · s2α+n+k+2 = 1

s1+µ with µ + 1 > 0. This

allows us to obtain a Riemann-Liouville integral expression of

x2α−n in the time domain. Consequently, Πn+1
k,µ,α is an integral-

annihilator for x(α)(t0) via x2α−n. Moreover, we have

(−1)n+1+k L−1
{

Πn+1
k,µ,αx̂2α−n(s)

}

(T ) =

Γ(α+ 1 + k)

Γ(α− n)

(α− n)T n+α+3+k+µ

Γ(n+ α+ k + µ+ 4)
x(α)(t0),

(25)

where T ∈ Dt0 . �

Similarly to Proposition 1, by substituting x2α−n

by y in the obtained Riemann-Liouville integral

L−1
{

Πn+1
k,µ,αx̂2α−n

}

(T ), we obtain a new estimator

for x(α)(t0). We denote it by ỹ
(α)
t0

(k, µ, T, α). Then, we get

the following proposition.

Proposition 3: Let y be a noisy signal defined as in Propo-

sition 1, then we have the following affine relation

ỹ
(α)
t0

(k, µ, T, α) = λα,k,n ỹ
(α)
t0

(k, µ+ 1, T )

+ (1− λα,k,n) ỹ
(α)
t0

(k + 1, µ, T ),
(26)

where λα,k,n = 2α−n+1+k
α−n

. The differentiator ỹ
(α)
t0

(k, µ, T, α)
is thus called affine Jacobi fractional differentiator.

In order to prove the above proposition, we need the

following lemma.

Lemma 1: Let f̂ be the Laplace transform of an analytic

function f defined on I , Πn+1
k,µ,α and Πn+1

k,µ be the integral-

annihilators defined in (21) and (3) respectively, then we have

Πn+1
k,µ,αf̂(s) =

(2α− n+ 1 + k)Πn+1
k,µ+1f̂(s) + Πn+1

k+1,µf̂(s).
(27)

Proof. By applying the Leibniz derivative rule, we get

Πn+1
k,µ,αf̂(s)

=
1

s2α+k+µ+3

(

(2α− n+ 1 + k)s2α−n+k dn+k+1

dsn+k+1
sn+1f̂(s)

)

+
1

s2α+k+µ+3

(

s2α−n+k+1 dn+k+2

dsn+k+2
sn+1f̂(s)

)

=(2α− n+ 1 + k)Πn+1
k,µ+1f̂(s) + Πn+1

k+1,µf̂(s).

�

Proof of Proposition 3. According to (25), we obtain

L−1
{

Πn+1
k,µ,αx̂2α−n(s)

}

(T )

=L−1







Πn+1
k,µ,α





n
∑

j=0

s−(j+1)x(j)(t0) + s−(α+1)x(α)(t0)











(T )

=L−1
{

Πn+1
k,µ,αx̂α(s)

}

(T )

=(−1)n+1+k Γ(α+ 1 + k)

Γ(α− n)

(α− n)T n+α+3+k+µ

Γ(n+ α+ k + µ+ 4)
x(α)(t0).

(28)

By substituting xα by x in the Riemann-Liouville integrals

L−1
{

Πn+1
k,µ,αx̂α(s)

}

(T ) and L−1
{

Πn+1
k,µ x̂α(s)

}

(T ) given in



(28) and (17) respectively, we get

x̃
(α)
t0

(k, µ, T, α) :=
cn,k,µ,α,T

α− n
L−1

{

Πn+1
k,µ,αx̂(s)

}

(T )

x̃
(α)
t0

(k, µ+ 1, T ) :=cn,k,µ,α,TL
−1

{

Πn+1
k,µ+1x̂(s)

}

(T )

x̃
(α)
t0

(k + 1, µ, T ) :=−
cn,k,µ,α,T

α+ 1 + k
L−1

{

Πn+1
k+1,µx̂(s)

}

(T ),

(29)

where cn,k,µ,α,T = (−1)n+1+k Γ(α−n)
Γ(α+1+k)

Γ(n+α+k+µ+4)
Tn+α+3+k+µ .

Hence, by using Lemma 1 we obtain

x̃
(α)
t0

(k, µ, T, α) = λα,k,n x̃
(α)
t0

(k, µ+ 1, T )

+ (1 − λα,k,n) x̃
(α)
t0

(k + 1, µ, T ).
(30)

Finally, this proof can be completed by substituting x by y in

x̃
(α)
t0

(k, µ, T, α), x̃
(α)
t0

(k+1, µ, T, α) and x̃
(α)
t0

(k, µ+1, T, α).
�
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Fig. 1. Signal x and noisy signal y.
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Fig. 2. ỹ
(0.5)
t0

(0, 0, T ) with T = 0.25 and ỹ
(0.5)
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(0, 0, T, 0.5) with T =
0.26.

IV. NUMERICAL SIMULATIONS

In order to show the efficiency and the stability of the pro-

posed fractional order differentiators, we give some numerical

results in this section.
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Fig. 3. ỹ
(0.7)
t0

(0, 0, T ) with T = 0.25 and ỹ
(0.7)
t0

(0, 0, T, 0.7) with T =
0.28.

We assume that y(ti) = x(ti) + ̟(ti) is the discrete

noisy observation of x on I = [0, 4] where x(ti) =
exp(0.2ti) sin(5ti), ̟ is a zero-mean white Gaussian noise,

and ti = Tsi for i = 0, · · · , 4 × 103 with Ts = 1
103 . The

variance of ̟ is adjusted in such a way that the signal-

to-noise ratio SNR = 10 log10

( ∑
|y(ti)|

2

∑
|̟(ti)|2

)

is equal to

SNR = 28.07dB. We can see the original signal x and

its noisy observation y in Figure 1. The exact Jumarie’s

modified Riemann-Liouville derivative of x can be calculated

by using (12), (11) and the Riemann-Liouville derivative of

the functions sin(·) and exp(·) (see [29], p. 83). We estimate

the derivatives x(α) with α = 0.5 and 0.7 respectively.

We apply the trapezoidal numerical integration method to

approximate the integrals in our differentiators where we use

m+ 1 (T = mTs) discrete observation values in each sliding

integration window.

The formal derivatives and their estimated values are shown

in Figure 2 and Figure 3, where the parameters k and µ are set

to zero for the Jacobi fractional differentiators. On one hand,

the error due to the noise for the minimal Jacobi fractional

differentiator can be negligible with respect to the truncated

error part which produces a time-shift in the estimate. On the

other hand, the noise error for the affine Jacobi fractional

differentiator is larger than the one for the minimal Jacobi

fractional differentiator, but the truncated error part is much

smaller. Hence, the time-shift is significant reduced.

V. CONCLUSION

In this paper, two non-asymptotic fractional order differen-

tiators called minimal and affine Jacobi fractional differentia-

tors are proposed by applying an algebraic parametric method

to truncated expansions of fractional Taylor series. They can

be used to estimate the recently invented Jumarie’s modified

Riemann-Liouville derivative. Numerical simulations are given

so as to show their efficiency and stability with respect to

corrupting noises. It is shown that these differentiators can also

be obtained by using the classical orthogonal properties of the

Jacobi polynomials [21]. By using this method, a generalized



affine Jacobi fractional differentiator will be obtained from a

truncated fractional Taylor series expansion with an arbitrary

truncated order in the future work. Moreover, in a similar way

to [21] and [22], the noise errors and the truncated errors in

these differentiators will be analyzed. In particular, we will

study the influence of the parameters k, µ and T to these errors

so as to give a guideline for choosing the optimal parameters.
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429, 2008.

[7] M. Fliess and H. Sira-Ramı́rez: An algebraic framework for linear
identification, ESAIM Control Optim. Calc. Variat., 9, pp. 151-168,
2003.

[8] M. Fliess and H. Sira-Ramı́rez: Closed-loop parametric identification
for continuous-time linear systems via new algebraic techniques, in H.
Garnier, L. Wang (Eds): Identification of Continuous-time Models from
Sampled Data, pp. 363-391, Springer, 2008.

[9] M. Fliess, M. Mboup, H. Mounier and H. Sira-Ramı́rez: Questioning
some paradigms of signal processing via concrete examples, in Algebraic
Methods in Flatness, Signal Processing and State Estimation, H. Sira-
Ramı́rez, G. Silva-Navarro (Eds.), Editiorial Lagares, México, pp. 1-21,
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algébrique des paramètres intrinsèques d’un signal sinusoı̈dal biaisé en
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