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Abstract: In the present work, an innovative method for solving stetibgpartial diferential equations

is presented. A multiresolution method permitting to cotepstatistics of the quantity of interest for a
whatever form of the probability density function is exteddio permit an adaptation in both physical
and stochastic spaces. Th@aency of this strategy, in terms of refinem@arefinement capabilities, is
displayed for stochastic algebraic anéfeliential equations with respect to other more classichhiegcies,
like Monte Carlo (MC) and Polynomial Chaos (PC). Finallye tiroposed strategy is applied to the heat
equation, displaying very promising results in terms ofumacy, convergence and regularity.
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Schéema multir ésolution pour la résolution d’équations diférentielles
stochastiques dans I'espace coupbhysiqugstochastique

Résune : Dans cetteéetude, on pgsente une gthode innovante pouésoudre legquations aux &rivees partielles
stochastiques. Uneé&thode, pecedemment évelopgee afin de calculer une quatid’interét pour une fonction den-
sité de probabili quelconque, egttendue pour permettre I'adaptation dans les espaces phgsit stochastiques en
méme temps. L'ficaci€ de cette stragie, en terme de capaei rdtineyderdtiner, est @montée sur degquations
algébriques et dférentielles par rappoé d’autres techniques plus classiques, tel que Monte Ca@ba&os Polyno-
mial. Enfin, cette strégie est appliggea I'équation de la chaleur avec dé&sultats tes prometteurs en terme de
précision, convergence etgularié.

Mots-clés : Multirésolution,équations dtérentielles ordinairegquation aux @rivees partielles, quantification de
l'incertitude,équation de la chaleur.
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1. Introduction

In the last fifty years, a strondfert has been devoted to develofi@ent numerical methods for solving partial

differential equations. Estimating the predictivity of a nuiceisimulation remains very challenging. One of the most
important issues is that the physical model/anthe initiafboundary conditions are stronglffected by uncertainties.
A general agreement is reached on the necessity to takedotwat experimental and modeling uncertainties in the
numerical simulation. The so-called Uncertainty Quardtin (UQ) is a branch of the numerical analysis that has
been developed more recently to quantify the uncertaintytamstimate the confidence interval of a certain quantity
of interest.

The first and most known UQ method is the Monte Carlo methode Hblynomial Chaos (PC) techniques has
acquired great popularity in last years. In the original wofkWiener [1], the solution is expanded in a polyno-
mial Hermite basis, the so-called homogeneous chaos egpanshile in recent years, Xiu and Karniadakis [2]
demonstrated that the optimal convergence can be achiewethdgonal basis are chosen following the so-called
Wiener-Askey scheme. This leads to the well-known generdli2olynomial Chaos (gPC) approach. However, prob-
lems with discontinuities in the random space can lead t@ stmvergence. Similarly, long-time integration problems
could be encountered [3], where this behavior is due to thdification in time of the statistic properties of the solu-
tion inducing an #iciency loss of the polynomial basis in time. Recently, Gema [4] proposed a time-dependent
generalized Polynomial Chaos scheme based on the resdartime varying optimal polynomial basis. The majors
drawbacks related to the application of the PC to real-lises is related to the presence of discontinuities, in both
physical and stochastic spaces, to long-time integrationlpms and to the use of a custom-defined form of probabil-
ity density function (for example discontinuous and undy@aActually, handling a discontinuity in both physicaldn
stochastic spaces remains a very challenging issue. Irotitext of g°PC schemes, Wan and Karniadakis introduced
an adaptive class of methods for solving discontinuitiesiging local basis functions, the multi-element generdlize
Polynomial Chaos (ME-gPC) [5]. This strategy deals with dapiive decomposition of the domain on which local
basis are employed. In order to treat discontinuous respanéaces, Le Mire et al. applied a multiresolution anal-
ysis to Galerkin projection schemes [6, 7, 8]. This class béstes relies on the projection of the uncertain data on a
multi-wavelets basis consisting of piecewise polynomiaidsth) functions. This approach is shown to be very CPU
demanding. Consequently, two cures are then explored indhtext of adaptive methods: automatically refine the
multi-wavelets basis or adaptively partitioning the domai

More recently, Abgrall et al. [9, 10, 11] introduces a newsslaf finite volume schemes capable to deal with
discontinuous problems for shock-dominated flows. The $lecc@emi-intrusive scheme (SI) exhibits promising
results in term of accuracy andfieiency compared to more classical Monte Carlo and PC methodtep-forward
for reducing the computational cost and preserving acgusamade by the authors with a new technique inspired
to the Multiresolution framework of Harten [12, 13, 14]. Rrénary results in this direction [15], for problems with
custom-defined probability density functions, displaysnpising results with respect to classical techniques liké M
and PC.

In this work, this method is extended to solve not only ordindifferential equations, as made in [15] using
the Truncate and Encode (TE) technique, but also partiedréntial equations. A new stochastic technique, called
spatial-TE (STE), is presented with refinemdetefinement capabilities in time for both the physical aodlsastic
spaces. The main advantage is the overall reduction of takertamber of points needed to reach a certain level of
accuracy for the complete stochastic solution.

The approach proposed in the present work is based on a realtiten concept, as already made in Leiviaet
al. [8]. Anyway, the approach fiers completely since here no spectral projection is emplogeit will be explained
in the next section. Moreover, the possibility to reject as@lats (equal to an interpolation error as in the original
Harten framework) is based only on local tests, thenfigdint from Galerkin projection approach where 1D energy
estimators along stochastic dimensions are used. Fordsletaithe multiresolution approach applied to Galerkin
projection schemes, the reader can refer to the extrembBustive reference [16].

This paper is organized as follows. In Section 2, the mathieaigroblem is defined. The new strategg, the
STE, is illustrated in Section 3. Then, the application ®dtochastic heat equation is presented in Section 4. Sectio
5 presents several numerical results fdfatient test-cases. Finally, some conclusions and pergpgeétie drawn in
Section 6.
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2. Mathematical setting

Consider the following problem for an output of interaét, t, &(w))*:

L1, §(w); u(x, 1, §(w))) = S(x. 1, (w)), (1)

where the operataf can be either an algebraic or dfdrential operator (in this case we need appropriate iratidl
boundary conditions). The operatfrand the source teri are defined on the domaihix T x =, wherex € D c R™,
with ng € {1, 2,3}, andt € T are the spatial and temporal dimensions. Randomnessaslirted in (1) and its initial
and boundary conditions in term @fecond order random paramet&®) = {£1(w1), . . ., &d(wq)} € E with parameter
space= c RY. The symbob = {w1, ..., wq} € Q c R denotes realizations in a complete probability spazer(, P).
HereQ is the set of outcomeg; c 22 is theo-algebra of events anfd : ¥ — [0, 1] is a probability measure. In our
case the random variablesare by definition standard uniformig/(0, 1) distributed. Random parametei(g) can
have any arbitrary probability density functi@((w)), in this way p(é(w)) > 0 for all é(w) € E and p(é(w)) = O for

all £(w) ¢ E; we can now drop the argumentfor brevity. The probability density functiop(é(w)) is defined as a
joint probability density function from the independenbbability function of each variablep(é(w)) = ]‘[id=1 pi(&).
This assumption allows an independent polynomial reptatien for each direction in the probabilistic space with
the possibility to recover the multidimensional repreagan by tensorization. The aim of UQ is to find the statidtica
moments of the solution(¢).

3. The spatial-TE (sTE) strategy

The aim of the present work is to propose dhicient strategy to solvefléciently stochastic partial tfierential
equation.

In [15], we presented a technique inspired to the classiadtimsolution framework of Harten [13, 14], but
adapted to the computation of statistics in the stochaptice= in the case of time dependent and eventually dis-
continuous probability density functions. This so-calledhcate and encode strategy (TE) can be employed to obtain
non-intrusive solutions in the case of problems defined anlyre stochastic space. This basic algorithm is briefly
presented in Section 3.1 and 3.2, where the strategy desgthe evolution in time is shown.

In this paper, we show how this algorithm could be extendeatd@er to solve stochastic partiafidirential equa-
tion. A detailed description of this new algorithm is thdaostrated in Section 3.3.

3.1. The Truncate and Encode strategy

Here, for simplicity, only the 1D case with uniform distriimn of points is considered, even if the same conclu-
sions hold for higher dimensional meshes of non structunee (see [17]). In the following, we indicate the generic
mesh levek of Nx equally spaced intervals of length as

N .
=gl &=ih ho=2%o Ne=No/2

A representation of the solution on a finest grid is computadisg from a coarsest grid, with a lower number of
evaluation of the function (in the spa&g The remaining points can be obtained by interpolatiorentite hypothesis
to make an error that can be driven by a threshold parametdre Harten framework consists of thre@elient steps:

e Encoding: the solution represented on the finest ng¥sk employed to obtain a hierarchical representation on
a nested sequence of levéls: 1,..., L wheregX are obtained directly frong*~* without considering the odd
points. For eactmissing point £ € G*** — G*, adetail or wavelet is computed asl = uf*, - "), where
G'éjf_ll is an approximation of the value employing a whatever irdkiion operatod (¢; uX) that interpolates the
functionu on the levek in the pointé. In the present work, we have chosen, in order to simplifyetk@osure,

the simplest example, namely a linear interpolation operatiowever, the extension to more complex and

1In the following the exposition is made for a scalar outpuiatale () for brevity, but the extension to the multidimensional ottpase is
straightforward.
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more accurate interpolation would lead to similar algarish The final result of thencoding procedure is to
obtain a multiresolutiomy representation afi: (uy)" = (d*, d?,...,d", ut) whered® = {dﬁf} andk = L is the
coarsest level. For brevity, the procedure can be re-aedhimgmatrix form:uy = MuC.

 Truncation: to obtain a data compression of the solutiohafinest level®, a threshold can be introduced to
eliminate the non-significantavelets. In particular, a truncatedetail is defined as follows

N d< if |d¥ > e

k_ ]Gt

g { 0 if I <ac @)
As a consequence, the truncated multiresolution reprasentconsists iy = (d*, d2, ..., d", ub).

e Decoding: once the truncation is performed, the solutiothenfinest level can be obtained directly from the
coarsest ona®”= M~1{iy. The following estimation holds (see [12] for a proof)

lu’ - 0%l < Ce, 3)
if ex = g/2.

Now, we can introduce our procedure permitting to perforeneéhcoding and truncation procedure at the same
time starting from the coarsest level to the finest. This isessary if the system idfacted by unsteady probabil-
ity density function, so at each time step a new multiresmtutepresentation should be computed without using
information from the previous time steps.

Let us consider only the dependence of a scalar funetienu(¢) from the stochastic spaé = [0,1]. The TE
strategy is constituted by the following steps (the notaisothe same of the Harten’s multiresolution framework, i.e
k = 0O for the finest level anll = L for the coarsest):

e Initialization
- Fix a threshold: (the solution is assumed to be solved with this thresholderiihest gric?);
- Fix an indexmmax € N for the maximum allowed leveNyax = Ng = 2M=);
- Fix an indexm, € N for the coarsest leveN, = 2™);

- The conditionm_ < mpax Must be satisfied.

e Evaluationof the functionu at each location at the coarsest Ieu@jL) = ujL with j =0,...,N_ where

N .
G ={&) . =i ho=2"ho, No=No/2', 4)

andhg = 1/No. Each level can be labeled computing the equivalent ifkdgx
No
= '°92(@)'

e Evaluation of the subsequent level, with respect to thesesar

}NL—l
j=0

G- 1l= {é"}:l , E,-Lfl =jhq, hig=2""thy, Ni_g=No/2-% )

°This is the same hypothesis of the classical MR framework.
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e Starting of the adaptive strategy by means of a recursivespiare

A - The wavelets coefficients are computed for the present lekehs

1 . . .

d = ul - > (u‘ﬁ'} + u'}fll) for 0<j<N¢ with jodd; (6)
2 2

This is one of the occurences where the linear interpolasiaised. If more accurate interpolant are used,

the detall in (6) will still be the diference betweent the actual value and the value of the iréerpat the

interpoation location.

B - The wavelets cdicients are compared with the thresheld= £/2. If |d5.<| > g then the two nodegj‘j1

andg'gj‘_l1 will be flagged as active on the next finer meggh?. If |d'j‘| < & then thewavelets is truncated,
i.e. its value is posed zero.

C - The new levek — 1 is generated ik > 0 and only on the activated points the functiois evaluated.
D - Moving from a levelk to the finer adjacent orle— 1, three diferent cases are possible:

* If & e G gt thenuk = u‘gl (shifting)

* If & ¢ G“n " and itis not flagged then interpolate

1
k kel o kel
The relation (7) is the second, and last, occurence wheretapolant is used. In case of more
accurate interpolant, (7) is replaced by the value of therpalant ong*+* atg‘;.

* If g—"f ¢ G*nGg*tanditis flagged as active (by the step B of the algorithm) thexiuate, i.e. call the
model.

E - The algorithm stops when the maximum level is reached @mwdil thewavelets codiicients can be
truncated (at a certain levkl> 0).

Some remarks could be done at this point to make things densiwith the application of this strategy to the
computation of statistics. For computing a statistics gityarthe following integrals should be computed,

&= f U(E) PO, ®)

whereé& is the expectancy af dependent on the random parametevith pdf p(¢) in the space&. The TE strategy
presented above is applied to the producti@) and p(¢). In the general case of unsteady pdf, this procedure must
be also applied at each time step and the information betageressive time steps must be exchanged by the time
advancing technique presented in the next section.

3.2. An accurate preserving time advancing technique

The aim of the TE strategy and the time stepping techniquerignimize the number of points in the spagg T.
The unsteady solution should be solved on all the possigjedtories in the spack, then this implicitly involves to
know the solution in all the points iB x T. The procedure we propose relies on the application of aimasdtiution
encoding and truncation of the solution at each time steggs @nsures that the overall error is bounded by (3).
Moving from the initial condition toward the ultimate timeep can be performed, for each trajectory, by advancing
the overall spac& time step by time step. This reflects, in the case of an orgidéferential equation, in the
computation of the solution(é, t) in a fixed point¢ at the timet knowing the solution at the previous time steps for
all ¢ € Z andt < t. In a rigorous sense, the solution is known only in a limitetlaf points,i.e. the activated points
of the TE strategy. However, relying on the result (3), if &npin the portion of the spacg x T with t < t is needed,
an interpolation can be performed, with the same opea®mployed by the TE strategy, with an error bounded by

—

e. The final result is to obtain, for each poifite =, some trajectories i where the evaluations could stop and

RR n° 7996
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interpolations could start (from the adjacent ones). Eyaht these sequences of interpolations and evaluation can
continue to invert virtually at each time step.

A schematic view of these sequences of interpolation anlda&tians is reported in figure 1. The points shown are
related to the activated points at each time step while tieslindicate the advancing in time that can be performed
from a known point (continuous line) or from an interpolat@due (dashed lines).

t

3

Figure 1: Time advancing. In dashed line the advancing in tiom finterpolated values and with continuous line the irdggn from computed
value.

3.3. Extension to physical dependent solutions

In this section, we show how the TE strategy, presented ifatbtetwo sections, can evolve in the spatial-TE
(sTE)strategyi.e. can be extended to partialftéirential equations. Let us consider partiafetiential equation
defined on 1D physical and stochastic spaces. Obviousipuherical scheme associated to an adaptive distribution
of points in the spac® x T x =, cannot be independent from the specific equation to solvehisnsection, the
procedure is described in a general way supposing to havéeamdristic numerical scheme able to compute the
solutionu(x; t, £) knowing all the solutionsi(x, t,£) for all x € D, ¢ € Z andt < t. In the section §4, an example of the
application of the present strategy to the heat equatidlugrated.

The key idea of the algorithm is to fix a finer enough spatialréigzation, as well as a time discretization, in order
to solve the deterministic problem with the desired acqurddiese requirements are the same of the classical MR
approach. In fact, it is clear that the MR scheme cannot m®dnore accurate solutions than the non compressed
finest level solution (remember the estimation (3)). Oneedaterministic scheme is provided, the parameters for
the TE algorithm, in the stochastic space, must be providethaximum leveimx, a minimum levelm_ and a
thresholds. According to the mathematical setting of the problem, titgail condition must be discretized on the grid
D x E employing the finest resolution levehf.y) in the stochastic space and the fixed spatial discretizatiosen.
Two different cases can arise here: the initial conditionfliscéed by uncertainty or not. However in both cases we
can suppose to know analytically the initial condition. &fthese preliminaries, the spatial-TE (STE)strategy can
be employed as follows. At each time step and for each spatidé, the TE strategy is applied to the associated
stochastic space obtaining the MR representation of the solutigix, t, £), i.e. the representation of the 1D (in this
case) stochastic function obtained at a fixed physical spaoel timet location (see figure 2).

Once all the physical points are used by the algorithm, thetisa u(x,t,¢) is known. In fact, if a point is
evaluated, arexact solution is provided for it, otherwise it can be interpothtemploying the operatar of the
TE strategy along the stochastic space with an error boubgigtie thresholct. This procedure continues until
the final time step is reached. Obviously, depending on th&ad@and time discretization adopted for the problem,
different stencils in the physical space could be required. Sthiscil must be assembled, knowing the solution at

RR n° 7996
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the previous time step, eventually by interpolation aldmg $tochastic space. For instance, in the case of a finite
element discretization with a fourth order Runge-Kuttaesoh the stencil can be identified in an automatic way
using only the finite element mass matrix andfséss matrix. All the details are reported in the section 84ceD
the stencil is reconstructed, the value of the function Irtted nodes belonging to the stencil must be computed.
Two different situation are possible: the point has been alreadyutd or an interpolation must be performed
(with the interpolation operataf along the stochastic space). We remark that the interpaolatiest be performed
always in the stochastic direction while the stencil asdemlprocedure could require to usdiérent multiresolution
representation at fierent physical locations (see figure 2).

TE strategy/interpolation

vector assembling procedure

— X

Figure 2: Sketch of the interpolation (same direction of tkestrategy) and stencil assembling procedures.

The entire sTE strategy can be summarized as follows :

e Preliminary
- Choose a deterministic solver with a spatial fixed discagittn and a proper time discretization technique;
- Fix the parameters for the TE strategy: finest lawgly, coarsest levah_ and threshold;

e STE
- For each time step and for each spatial node, the TE strategyld be applied in order to represent the
solution along the stochastic space;

- The proper stencil must be assembled usitiggtent spatial locations (see figure 2); some interpolatdorsy
the stochastic space could be necessary at this stage.

In the next section, this algorithm will be adapted to thetleemation discretized by a finite element method in
the physical space and a fourth order Runge-Kutta methachim t

4. A Finite Elements deterministic solver

In this section, we present the discretization of the heatgon, described by a parabolic partiaftdiential
equation with a random initial condition.
Let us describe the equations for the homogeneous 1D ga&sB (= [0, 1]) and temporal domaine T = [0, t¢]:

au(x.t,.&)  dPu(xt,€)
ot e
u0,t,8) =u(1,t,¢) =0, for teT )

u(x, 0,€) = up(x, &),

£eE
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where the initial conditions is supposed uncertain.
The problem (9) can be recast in the weak form multiplyinchtsitle for a test function € V = Hg(o, 1),i.e
the spaceH*(0, 1) with null elements at the boundary of the domain, and théegmating over the physical space

D = [0, 1];
AU(X 1,£) f QU LE OV g
L VX Y Tax . ax dx = 0. (10)

The Galerkin formulation of the problem can be obtained deagcthe (approximated) solution in the finite dimen-
sional spaceu, = EiN:“l ui(t; £)oi(X) € V. The spac®/}, is the so-called finite element space of ba¢§$?:“l.
After some manipulations (for more details see Appendix ti#g,following algebraic problem is obtained :

du()
M=% =

where the so-called mass M andfistess A matrices are of\§ x N;) dimension and the vectdy is employed to
collect all the degree of freedom of the probléit) = {uy(t), ux(t), ..., un,(t)}T. We remark here that the present
formulation is quite general not depending on the numbehgéjzal space dimensions. As reported in Appendix A,
the matrices M and K are quite sparse and symmetric. In péaticf the finite element space of linear functions is
employed, the matrices are both tridiagonal.

Finally, the initial parabolic partial ¢ierential system of equations, is reduced to a system of angltifferential
equations (ODES). In the next section, the time integragohnique is illustrated.

—vAU, (11)

4.1. Arecast fourth-order Runge-Kutta

In this section, we aim to use a time integration techniquenjigng to apply the sTE strategy in order to solve
the stochastic partial fierential problem (9). The TE technique, described in Seiarequires the solution of the
problem in a specific point of the spacet( £), whenever all the solution at the previous time stiepg are available.
This means that the numerical scheme adopted to solve tlenswp§iODES should be able to compute the solution in
a certain nodeat the timet knowing the solution in all the nodes at tirhe t. As it has been described in §3, the TE
strategy is employed in the stochastic direction, whilejialsly, the deterministic solver produces solutions i@ th
physical space. The coupling between these two spacesendiéberibed more in details in Section §4.3.

For instance, let us suppose to know the solutigt) for t < t and that the deterministic solver is able to compute
thei-th codficient of the vectolJ(t), i.e. thei-th degree of freedom of the finite element expansion of thatiso
Un € Vi In this work, we choose to use an explicit time integratiechinique, in particular the fourth order Runge-
Kutta scheme [18], described as follows for a Cauchy problem

y©) = fty®) tel0,t]
{ ¥0) =Yo. (12)
wherey € C(0, t;) can be formulated as [18]
At
Yne1 =Y+ & (ke + 2ko + 2K3 + Ka) , (13)
wherey, = y(t,) with t, = nAt and
k1 = f(tn, yn)
k2 =f (tn + %,yn + %kl)
(14)

At At
k3 =f (tn + E,yn + EkZ)

In this form, the Runge-Kutta (RK4) method is extended tosteay of ODESs in a straightforward manner.
In the case of the heat equation, the system of ODEs (11) caadast to a set of decoupled equations if the
so-calledmass lumping technique is adopted. In particular, as shown in Appendixif &, trapezoidal integration

RR n° 7996
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technique is employed to compute the term of the mass matrix dlagonal matrix can be obtained and, in the case
of linear element, each term of the mass matrix can be cord@mstéhe summation by rows of the elements

Np
mi = ij', (15)
i=1

wheremyj indicates the generic element of the mass matrix M at-ttierow andj—th column.
If we indicate withM the corresponding lumped mass matrix, the system of ODE$®eavritten as

o _

& —yM™TAU(t) = f(U(t)) (16)

and the corresponding RK4 scheme is
At
Un+1 = Un + E (k]_ + 2k2 + 2k3 + k4)
ky = —vM~*AU,
-1 -1 2AL (51432
ko = —vM A(Un—vM AUn) =k +v E(M A) Un
- At A2 . 2 At~ 3 17
ks = —vM1A (un+ 7|<1+VZT(|\/| 1A) un) - kz—V3T(M lA) U 17)

- A2 . A~
ks = —vM1A (un +Atky+ P (MA)° Un - o N) Un)

s A
2

(fA) Uy + AL (MA) U,

= ky + At (R1A) Uy — v n

To compute thé—th term of the vectoU(t,.1) is then necessary to compute the correspondingitetinterm of each
vectorks, k2, k3 andk,. This can be donefgciently if four matrices are stored at the beginning of thenpatation
(M~2A), (M *1A)2, (I\A/I*lA)S, (I\7I*1A)4. We remark thaM ! indicates the inversion of a diagonal matrix and then the
productl\?l‘lA can be done in a very non expensive way. Once the four matae computed, thie-th term of the
four vectorsky, k2, ks andks, can be computed (less than a multiplying factor), as thespaoduct between the
i—th row vector (of each of the fouty, ko, k3 andk, matrices) and the vectads, (already known from the stencil
assembling procedure). This procedure allows to selectvattcally the stencil needed by the time integration
technique. For adapting this deterministic scheme to thatien of the stochastic parabolic equation by the STE
strategy, the reconstruction of the vectdy from the diferent multiresolution representation (one for each playsic
node) of the solution is needed; this will be described imifl@t section 4.3.

Obviously, if the deterministic scheme described abovejsiad for each time step to each node of the physical
grid, the time dependent solution of the problem on the wphblgsical spacec € D = [0, 1] can be computed when
a fixed value for the parametére = = [0.2,0.8] is chosen. The sTe strategy, as shown in 83, needs to fixsgathy
mesh on which the deterministic solution can be represensittdthe desired accuracy. To identify the proper mesh
to employ in the section 85, a spatial convergence studypisrted in the next section.

4.2. Space convergence for the deterministic solver

In this section, the space convergence properties of trerrdetistic scheme is presented. For this reason, a
reference solution should be computed. Then, the equivaledal problem using the method originally proposed by
Fourier is solved.

The solution can be searched as a product of two functionsrifépg only from the space and time, respectively.
This technique, called separation of variable, witk, t) = f(x)g(t), leads to

1dgt) 1 dPf()

g dt T e

(18)
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whered must be a constant value not depending neithex biyt. Non trivial solution exist only il > 0 as

{ f(X) = Asin(VAX) + Bcos(Vx) (19)

g(t) = Ce,
The application of the boundary condition to the spatiatfion f(x) makes possible to compuBe= 0 anda = n?z?
where the integen indicates thex—th mode of the functiorf (x):
f(x) = ZAnsin(nzrx). (20)
n=1
The solutionu(x, t) is the product of the two functiond (xX) andg(t)) and it becomes

ueet) = C > Agsin(r)e™™ = )" Hosinfure ™ = 3" HyWa(x) (21)
n=1 n=1 n=1

The amplitudeH,, for each mode can be obtained by normalization employin@itiegonality between modese.

fol Pi¥;dx = Hndij whered;; is the Kronecker delta function, and the initial conditigy{x)
1 1 1 1
an sin(hrx) sin(hrx)dx = EH“ = f Uo(X) sin(nrx)dx — Hp = Zf Uo(X) sin(nrx)dx. (22)
0 0 0

The modal truncated solution with a large number of madgs = 10000 with each ternd,, computed by a

trapezoidal rule on an equally spaced mesh of 100 000 poastdéen employed as reference solution. In the figure

3, different solutions computed on uniform meshes of 51, 101 anc@bits are reported in 3(a), while the errors
measured in norrh, are shown in 3(b) for the same meshes.

I 107
0.5 -

- _‘N
Zo3f g
[ 5]
02} 10°F
exact I
I 51 points L -
01r 101 points L e o :lgongz
I 201 points | 7 P
I ~
) T A RN T B 1 . R RS RETRE i
0 0.2 0.4 0.6 0.8 1 0.005 0.01 0.015 0.02
X Ax

(@) (b)

Figure 3: Space convergence for the FE deterministic sofagiSolutions with dierent spatial resolutions and (b) error norm of the solution
with respect the reference modal solution0.01 anda = 1).

As it can be observed from these results, the mesh with 101psimws to be finer enough to achieve a good
spatial accuracy and then it will be adopted for the companiati For stability and accuracy requirements, a time step

equal toAt = 0.001 (the same employed in the spatial convergence resulig)asd trade-.

The coupling between the deterministic scheme and the Teegjralescribed in section 3 is described with more

detail in the next section.
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4.3. STE strategy applied to the 1D heat equation

In this section, the algorithm for the stochastic heat dqnas presented. The deterministic solver employs a
spatial finite element discretization and a Runge-Kuttehabto integrate the solution in time. The scheme is able to
compute a specific degree-of-freedoyft,; 1) when the vector of all the degree-of-freedtitt,) at the previous time
step is provided. This is not dependent on the finite elemeautesi.e. the degree of the basis functions. A sequence
of evaluations must be performed for all the activated pofim the TE strategy) at fierent locations in the physical
and stochastic space. However, the veti(ir) could not be available for each parametésee figure 2). This issue
is solved in the STE strategy performing an interpolatidong@ the stochastic space, in order to compute the value at
a certain physical location by means of the stencil assemlpliocedure.

The complete algorithm for the sTE strategy applied to tret Bgquation (9) is as follows :

e Preliminary

- A fixed uniform spatial resolution is fixed with point{sq}i'igl;

- A uniform time discretization is chosef = nAt, whereAt = t; /N; with N; number of time steps;
- The parameters for the TE strategy are fixeg; my.x ande;

- The mass matriM is computed, lumped and inversed obtainll?lgl;

- The stitness matrixA is computed;

- The four matricesNI1A), (M~1A)2, (M~1A)3, (M~1A)* are computed and stored.
e STE strategy

- For each time step all the (internal) spatial noﬂe}ﬂl are considered,;

- For each spatial nodg considered, a MR representation is obtainedufos; t,, 1, £) in the stochastic
space;

A- To evaluate the solution ik, tn.1, £5), the vectolU(tn, ;) must be assembled;

B- ki, ko, Ksi, kg are computed employing theth row of the four matricesl\h “LA)M andU(tn, &));
. At
C- Evaluation:u(x; thy1, &j) = Ui(tn, £5) + E(k“_+ 2kor + 2Ksi + Kgp).
The vector assembling procedure for the veti@i, &;), is illustrated in the case of linear interpolation asdulé:

e For all the node$x}!,, if the point . tn, £7) has been already computed, the value is storeéd|(, &7);

i
e Otherwise the left and right values are identified for intdagion as follows:
- Left value: greater value @f; at thei—th spatial position less thaf;
- Right value: pointj, at thei—th spatial position;
- Interpolation: linear interpolation betwegpandé;, at the stochastic positiafy.
The procedure described in this section is able to reducevitiall number of evaluations in the spdgex T x =
by determining the important pointe. the points that cannot be interpolated within the presdriéeor with the

chosen interpolation operator. The final result is an udsteattern of the activated points in the sp&xe = on
which the solution is computed by means of the determingsticer, while the remaining point are interpolated.

5. Numerical results

In this section, the STE strategy is applied to some numlgsicdlems: a steady discontinuous function (85.1);
an ordinary diferential equation (85.2) with the application of the timegration strategy reported in §3.2. Finally,
the stochastic partial fierential equation (9) describing the heat conduction aacttiolving temperature along a
1D rod subjected to an uncertain and discontinuous initiabdion, is solved by means of the STE strategy in (85.3).
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In this section, the expectanéyand the variance Var for a generic functib(¥), are computed according to the
following definitions

&(1(©) = f HOPE)d
: (23)
Var(f () = f (1) - &(F () PO,

where the probability distributiop(¢) is chosen systematically as uniform.

All the results reported in this section are compared to lassical methods in uncertainty quantification, namely
Monte Carlo (MC) and Polynomial Chaos (PC). These two metltavd employed in a complete non-intrusive way
and the reference solution is assumed to be the fully cordeipnte Carlo solution.

5.1. Seady problem

The first example is a functiofi(¢) : E — R where¢ is a random parameter having an uniform distribution
¢ ~ U0, 1]. Functionfs is a piecewise function, composed by a tangent and a wavdsiacgon with decreasing
wavelength (see figure 4(a)):

tan ¢n) £<041234
f3(6) = { sin(5%) &> 041234 (24)

The coarsest level is assumed to be equal't@® = 1) intervals, while the finest one t& 2my = 8). The
threshold is fixed ta&: = 107! with a variation related to the refinement levk) équal tosx = £/2%. In figure 4(b),
the sequence of evaluated point&f) is reported. The circles represent the evaluations ofuhetion f (¢), while
a full black dots indicate the activated, i.e. greater thantlinesholdy, wavelets N,,. It is evident that the algorithm
is capable to follow the discontinuity and to add some poiviiere needed,e. in regions with high gradients in the
stochastic space.

[ e stored
8o computed ®©  am
7F 000080 O 000000 CCOCOCeeCese
6; Oo0o0OOCeee [eRelel Nojoi N N N N NN XX J
a—
c N
Q 5 0O 0O O e e e e O e o o e o o o o
o E [
= ) N
c N
- 4 = . . . . . . . 3
D F
= N
3k O O . .
2 0 .
1= o 3 .
S o IITIR T [N TR T (NNNTAT N NS S NN 1 ] L 1 1
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 § 0.6 0.8 1
g

(€Y (b)
Figure 4: Functiorfz(¢) (a) and the pattern of computed and activated (stored) @t

In the table 1, the compression properties of the sTE styadeg reported when applied to the functién In
particular, the compressiqr, and the evaluation ratios reported in the table 1 are computed as follows

2Mmax 4 ]
,Ucrz—

Ny + 2™ + 1
T= .
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They indicate the ratio between the number of points of the-cmmpressed solution and the number of activated
wavelets (these sets include the points of the coarsedj kvé the ratio between the number of points at the finest
level and the number of evaluatioNs,; needed by the TE strategy, respectively.

The error norms reported in the table 1 are computed i trendL ., space as

ern, =1fo-fll,

1 ~
N'fio_ fi|

N (26)
max | f0 — fil,

em. =fo—f]..

wheref0 is the function at the finest level arfds the compressed function, i.e. the function evaluatey iornthe set
of points corresponding to the activated wavelets.

Mmax ‘ Nsto ‘ Neval ‘ U ‘ T ‘ errlLy ‘ errLe
5 21 29 | 1.571429| 1.137931| 0.1341053E-01 0.7356531E-03
6 31 49 | 2.096774| 1.326531| 0.1160966E-01 0.8490046E-03
7 39 73 | 3.307692| 1.767123| 0.1003391E-01 0.1228993E-02
8 49 95 | 5.244898| 2.705263| 0.1291483E-01] 0.1506392E-02
9 58 | 113 | 8.844828| 4.539823| 0.8991428E-02 0.1307482E-02

Table 1: Final result for the functiofy (¢ = 10°1)

Thanks to the adaptive distribution of points, the pres@ategy allows computing the statistical moments very
efficiently even with a simple quadrature formula (like the cosife trapezoidal rule [18]). This is not the case for
MC or PC methods.

The percentage errors with respect the reference MC snolutith 2 x 10° deterministic runs is computed as

follows
erry; = &g

Sexact

elfy = B Fead]nQ

exact

(27)

They are reported in figure 5 both for mean and variance. Thebeu of points for the PC method ake= ng + 1,
whereny is the total degree of the polynomial representation. Caoniieg the proposed algorithm, several solutions
are obtained by varying the maximal level allowed betwegmd 2 with the coarsest level equal td 2nd the
thresholds = 1072,

The adaptive strategy displays better results both in tefrascuracy andféciency with respect to the MC and
PC methods. For MC and PC, an high non smooth behavior arises imcreasing the number of point. This is due
to the presence of discontinuities that can prevent theergewmce of these quadrature techniques.

5.2. ADifferential ordinary equation (OD-1D)

In this section, the case of an ordinaryfdiential equation is addressed. In the following, this ¢agadicated as
0D in the physical space and 1D in the stochastic space, bed¢heare is only one uncertaintffecting the solution
of the problem. An ordinary dlierential problem, extracted from [16], has been modifiecbHsvis

& = alp-p) - yp—Blo - p)p?
p =1+ 3sin(5w+8/5) (28)

B = 20w,

wherea = 1,y = 0.01 andw € U[0, 1]. A discontinuous initial solution in the stochastic spa&chosen in order to
address a more challenging problem with respect to the apoped in [16] :

3/4 if 0.3<w<07
p(t=0)= { (29)

0 otherwise
RR n° 7996
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Figure 5: Percentage error with respect the reference M@isolfor the mean (a) and the variance (b).

The time integration is performed by means of an explicit gatKutta scheme, the so-called RK4, with a time
stepAt = 0.01. The multiresolution representation at each time stkpvaladvancing the solution in time along
patches constituted by true evaluations and interpolattbanks to the accuracy reconstruction embedded in the
multiresolution framework. The final results is a refoherefine capability in the time-stochastic domain thatssuit
very well the éficiency requirement needed in complex and high costly amipdics. In the figure 6, the pattern in the
space — w of the computed, i.e. evaluated points, is reported.

08
06
3
0.4
0.2
0 G K G G T e i s i
0 02 04 06 08 1 12 14 16 18 2

t

Figure 6: Pattern in the— w space of the computed points of equation 29.

The error of the statistical moments, are reported in figunétfii respect to a MC reference solution ok210°
points at each time stepl(= 400x 1P evaluations in they — t space). Dealing with an unsteady solutiot,;anorm
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(in time) is employed according to the following definitions

erel, = 1180) - EP)IL, 8.(p(23(p<§1n(ﬂ)'
eMal, = ||Var(p)_Var(,a)||L1:i %&\fﬁ(ﬂ)'

where erg and er;, are the errors for the expectancy and the variance. The @ojuis compared to the reference
solutiong discretized with the same total number of time steps equdk te At x t;, where the total time of the
simulationt; is assumed equal to two.

10" 10"

i
o

T T T T T
i
o
&
T

EL T T T - T -
0 20000 40000 60000 80000
N

T - T T T -
20000 40000 60000 80000
N

o

(@ (b)
Figure 7:L; norm of the errors for the mean and variance@f.

The strategy presented in this work exhibits the fastestergence and a smoother behavior with respect to Monte
Carlo and the Polynomial Chaos both for mean and variancealgimasults are obtained forfiierent normsl(, L.,)
not reported here for brevity.

5.3. APartial differential equation (1D-1D)

In this section, the solution of the stochastic parabolitipldifferential equation described in (9) is addressed.
This unsteady problem is 1D in the physical space and 1D istthehastic space.

The diffusivity is assumed to be equaltto= 0.01 and the parameter of amplitude related to the initial ¢ard

(30) toa = 1.
Let us consider a discontinuous initial condition as fokow
0 if x<¢
Uo(X, &) = o (X 1) if x>é (30)

with the stochastic parametée = = [0.2, 0.8] with uniform distribution in=.

For instance, the initial condition for the parameges 0.5 is reported in figure 8 (foa = 1). Relying on the
convergence study reported in section 4.2, let us consiglysical domain defined iD = [0, 1] discretized by an
uniform mesh ofN, = 101 nodes and a uniform time step equaito= 0.001 for a total time of simulation equal to

= 0.5 (N; = 500 time steps).
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Figure 8: Initial condition for the problem (9) with the stastic parametef = 0.5 on a mesh with 101 equally spaced points.

Concerning the sTE strategy, the initial condition showddliscretized on the finest medk,(x (2™=x + 1)) in the
spacex — £. The initial condition 9(a) of the problem and the meshesesponding to the solution at tinte= 0.001
9(b),t = 0.25 10(a) and = 0.5 10(b) are reported for the parametais= 3, Myax = 11 ands = 1072,
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wo [ 0.5 wo [ 05
i 0.45 I 0.45
04 0.4 0.4 0.4
o ‘ 0.35 3 0.35
L | 0.3 - 0.3
L | 0.25 L 0.25
0.2 - 0.2
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Figure 9: Meshes corresponding to the initial conditionofethe problem (9) and the derefined mesh after the first time(bep

For performing more accurate comparison, a signal is eedaat fixed space locations. Threéfeient probes
at the spatial locations = 0.2 (P1),x = 0.5 (P2) andx = 0.8 (P3) are considered. For each one of these probes,
the mean and variance are stored as functions of the time.effbenorms (in time) for thé.; andL, spaces are
computed as follows

Nt

Hu, 1) = g
" (u, t)

o\ L/P
] ; (31)

_ 1
errml =™, t) = u™@, ). =| —
ol = I D =k Oy = | 0.
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Figure 10: Meshes corresponding to the half titne 0.25) simulation (a) and the final timé#£ 0.5) pattern (b).

while for theL,, space

(U 1) — 1@ 1)
#"(u, t) ’

where the reference solution is indicateduaand ™ indicates both mean and variance. The reference solution is
obtained in this case with a fully converged MC solution witle same spatial grid\ = 101), the same time
discretization £t = 0.001) but a number of points in the stochastic space equdd to 2.5 x 1C°.

The results for mean corresponding to the three probes poeteel in the figures 11, 12 and 13, respectively. The
STE strategy is applied witm_ = 6, My between 8 and 16 with a threshold equatte 101, MC and PC results
obtained on the same physical mesh and with the same timestilistion are also reported. In particular, the two
methods are employed with a number of points, in the stoithsigace, varying betwee: = 100 andN; = 300 for
MC and degree between 100 and 300 for PC. In all the presergalis;,eghe number of points represent the overall
number of point of the grid i x T x = equal toN = Ny x N x Ng.

3 02f
\/\ ek

ernl, = llu™(u. ) - (T Yl = max (32)
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Figure 11: Error norms of the mean of the variableorresponding to the probe P1, for the 1D heat equationgmotyith uniform pdf in thel;
(@), L2 (b) andL (c) spaces.
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Figure 12: Error norms of the mean of the variableorresponding to the probe P2, for the 1D heat equationg@mfyith uniform pdf in thel
(a),L2 (b) andL (c) spaces.
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Figure 13: Error norms of the mean of the variableorresponding to the probe P3, for the 1D heat equationgmotyith uniform pdf in thel;
(a), L2 (b) andL (c) spaces.

All the results display systematically very good performesof the presented approach both in term of accuracy
and dficiency. The sTE strategy converges smoothly (and in a moeotay) to higher accurate solutions when a
large number of points is considered. This is not the caskiforand PC.

The results concerning the variance for the probes P1, PPaade reported in figures 14, 15 and 16, respectively.

Except for the variance computed at the probe P2, the belmaofothe proposed approach is monotone and
smoother than both MC and PC. A lower error with a lower glabahber of points is attained by the sTe strategy
with respect to MC and PC. The worse behavior of MC and PC caudti§ied with the presence of discontinuities in
the physical space.

We expect that the sTE strategy will perform much more bettith respect the MC and PC methods, if the
solution exhibits a non smooth behavior along the stoahagtace. In order to clarify the problem at the probe P2,
the solution relative to this probe & 0.5) is reported as a function of the stochastic space in thedfigju at the final
time step. As clearly shown in figure 17, several discontiesiigrise in this case in the stochastic space, even if all
the solutions of the heat problem are smooth in the physieaesgexcept for the initial conditions.
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Figure 14: Error norms of the variance of the varialleorresponding to the probe P1, for the 1D heat equationg@mfwith uniform pdf in the
L1 (a), L2 (b) andL. (c) spaces.
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Figure 15: Error norms of the variance of the varialleorresponding to the probe P2, for the 1D heat equationgmotvith uniform pdf in the
L1 (a), L2 (b) andL (c) spaces.
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Figure 16: Error norms of the variance of the variahleorresponding to the probe P3, for the 1D heat equationg@motwith uniform pdf in the
Li (a),L2 (b) andL (c) spaces.
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Figure 17: Solutioru(0.5, 0.5, £) corresponding to the probe P2 at the final time step obtairigd®00 MC samples.

6. Concluding remarks

This paper presents an innovative adaptive strategy fahasiic dfferential equations, the sTE algorithm, in-
spired to the classical Harten’s framework. A representatibthe solution on a finest grid is computed starting
from a coarsest one, with a reduced number of function etiahm As a consequence, only a reduced set of point
values on the finest grid is evaluated, while the remainingssebtained by interpolation (from the previous levels).
This procedure moves recursively, with a combination daéripplation and evaluation, from the coarsest level to the
finest and from each time step to the successive one. At eaehstiep, the scheme allows to recover the solution
on the finest level with a one time scheme that embeds the emradd the truncation procedures of the classical
Harten framework. Afterwards, this strategy is extendeth&partial diferential equation. A spatial discretization
is chosen, as well as the time discretization, in order toestile deterministic problem with a desired accuracy. The
initial condition is discretized on the grid x = employing the finest resolution level in the stochastic spatd the
chosen spatial discretization. Then, the sTE strategypsieapto the associated stochastic space obtaining the MR
representation of the solution at each time step, for eaatiadmode;j.e. the representation of the stochastic function
obtained at a fixed physical space and time.

The sTE strategy is applied to some "simplified” numericat-sases and compared to classical stochastic meth-
ods. Finally, itis applied to the stochastic heat equatisordtized by finite elements and integrated in time by means
of a fourth order Runge-Kutta method. A discontinuousahitondition is considered. The sTE displays very promis-
ing results in terms of accuracy, convergence and reguldtitjure works will focus on the extension of the present
strategy to hyperbolic partial dierential equations.
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Appendix A. Finite element discretization of the 1D heat eqation

In this section, we want to provide more details about thedielement scheme employed to solve the heat
problem (9). For an exhaustive analysis of the problem, tadeemay refer to [19].

Let us consider first, how to reduce the problem (9) from thekmMerm to the algebraic form (11). The weak
formulation can be obtained by multiplying the equation, @) the test functiorv € V. As a consequence, the
equation (10) is computed by integrating over the physigate

au(x t, &) B 2u(x.t,€)
fD TV dx = jl; VTV dx. (Al)

The right-hand side can be decomposed using the integiiayiparts as follows

A2u(x, t, &) _ d (du du dv
LVTVdX—LV&(&V)dX—fV&&dX

v— —dx (A.2)

where the test functions are equal to zero at the boundaii@s v(1) = 0) and a Dirichlet boundary condition is
applied. The integrals are well-posed i€ Hé(o, 1):

Hg(0,1) = {ve H'(0,1) : v(0) = W(1) = 0}. (A.3)

The problem reduces to seanele V = Hé(o, 1)

ou(x, t, &) 3 ou dv
fD a0 vdx = . Yax dxdx Yce V. (A.4)
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The Galerkin approximation of the problem can be obtainesdayching for an approximate solutigne V,, c V,
where the spac¥y, has a finite dimensiofl,, with the test functions in the same spacé,. In the latter case,e.
using the same space for the solution and the tests functib@sapproximation is the so-called Bubnov-Galerkin
approximation.

If the Lagrangian finite element space is choserMgithe classical basig;} (in the linear case ) is equal to

X—=Xi—1 X <x<X
X-X%a1 o7
¢i = M X < X< X (A5)
X1 — X s hs o
0 otherwise

If the tessellation of the domain is obtained with the nodegigl, the solution can be expanded as a linear
combination of the Lagrangian functions (for all the in@rnodesun(x,t) = ZiNzl ui(t)¢i(X) that, inflated into (A.4),
becomes

f¢¢,dx_—v2u.(t) déi d¢1dx Yo € Vi (A.6)

p; d

whereD;; indicates the non-null support of the product functige;.
If a mass M and a dtiness A matrices are defined as follows

M = [my], mij=f¢i¢jdx

(A.7)
d¢| d¢l
A= [a”] - dx dx ax
the algebraic form (11) can be found as
M % = —vAU(t), (A.8)

where the vectod(t) = {ui(t), ..., un(t)}" € RN is the collection of all the degrees of freedom of the lineqramsion
for un(t). The original (9) parabolic partial fierential problem is recast in a set of (coupled) ordinafiedéntial
equations.

Thanks to the compact support of the Lagrangian basis bothd/#Aahave a regular pattern of sparsity. In par-
ticular they are symmetric tridiagonal matrices. For réogsthe system of ODEs in a set of decoupled ordinary
differential equations, the mass matrix can be approximateddigganal matrix\, i.e. the so-called mass lumping
technique. Thanks to the properties of the linear Lagramglement}]ﬂ-“:l ¢j = 1) the mass matrix can be approxi-
mated by

N N
M = Diag(®y) with =ij =f ¢i2¢j dx:f i dx. (A.9)
j=l Dij j=1 Dij
The lumped matrix becomds = Diag(5/6, 1, ..., 1, 5/6)Ax, while for the stifness matrix we have
2 -1
-1 2 -1 1
A= - (A.10)
-1 2 -1
-1 2

where we employed a uniform tessellation of the physicatega= iAxwithi =0,...,N + 1 andAx = 1/N.

The finite element formulation of the problem is obtained haréhe physical 1D case only for the sake of
simplicity, but both the deterministic scheme and the sT&agy, described in 4.3, can be easily extended to physical
(and even stochastic) multidimensional cases replaciagrass and sthess matrices with their multidimensional
counterparts and providing a nested set of meshgs in
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