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Abstract. In this paper, we investigate the problem of real-time de-
tection of overlapping sound events by employing non-negative matrix
factorization techniques. We consider a setup where audio streams ar-
rive in real-time to the system and are decomposed onto a dictionary
of event templates learned off-line prior to the decomposition. An im-
portant drawback of existing approaches in this context is the lack of
controls on the decomposition. We propose and compare two provably
convergent algorithms that address this issue, by controlling respectively
the sparsity of the decomposition and the trade-off of the decomposition
between the different frequency components. Sparsity regularization is
considered in the framework of convex quadratic programming, while
frequency compromise is introduced by employing the beta-divergence
as a cost function. The two algorithms are evaluated on the multi-source
detection tasks of polyphonic music transcription, drum transcription
and environmental sound recognition. The obtained results show how the
proposed approaches can improve detection in such applications, while
maintaining low computational costs that are suitable for real-time.

Keywords: Real-time multi-source detection, overlapping sound events,
non-negative matrix factorization, convex quadratic programming, spar-
sity regularization, beta-divergence, frequency compromise.

1 Introduction

This paper presents non-negative matrix factorization techniques for real-time
detection of overlapping sound events.1 In general terms, non-negative matrix

factorization (NMF) is a technique for data analysis, where the observed data
are supposed to be non-negative [1–3]. The main philosophy of NMF is to build
up these observations in a constructive additive manner. Such assumptions are
particularly interesting when negative values cannot be interpreted (e.g., pixel
intensity for images, word occurrence for texts, magnitude spectrum for sounds).

1 Additional material including sound files described in the paper are available on a
companion website: imtr.ircam.fr/imtr/Real-Time_Multi-Source_Detection.
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1.1 Motivations

The main goal of this paper is to devise a robust real-time system that processes
rapidly the incoming audio stream and detects the presence of multiple sound
events potentially corrupted by noise. Since several sound events may overlap
when considering realistic situations, we cannot use single-source detection tech-
niques such as a simple spectral template to audio stream correlation. Instead,
we rely on NMF techniques that intrinsically allow to cope with the simultaneity
of the detected sound events.

The sound events considered in this paper can be produced by various kinds
of sound sources such as a polyphonic instrument (e.g., piano), instruments of
a drum kit (e.g., snare), or environmental sounds (e.g., car horn). These sound
sources are represented with a dictionary of event templates onto which the
audio stream is decomposed incrementally as it unfolds in time. This general
scheme is called non-negative decomposition, or supervised non-negative matrix

factorization, and has been employed for audio signal processing in real-time as
well as non real-time setups [4–9].

During the decomposition of a signal, the price to pay for the simplicity of
a standard NMF scheme is the misuse of event templates to explain this signal.
For the specific task of polyphonic music transcription, this amounts to common
note insertions and substitutions such as octave or harmonic errors. The issue is
almost as serious in a general pattern recognition setting where different classes of
events are allowed to overlap in time with the presence of noise. In such realistic
cases, providing controls on the decomposition can improve the detection of the
different events. Yet in the literature, a few attention has been payed to providing
such controls. To the best of our knowledge, we are only aware of [8, 9] where a
control on the sparsity of the decomposition is provided.

In our context, controlling sparsity can help to reduce the space of plausi-
ble results and increase the economy of class usage during decomposition, thus
improving generalization and robustness of the system. In most applications
however, the user does not know in advance the sparsity of the solutions and
cannot estimate it easily. Moreover, sparsity may also change along the sig-
nal. For example, in the problem of polyphonic music transcription, sparsity is
highly correlated to the number of notes played simultaneously at each instant.
The same interpretation holds in problems such as drum transcription and en-
vironmental sound detection, where the number of activated sources at a time
is both unknown and variable.

In the system of [8, 9], sparsity is nonetheless considered as fixed over the
whole signal, what is not a plausible assumption. We are thus interested in
more adaptable techniques where the controls are flexible enough so as to fit
the decomposition to the current dynamic of the signal. We are finally also
interested in providing other controls than sparsity. In particular, we want to
introduce a control on the frequency trade-off of the decomposition between
the different frequency components. Such a control may help to better balance
the consideration of certain important frequencies in the decomposition, such as
partials for musical notes, and thus improve detection.
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1.2 Contributions

To address the issues discussed above, we propose two computationally effi-
cient algorithms that include flexible controls on the decomposition with con-
vergence guarantees. These algorithms exhibit low computational costs, making
them suitable for real-time constraints even on a common desktop computer.
Our contributions in this context can be summarized as follows:

1. We formulate a non-negative decomposition problem with an explicit and
flexible sparsity control by employing a technique from convex optimization,
namely convex quadratic programming [10]. In the proposed formulation of
the problem, sparsity is regularized through a penalty term added to the
standard Euclidean cost function as in [11]. The derived algorithm imple-
ments a multiplicative update for non-negative quadratic programming in-
troduced in [12]. This update provably converges to the global solution of the
problem. Moreover, the corresponding scheme is in contrast to the system
of [8,9] where sparsity is considered as fixed over the whole signal and where
optimality of the solutions is not guaranteed.

2. We investigate the use of an information-theoretic divergence, called the
beta-divergence [13,14], as a parametric cost function to control the trade-off
of the decomposition between the different frequency components. This is
in contrast to previous systems for non-negative decomposition which have
either considered the Euclidean distance or the Kullback-Leibler divergence
with no control on the frequency compromise of the decomposition. NMF
with the beta-divergence has recently proved its relevancy for off-line ap-
plications in audio [15–19]. We adapt these approaches to a real-time setup
and, based on recent theoretical results [20–22], we propose a multiplicative
update to compute the corresponding non-negative decomposition with con-
vergence guarantees. Preliminary work on this contribution was presented
in [23] where the discussion lacks convergence guarantees.

3. The two proposed algorithms are applied to several paradigms of multi-
source detection in real-time. We evaluate quantitatively our approach for
polyphonic music transcription and obtain results that are comparable to off-
line systems at the state-of-the-art. We also showcase applications such as
drum transcription and environmental sound detection in complex auditory
scenes, where explicitly controlling the decomposition becomes crucial.

1.3 Organization

The remainder of this paper is organized as follows. Section 2 introduces the
related background on NMF. Section 3 depicts the general architecture of the
proposed real-time system for detection of overlapping sound events. Section 4
focuses on our contributions to the formulation of a non-negative decomposition
problem with a sparsity control, and provides a multiplicative update that prov-
ably converges to the global solution of this problem. Section 5 discusses our
contributions in employing the beta-divergence as a cost function to control the
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frequency compromise of the decomposition, and provides a multiplicative up-
date to solve the corresponding problem with convergence guarantees. Section 6
reports a comparative quantitative evaluation of the two proposed algorithms
for polyphonic music transcription, and also discusses the problems of drum
transcription and environmental sound detection in complex auditory scenes to
demonstrate the generality of the system as well as the importance of provid-
ing controls on the decomposition. Section 7 draws conclusions and provides
perspectives for improvement of the proposed system.

1.4 Notations

In the sequel, uppercase bold letters denote matrices, I is the identity matrix, and
E is the matrix full of ones. Lowercase bold letters denote vectors, and e is the
vector full of ones. A bold zero 0 represents either a null matrix or vector. Lower-
case plain letters such as n,m, r denote scalars. R+ and R++ denote respectively
the sets of non-negative and of positive scalars. The element-wise multiplication
and division between two matrices A and B are denoted respectively by a circled
times A⊗B and a fraction bar A/B. The element-wise power p of A is denoted
by A.p, and the element-wise square-root of A can alternatively be denoted by√
A. Element-wise inequalities between A and B are simply written as A ≤ B.

The transpose of A is denoted by A⊤. The non-negative matrices A+ and A−

denote respectively the positive and negative parts of A defined as follows:

a+ij =

{

aij if aij > 0

0 otherwise
and a−ij =

{

−aij if aij < 0

0 otherwise
. (1)

2 Related Background

In this section, we first introduce the standard NMF problems and algorithms.
We then provide an overview of NMF techniques in applications to audio event
detection.

2.1 Non-Negative Matrix Factorization

The standard NMF model is a low-rank approximation technique for unsuper-
vised multivariate data analysis. Given an n × m non-negative matrix V and
a positive integer r < min(n,m), NMF tries to factorize V into an n × r non-
negative matrix W and an r ×m non-negative matrix H such that:

V ≈ WH . (2)

The multivariate data to decompose are stacked intoV, whose columns represent
the different observations, and whose rows represent the different variables. Each
column vj of V can then be expressed as vj ≈ Whj =

∑

i hijwi, where wi and
hj are respectively the i-th column ofW and the j-th column ofH. The columns
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of W then form a basis and each column of H is the decomposition or encoding
of the corresponding column of V into this basis.

As the model in (2) may provide an approximate factorizationΛ = WH ofV,
the aim is to find a factorization that optimizes a given goodness-of-fit measure
called cost function. For a given cost function C(V,Λ) the corresponding NMF
problem can thus be rewritten as a constrained optimization problem:

argmin
W∈R

n×r

+
, H∈R

r×m

+

C(V,WH) . (3)

In the standard formulation, the Frobenius norm is used to define the follow-
ing Euclidean cost function:

C(V,Λ) =
1

2
‖V −Λ‖2F =

1

2

∑

i, j

(

vij − λij

)2
. (4)

For this particular cost function, factors W and H can be computed with the
popular multiplicative updates introduced in [2, 3]. These updates are derived
from a gradient descent scheme with judiciously chosen adaptive steps as follows:

H ← H⊗ W⊤V

W⊤WH
and W ← W ⊗ VH⊤

WHH⊤
. (5)

The respective updates are applied in turn until convergence, and ensure both
non-negativity of the factors W and H as well as monotonic decrease of the cost,
but not necessarily convergence of the factors nor local optimality.

A flourishing literature also exists about other algorithms and extensions to
the standard NMF problem [24,25]. These extensions can be thought of in terms
of modified models (e.g., using tensors), of modified constraints (e.g., imposing
the sparsity of the factors), and of modified cost functions (e.g., using divergences
or adding penalty terms).

For example, the standard Euclidean cost function is often replaced with the
Kullback-Leibler divergence:

C(V,Λ) = DKL(V|Λ) =
∑

i, j

vij log
vij
λij

+ λij − vij , (6)

for which specific multiplicative updates have also been derived [2, 3]:

H ← H⊗ W⊤
(

V ⊗ (WH).−1)

W⊤E
and W ← W⊗

(

V ⊗ (WH).−1)
H⊤

EH⊤
. (7)

These updates again ensure non-negativity of the factors W and H and mono-
tonic decrease of the cost, but not necessarily convergence nor local optimality
of the factors.
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2.2 Applications to the Detection of Overlapping Sound Events

NMF algorithms have been applied to various problems in computer vision, sig-
nal processing, biomedical data analysis and text classification among others [25].
In the context of sound processing, the matrix V is in general a time-frequency
representation of the sound to analyze. The rows and columns represent re-
spectively different frequency bins and successive time-frames. The factorization
vj ≈ ∑

i hijwi can then be interpreted as follows: each basis vector wi con-
tains a spectral template, and the decomposition coefficients hij represent the
activations of the i-th template at the j-th time-frame.

Concerning the detection of overlapping sound events, NMF has been widely
used in off-line systems for polyphonic music transcription, where the sound
events correspond roughly to notes (e.g., see [26,27]). Several problem-dependent
extensions have been developed to provide controls on NMF in this context, such
as a source-filter model [28], an harmonic constraint [29], a selective sparsity
regularization [30], or a subspace model of basis instruments [31]. Most of these
systems consider either the standard Euclidean cost or the Kullback-Leibler
divergence. Recent works yet have investigated the use of other cost functions
such as the Itakura-Saito divergence [32–35] or the more general parametric
beta-divergence [17].

Some authors have also used non-negative decomposition for sound event
detection. A real-time system to identify the presence and determine the pitch
of one or more voices is proposed in [4] and is adapted to sight-reading evaluation
of solo instrument in [5]. Concerning automatic transcription, off-line systems are
used in [6] for drum transcription and in [7] for polyphonic music transcription.
A real-time system for polyphonic music transcription is also proposed in [8]
and is further developed in [9] for real-time coupled multiple-pitch and multiple-
instrument recognition. All these systems consider either the Euclidean or the
Kullback-Leibler cost function, and only the latter provides a control on the
decomposition by enforcing the solutions to have a fixed desired sparsity.

Other approaches in the framework of probabilistic models with latent vari-
ables also share common perspectives with NMF techniques [36]. In this frame-
work, the non-negative data are considered as a discrete distribution and are fac-
torized into a mixture model where each latent component represents a source.
It can then be shown that maximum likelihood estimation of the mixture pa-
rameters amounts to NMF with the Kullback-Leibler divergence, and that the
classical expectation-maximization algorithm is equivalent to the multiplicative
updates scheme. Considering the problem in a probabilistic framework is however
convenient for enhancing the standard model and adding regularization terms
through priors and maximum a posteriori estimation instead of maximum likeli-
hood estimation. In particular, the framework has been employed in polyphonic
music transcription to include shift-invariance and sparsity [37]. Recent works
have extended the later model to include a temporal smoothing and a unimodal
prior for the impulse distributions [38], a hierarchical subspace model for instru-
ment families [39], a scale-invariance [40], a time-varying harmonic structure [41],
and multiple spectral templates [42].
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3 General Architecture of the System

In this section, we present the system proposed for real-time detection of overlap-
ping sound events. The general architecture of the system is shown schematically
in Fig. 1. The right side of the figure represents the audio signal arriving in real-
time, and its decomposition onto sound events whose descriptions are provided
a priori to the system as a dictionary of sound event templates as in [4–9]. These
event templates are learned off-line prior to the decomposition as shown on the
left side of the figure. We describe the two general modules hereafter.

Sound event database Auditory scene

Non-negative matrix factorization

V(k)
≈ w(k)h(k)

Non-negative decomposition
vj ≈ Whj

Event templates Event activations

V(k)

hj

vj

W

w(k)

Short-time sound representation Short-time sound representation

Template learning (off-line) Audio stream decomposition (on-line)

Fig. 1. Schematic view of the general architecture of the proposed system.

3.1 Template Learning

The learning module aims at building a dictionary W with characteristic and
discriminative templates of the sound events to detect. In the literature, the
event templates are generally learned off-line with NMF, the differences between
the approaches being in the way NMF is formulated.

In the present work, we use a simple rank-one NMF with the standard Eu-
clidean cost function as a learning scheme. We suppose that the user possesses a
sound database of isolated exemplars of the events to detect, from which the sys-
tem learns desired characteristic templates. The whole sound exemplar k is first
processed in a short-time sound representation supposed to be non-negative and
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approximatively additive (e.g., short-time magnitude spectrum). The represen-

tations are stacked in a matrixV(k) where each column v
(k)
j is the representation

of the j-th time-frame. We then solve standard NMF with V(k) and a rank of
factorization r = 1, by employing the standard multiplicative updates in (5)
with a max-normalization of the activations along time. This learning scheme
simply gives a sound event template in the column vector w(k) for each exemplar
(the information in the row vector h(k) is then discarded).

3.2 Audio Stream Decomposition

Having learned the templates, we construct a dictionary W where all templates
w(k) are stacked in columns. The problem of real-time decomposition of an audio
stream then amounts to projecting the incoming signal vj onto W, where vj

share the same representational front-end as the templates. The problem is thus
equivalent to a non-negative decomposition vj ≈ Whj where W is kept fixed
and only hj is learned. The learned vectors hj would then provide the activations
of the different sound events potentially present in the auditory scene.

As such, the system reports only a frame-level activity of the different events.
Depending on the final application, some post-processing is thus needed to ex-
tract more information about the presence of each sound source at the frame
level or at a longer-term level (e.g., activation thresholding, onset detection,
temporal modeling or smoothing). This application-dependent processing is not
thoroughly discussed in this paper; we rather focus on providing flexible controls
on the decomposition.

In the literature, the non-negative decomposition is performed either with the
Euclidean or the Kullback-Leibler cost functions in (4) and (6). Also, there is in
general no control on the decomposition, except from the system in [8, 9] where
the sparsity of the solutions is regularized but considered as fixed over the whole
signal. In the next two sections, we discuss the two independent approaches we
investigated to provide flexible controls on the decomposition. In Sect. 4, we
first focus on controlling the sparsity of the decomposition in a flexible way by
employing the Euclidean cost function and the framework of convex quadratic
programming. In Sect. 5, we then address the use of the information-geometric
beta-divergence as a parametric cost function to control the frequency compro-
mise during decomposition. To simplify the notations, we restrict without lack of
generality to the case where there is only one vector v to decompose as v ≈ Wh.

4 Non-Negative Decomposition and Sparsity

Regularization with Convex Quadratic Programming

In this section, we first review the notion of sparsity and its use in combination
with NMF. We then formulate a non-negative decomposition with explicit and
flexible sparsity regularization within the framework of convex quadratic pro-
gramming and provide a provably convergent multiplicative update to perform
the real-time decomposition.
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4.1 Definition and Measures of Sparsity

The simplest definition of sparsity, or sparseness, is that a vector is sparse when
most of its elements are null. The sparsity measure that corresponds to this
definition is based on the ℓ0-norm and just counts the number of non-null coef-
ficients of this vector. However, it is only applicable in noiseless situations and
alternative definitions and measures have been proposed in the literature to cope
with realistic scenarios [43]. The idea is that a vector is sparse when it is not
dense, i.e., much of its energy is packed into a few components.

In practice, the ℓp-norms for 0 < p ≤ 1 are often used directly to mea-
sure sparsity. In the context of NMF, another sparsity measure has also been
introduced in [44]:

sp(x) =

√
n− ‖x‖1/‖x‖2√

n− 1
, (8)

where n is the length of the vector x. This measure increases as x becomes
sparser and is scale-independent. It is comprised between 0 for any vector with
all components equal up to the signs, and 1 for any vector with a single non-null
component, interpolating smoothly between the two bounds.

4.2 Non-Negative Matrix Factorization and Sparsity

In the standard NMF formulation, the sparsity of solutions is implicit. Explicit
control of sparsity becomes however crucial in certain situations, and several
NMF extensions have been proposed to this end. For example, a sparsity penalty
is employed in [45] and the problem is solved using ad hoc multiplicative updates.
In [46], a penalty term also regularizes sparsity, and the problem is solved with
a modified alternating least squares algorithm. From a theoretical viewpoint
however, these schemes do not guarantee convergence nor monotonic decrease
of the cost in general, what is undesirable to design a robust real-time system.

More rigorous frameworks have been considered in [47] where the proposed
algorithm uses provably convergent multiplicative updates for the ℓ1-penalized
factor, and projected gradient to ensure non-negativity and ℓ1-normalization of
the other factor. In [44], the sparsity measure in (8) is introduced and projected
gradient is used to enforce a fixed desired sparsity s on solutions, yet the choice
of a fixed sparsity s remains an important issue. These schemes ensure both cost
decrease and convergence but not necessarily local optimality of solutions.

To achieve flexible sparsity, a second-order cone programming framework
is proposed in [48] to introduce min and max-sparsity bound constraints and
give the user more flexibility than fixing a priori the sparsity s of solutions.
In [11], the framework of convex quadratic programming is used to penalize less
sparse solutions with a ℓ1-norm. Such approaches can not only help to prove cost
decrease and convergence but also local optimality of solutions.

In the context of audio analysis, some authors have already considered spar-
sity controls in off-line setups for speech analysis [15], polyphonic music tran-
scription [26], and source separation [49]. In these works, sparse coding is in-
troduced by means of penalties and solved using multiplicative updates with
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no guaranteed convergence.2 Concerning real-time setups, the system in [8,9] is
the only one to consider sparsity controls. However, sparsity in this system is
controlled as in [44] by projection onto a non-adaptable fixed sparsity s chosen
a priori by the user. Moreover, the authors slightly modify the scheme proposed
in [44], which breaks down its geometric interpretation and falsifies the projec-
tion scheme.

From a theoretical viewpoint, the approaches proposed in [11] and [48] are
the most interesting since they not only provide a flexible control on sparsity,
but also guarantee monotonic decrease of the cost, convergence guarantees, and
local optimality of solutions. From a practical viewpoint, the convex quadratic
scheme of [11] is computationally more attractive than the scheme of [48]. In-
deed, the latter scheme requires solving an expensive sequence of second-order
cone programs, which can become problematic when the number of templates
increases. Moreover, a sparsity penalty as in [11] reveals more convenient than
sparsity bounds as in [48] for robustness issues in problems involving background
noise. We thus focus on formulating a non-negative decomposition problem with
a sparsity penalty term in a convex quadratic programming framework similar
to that of [11].

4.3 Problem Formulation and Multiplicative Update

Let us first recall the notion of convex quadratic program. A convex quadratic

program (CQP) is a constrained convex optimization problem that can be ex-
pressed in the following form:

min
x

1

2
x⊤Px+ q⊤x s.t. Ax ≤ b , (9)

where P is supposed to be a positive-semidefinite matrix [10].
This general form of optimization problem is interesting in our context since

a non-negative decomposition problem with sparsity regularization can be for-
mulated in a CQP form as follows:

min
h

1

2
h⊤(W⊤W + λ2I)h+ (λ1e−W⊤v)

⊤
h s.t. − I h ≤ 0 , (10)

where λ1, λ2 ≥ 0 are regularization parameters. Indeed, this CQP is equivalent
to the following regularized non-negative least squares problem:

argmin
h∈R

r

+

1

2
‖v −Wh‖22 + λ1‖h‖1 +

λ2

2
‖h‖22 . (11)

The ℓ1-norm penalizes less sparse vectors, and the ℓ2-norm is a particular case of
Tikhonov regularization which is often used in CQP because it makes the matrix

2 Recent work presented in [21] may however prove a posteriori the cost monotonicity
for certain heuristic multiplicative updates with sparsity penalty.
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P = W⊤W + λ2I positive-definite at least for any λ2 > 0 and thus makes the
problem strictly convex [10].

To the best of our knowledge, although similar formulations have been con-
sidered to introduce sparsity penalization in constrained least-squares and NMF
problems (e.g., see [11]), there is no such formulation for non-negative decompo-
sition of audio signals. We are only aware of the system proposed in [8,9] which
addresses sparsity regularization by different means as discussed previously.

To solve the problem formulated in (11), we propose to update h iteratively
by using a multiplicative update developed in [12] for the specific case of non-
negative quadratic programs, i.e., for CQPs where A = −I and b = 0 in (9).
For a general non-negative quadratic program, the multiplicative update of [12]
takes the following form:

x ← x⊗ −q+
√

q.2 + 4(P+x)(P−x)

2P+x
, (12)

and is proved to make the cost decrease and to converge to the global solution
as soon as P is positive-definite, x is initialized with positive values, and the
problem is non-degenerate. The problem becomes degenerate when there exists a
positive vector x and a row i such that the update sets xi to zero. Such a case can
happen only when qi ≥ 0 and the i-th row of P is non-negative. In this situation
however, the problem reduces to a smaller problem since the global solution has
its i-th coefficient equal to zero. As a result, if the problem is degenerate, it
suffices to solve the corresponding non-degenerate reduced problem, and then
insert back the zero coefficients in the solution as discussed in [12]. We now
apply this framework to our specific problem.

Let us first discuss the case when a degeneracy occurs. SinceP = W⊤W+λ2I

is non-negative, all rows of P are non-negative and the problem is degenerate
as soon as any coefficient qi of q = λ1e − W⊤v is non-negative. The vector
W⊤v being non-negative, this may occur only when λ1 is sufficiently large,
meaning that non-sparse vectors x = h are highly penalized. In this situation,
the degeneracy implies that the global solution has its i-th coefficient equal to
zero, which is consistent with the high penalty on non-sparse vectors.

We now assume without lack of generality that the considered problem is
non-degenerate, so that −q = W⊤v − λ1e is positive. The right term of the
update can then be developed as follows:

−q+
√

q.2 + 4(P+x)(P−x)

2P+x
=

−q+
√

q.2 + 4(Px)(0x)

2Px
=

−q

Px
. (13)

This leads to the following specific multiplicative update:

h ← h⊗ W⊤v − λ1e

(W⊤W + λ2I)h
, (14)

which ensures positivity of h, monotonic decrease of the cost and convergence
to the global solution, as soon as W⊤W + λ2I is positive-definite and h is
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initialized with positive values. Remark that these conditions are not restrictive
since W⊤W + λ2I is positive-definite at least for any λ2 > 0.

Concerning parameters, we thus just use λ2 to ensure positive-definiteness. If
W⊤W is positive-definite, which is equivalent to W begin invertible, we simply
set λ2 equal to zero. Otherwise, W⊤W is only positive-semidefinite and we set
λ2 equal to a small constant ε > 0. The user therefore needs only to tune the
sparsity parameter λ1 ≥ 0.

In the implementation, we can take advantage of W being fixed to reduce
the computational cost by computing W⊤W + λ2I off-line prior to the de-
composition, as well as W⊤v − λ1e on-line but only once per time-frame. The
update then becomes computationally cheap since it just amounts to computing
one matrix-vector multiplication, one element-wise vector multiplication and one
element-wise vector division per iteration. Moreover, the problem reduction to
a non-degenerate form, which requires simple inequality checks once per time-
frame, reduces the dimensionality and thus the computational cost of the update.
Finally, h can be initialized with the output solution of the previous frame, af-
ter carefully replacing the zero coefficients with small positive values, which in
general greatly speeds up convergence. This makes the proposed scheme suitable
for real-time setups.

5 Non-Negative Decomposition and Frequency

Compromise with the Beta-Divergence

In this section, we define the parametric beta-divergence and give some of its
properties. We then review its use as a cost function for NMF and explain how
it provides a flexible control on the compromise of decomposition between the
different frequency components. We finally formulate the non-negative decompo-
sition problem with the beta-divergence as a cost function and derive a tailored
multiplicative update with convergence guarantees to solve it.

5.1 Definition and Properties of the Beta-Divergence

The beta-divergences form a parametric family of information-theoretic contrast
functions [13, 14]. For any β ∈ R and any points x, y ∈ R++, the β-divergence
from x to y can be defined as follows:

dβ(x|y) =
1

β(β − 1)

(

xβ + (β − 1)yβ − βxyβ−1
)

. (15)

As special cases when β = 0 and β = 1, taking the limits in the above defi-
nition leads respectively to the well-known Itakura-Saito and Kullback-Leibler
divergences:

dβ=0(x|y) = dIS(x|y) =
x

y
− log

x

y
− 1 , (16)

dβ=1(x|y) = dKL(x|y) = x log
x

y
+ y − x , (17)
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while for β = 2, the definition specializes to the half squared Euclidean distance:

dβ=2(x|y) = dE(x|y) =
1

2
(x− y)

2
. (18)

Concerning its properties, the β-divergence is non-negative and vanishes iff
x = y. However, it is not necessarily a distance in the strict sense since it is not
symmetric and does not satisfy the triangle inequality in general. A property
of the β-divergence relevant to the present work is that for any scaling factor
λ ∈ R++ we have:

dβ(λx|λy) = λβdβ(x|y) . (19)

We discuss further the interest of this scaling property for the decomposition of
audio signals in the following.

5.2 Non-Negative Matrix Factorization and the Beta-Divergence

The beta-divergence was first used with NMF to interpolate between the Eu-
clidean distance and the Kullback-Leibler divergence [50]. Starting with the
scalar divergence in (15), a matrix divergence can be constructed as a separable

divergence, i.e., by summing the element-wise divergences as follows:

Dβ(V|Λ) =
∑

i, j

dβ(vij |λij) . (20)

The NMF problem with the β-divergence then amounts to solving the fol-
lowing constrained optimization problem:

argmin
W∈R

n×r

+
, H∈R

r×m

+

Dβ(V|WH) . (21)

As for standard NMF, several algorithms including multiplicative updates
have been derived to solve NMF with the beta-divergence and its extensions
[25, 50]. The heuristic multiplicative updates take the following form:

H ← H⊗W⊤
(

V ⊗ (WH)
.β−2)

W⊤(WH)
.β−1

and W ← W⊗
(

V ⊗ (WH)
.β−2)

H⊤

(WH)
.β−1

H⊤
. (22)

For β = 1 and β = 2, the problem and multiplicative updates specialize respec-
tively to that of Euclidean and Kullback-Leibler NMF. However, even if these
updates are proved to make the cost decrease monotonically for 0 ≤ β ≤ 2, it
may not be the case systematically for other values of β [21].

Modified updates that guarantee the monotonic decrease of the cost for any
β ∈ R have been proposed recently in [20, 21] where an exponent step size p
depending on β is introduced for the right term of the factor updates:

p(β) =











1/(2− β) if β < 1

1 if 1 ≤ β ≤ 2

1/(β − 1) if β > 2

. (23)
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The updates modified with the exponent step size p(β) guarantee the conver-
gence of the cost, but not necessarily convergence of the factors nor local opti-
mality. However, the convergence of the cost function ensures that the sequence
of vectors h always improves the reconstruction with respect to the β-divergence,
thus limiting unstable situations that are undesirable in practice. To the best
of our knowledge, however, there is no NMF system with the beta-divergence
that exploits this result; the algorithms in general have no convergence guar-
antees at all, and even no monotonic decrease of the cost function.3 We also
notice that p(β) ≤ 1 for any β ∈ R with equality iff 1 ≤ β ≤ 2. As a result,
we may take a unit exponent step size p(β) for 0 ≤ β < 1, corresponding to
the heuristic updates, without compromising the cost monotonicity. This is akin
to over-relaxation and produces larger steps, thus reducing their number and
fastening convergence.

Concerning its applications, NMF with the beta-divergence has proved its
relevancy for audio off-line systems in speech analysis [15], source separation [16],
music transcription [17], and non-stationarity modeling with a parametric model
of the spectral templates [18] or a source-filter model for time-varying activations
[19]. The scaling property in (19) may give an insight in understanding the
relevancy of the beta-divergence in this context.

As remarked in [32], the Itakura-Saito divergence for β = 0 is the only
β-divergence to be scale-invariant. This means that the corresponding NMF
problem gives the same relative weight to all coefficients, and thus penalizes
equally a bad fit of factorization for small and large coefficients. For other values
of β, however, the scaling property implies that a different emphasis is put on
the coefficients depending on their magnitude. When β > 0, more emphasis is
put on the higher magnitude coefficients, and the emphasis augments with β.
When β < 0, the effect is the converse.

Considering audio signals, this amounts to giving different importance to
high and low-energy frequency components. In a context of polyphonic music
decomposition, we try to reconstruct an incoming signal by addition of note
templates. In order to avoid common octave and harmonic errors, a good recon-
struction would have to find a compromise between focusing on the fundamental
frequency, the first partials and higher partials. This compromise should also be
achieved in an adaptable way, independent of the fundamental frequency, simi-
larly to a compression rather than a global weighting of the different components.
The parameter β can thus help to control this trade-off. A similar interpretation
holds in a general audio decomposition problem where the decomposition should
find a compromise between the high and low-energy frequency components.

Last but not least, we notice that in the literature, there is in general no
rigorous consideration on the domain of the β-divergence which is usually de-
fined for any β ∈ R as in (15) but for any x, y ∈ R+ instead of R++. This is
nonetheless only possible for β > 1 so that the problem in (21) is not actually
rigorously posed for β ≤ 1. Moreover, even when β > 1, attention must be paid

3 Results in [21] may again prove a posteriori the cost monotonicity for certain heuristic
multiplicative updates employed in the literature.
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in the multiplicative updates as soon as zero values are allowed. In the best
case, a zero value in a factor remains zero as it is updated, but null coefficients
may also introduce divisions by zero. As a result, most of the nice properties
such as monotonic decrease of the cost and convergence may break down and
algorithms may become unstable as soon as zero values are allowed. Such consid-
erations are important for a real-time application where a stable behavior with
no unpredictable errors is mandatory. We thus try in the following to formulate
the problem of non-negative decomposition by taking care of such considerations.

5.3 Problem Formulation and Multiplicative Update

The non-negative decomposition with the β-divergence as a cost function is
equivalent to the following constrained optimization problem:

argmin
h∈R

r

+

Dβ(v|Wh) . (24)

We emphasize again that this problem is not rigorously defined when β ≤ 1.
Considering such technical distinctions is not the sake of this paper; our aim is
rather to develop a generic scheme with a single simple algorithm that works for
any β ∈ R. We will see that assuming a few hypotheses on the problem, we can
define properly such a scheme with convergence guarantees.

We first clearly need to assume that v is positive. For the moment, we put no
other restriction than non-negativity onW, and we propose to solve the problem
by initializing h with positive values and by updating h iteratively with a vector
version of its respective update proposed in [20, 21] as follows:

h ← h⊗
(

W⊤
(

v ⊗ (Wh).β−2
)

W⊤(Wh).β−1

).p(β)

. (25)

This scheme ensures monotonic decrease and convergence of the cost function
as long as h and W⊤(Wh).β−1 stay positive.

These conditions are clearly equivalent to W⊤(Wh) staying positive which
is in turn equivalent to W having no null row and no null column. The case of
a null row is not interesting in practice since the problem becomes degenerate,
implying that we can remove the corresponding rows of v and W. The case
of a null column is also uninteresting since it corresponds to one of the event
templates being null, implying that the problem is degenerate so that we can
remove this column ofW and the corresponding coefficient of h. We thus suppose
without lack of generality that W has no null row or column, hence the updates
guarantee monotonic decrease and convergence of the cost function.

To sum up the required assumptions, we suppose that null rows of W and
corresponding rows of v have been removed, null columns of W and correspond-
ing coefficients of h have been removed, v is positive, and h is initialized with
positive values. These assumptions allow to unify the proposed approach in a
single algorithm with guaranteed convergence of the cost, and a unique param-
eter β ∈ R to be tuned by the user. Moreover, the only restrictive assumption
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is that of v being positive, which can be achieved either by pre-whitening or by
simply setting the zero coefficients to small values ε > 0.

Under the same assumptions, we can also obtain that for any 1 ≤ β ≤ 2,
the sequence of vectors h converges to a locally optimal solution. This result
is based on boundedness of the sequence, as well as recent theoretical advances
on the stability of multiplicative updates [22]. For the sake of conciseness, we
yet do not develop this discussion further since we were not able to generalize
the result. This is because the upper bound on the exponent step size provided
in [22] is still unknown and may be local for other values of β, while it is global
and equal to 2 > p(β) for any 1 ≤ β ≤ 2. Moreover, boundedness may also
break down for β < 0 because of finite limit of the β-divergence at infinity in
the second argument (yet practical values of interest are β ≥ 0).

Concerning implementation, we can take advantage of W being fixed to
employ a multiplicative update tailored to real-time. Indeed, after some matrix
manipulations, we can rewrite the update in (25) as follows:

h ← h⊗
(

(

W ⊗ (ve⊤)
)⊤

(Wh)
.β−2

W⊤
(

(Wh)⊗ (Wh)
.β−2)

).p(β)

. (26)

This helps reduce the computational cost of the update since
(

W ⊗ (ve⊤)
)⊤

can
be computed only once per time-frame, and Wh can be computed and expo-
nentiated only once per iteration. In a tailored implementation, the update thus
amounts to computing a maximum of three matrix-vector multiplications, two
element-wise vector multiplications, one element-wise vector division and two
element-wise vector powers per iteration, as well as one additional element-wise
matrix multiplication per time-frame. The vector h can be directly initialized
with the output solution of the previous frame to speed up convergence. This
makes the scheme suitable for real-time applications even if it is computationally
more expensive than the scheme proposed in the previous section.

Finally, we emphasize that the beta-divergence has already been used in NMF
problems as mentioned above, yet we are not aware of such a formulation for the
context of non-negative decomposition on audio streams. Instead the systems
based on non-negative decomposition have rather considered the special cases
of the Euclidean and Kullback-Leibler cost functions as discussed previously.
Moreover, our formulation allows to consider properly limit cases and to develop
a single scheme tailored to real-time with convergence guarantees for any value
of β ∈ R.

6 Evaluation and Results

In this section, we evaluate the system with the two proposed algorithms on
several tasks of multi-source detection in complex auditory scenes. The anal-
ysis of complex auditory scenes has received a lot of attention, mainly in the
context of computational auditory scene analysis [51] which deals with various
real-world problems such as source separation, polyphonic music transcription,
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recognition of speech in noisy environments, environmental sound recognition
in realistic scenarios. As a quantitative evaluation, we first focus on polyphonic
music transcription and perform a comparative evaluation using a standard eval-
uation framework. We then discuss the tasks of drum transcription and environ-
mental sound detection. Since there is no widely accepted evaluation framework
with standard evaluation metrics and publicly available databases of accurate
ground-truth references for these two tasks, we demonstrate results on differ-
ent experiments with realistic sound samples. The obtained results confirm the
applicability of the proposed system and algorithms to the general problem of
multi-source detection in real-time, and the benefits in using flexible controls on
the decomposition. In the sequel, we employ the following names to designate
the different non-negative decomposition (ND) algorithms tested with the sys-
tem: (END) Euclidean ND in standard formulation, (SCND) sparsity-constrained
ND directly adapted from [48] with a min-sparsity bound smin, (SPND) sparsity-
penalized ND developed in Sect. 4 with a sparsity penalty λ1, (BND) beta ND
developed in Sect. 5 with an energy-dependent frequency trade-off β.

6.1 Polyphonic Music Transcription

The task of music transcription consists in converting a raw music signal into
a symbolic representation such as a score. Considering polyphonic signals, this
task is closely related to multiple-pitch estimation, a problem that has been
largely investigated for music as well as speech, and for which a wide variety of
methods have been proposed (e.g., see [52]).

To evaluate the two proposed algorithms, we considered the problem of poly-
phonic music transcription since it provides a rigorous framework with widely
accepted evaluation metrics and state-of-the-art algorithms as references. We fo-
cused on the task of frame-based multiple-pitch estimation according to the stan-
dards of the Music Information Retrieval Evaluation eXchange (MIREX) [53].

For the evaluation dataset, we considered the MIDI-Aligned Piano Sounds
(MAPS) database [54]. MAPS contains, among other things, isolated samples
of piano notes and real recordings of piano pieces with ground-truth references.
We selected 25 real pieces recorded with the Yamaha Disklavier Mark III and
truncated each of them to 30 s.

In the dictionary, one template was learned for each of the 88 notes of the
piano from an audio fragment created by concatenating the three respective
samples in MAPS at dynamics piano, mezzo-forte and forte. As a representation
front-end, we employed a simple short-time magnitude spectrum, with a frame
size of 50ms leading to 630 samples at a sampling rate of 12600Hz, and computed
with a zero-padded Fourier transform of 1024 bins. The frames were windowed
with a Hamming function, and the hopsize was set to 25ms for template learning
and refined to 10ms for decomposition.

The system was evaluated with the following algorithms and parameters
tuned manually to optimize results over the database: END, SPND with λ1 = 100,
BND with β = 0.5. The decompositions were respectively about 10 times, 10 times
and 5 times faster than real-time under MATLAB on a 2.40GHz laptop with
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4.00Go of RAM. We also notice that the evaluation for the algorithm SCND is
not included since it did not improve results compared to END or SPND, and it
was computationally too expensive to run in real-time.

The activation coefficients output by the algorithms were all post-processed
with the same transcription threshold set manually to 0.02. We did not use any
further post-processing so as to really compare the quality of the observations
output by the different algorithms at the frame level. For complementary infor-
mation, we discuss the use of further post-processing in [23] where minimum-
duration pruning is employed for smoothing the observations at the note level.

To compare results, we also performed the evaluation for two off-line systems
at the state-of-the-art: one based on beta NMF with an harmonic model and
spectral smoothness [17], and another one based on a sinusoidal analysis with a
candidate selection exploiting spectral features [55].

We report the evaluation results per algorithm in Table 1. Standard evalua-
tion metrics from the MIREX are used as defined in [53]: precision P , recall R,
F -measure F , accuracy A, total error Etot, substitution error Esubs, missed error
Emiss, false alarm error Efals. All scores are given in percents.

Table 1. Results of the transcription evaluation per algorithm.

Algorithm P R F A Esubs Emiss Efals Etot

END 51.4 63.3 56.7 39.6 16.9 19.8 42.9 79.6
SPND 52.8 61.6 56.8 39.7 16.5 21.9 38.5 77.0
BND 68.1 65.9 67.0 50.3 8.5 25.6 22.4 56.5

[17] 61.0 66.7 63.7 46.8 10.4 22.9 32.3 65.6
[55] 60.0 70.8 65.0 48.1 16.3 12.8 30.8 60.0

Overall, the results show that the proposed real-time system and algorithms
perform comparably to the state-of-the-art off-line algorithms of [17] and [55].
The algorithm BND even outperforms the other approaches for all metrics. Spar-
sity control in SPND improves the economy in the usage of note templates for
reconstructing the music signal, resulting in general to a smaller recall but a
greater precision compared to END. In other terms, more notes are missed but
this is compensated by the reduction of note insertions and substitutions. As
a result, there is no noticeable global improvement with sparsity control on
the general transcription in terms of F -measure, accuracy and total error. This
is in contrast with the benefits brought by the flexible control on the energy-
dependent frequency compromise in the decomposition for the algorithm BND.

To assess the generalization capacity of the system, we focused on the algo-
rithm BND and performed two other evaluations. In the first, the templates were
learned as above but with three pianos: the Yamaha Disklavier Mark III from
MAPS, the Steinway D from MAPS, and the Pianoforte from the Real World
Computing Music Database [56]. This resulted in the following general metrics:
F = 63.4%, A = 46.5%, Etot = 60.7%. In the second, the test piano was left out
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from training and the templates were learned with the two other pianos. This
resulted in the following general metrics: F = 58.4%, A = 41.2%, Etot = 69.1%.

This shows that the best results are obtained when only the test piano is
used for training, meaning that considering other pianos does not add useful
information to the system. When the test piano is not used for training, general-
ization is not perfect yet the system with the algorithm BND is still competitive
with the other off-line systems. We also emphasize that in a real-time setup, the
templates can in general be learned from the corresponding piano.

To go further, we also submitted the system to MIREX 2010 where it was
evaluated and compared to other algorithms on different tasks of polyphonic
music transcription for various instruments and kinds of music.4 The system
we submitted was a preliminary version of the algorithm BND with just piano
templates in the dictionary as described in [23], and was the only real-time
system in competition. It performed however comparably to the other systems,
with the following general metrics at the frame level for general music with
various instruments: F = 57.4%, A = 45.7%, Etot = 84.7%. Moreover, the
system also finished second on seven systems for the note level tasks of tracking
in general music with various instruments and of tracking in piano music.

6.2 Drum Transcription

For the problem of drum transcription, we considered two drum loops as sample
examples. The first one contains three instruments: kick, snare and hi-hat, and
the second one contains four instruments of a different drum kit: kick, snare,
hi-hat and tom.

The drum loops were both decomposed onto the same dictionary of four
templates representing a kick, a snare, a hi-hat and a tom. The templates were
learned from isolated samples of the second drum kit. This was done to assess the
generalization capacity of the system and algorithms on the first loop. Moreover,
we added an important background of recorded polyphonic music from a wind
quintet to the second loop in order to assess robustness issues as well. The
two corresponding drum loops are available on the companion website. The
representation front-end used for decomposition of the loops was the same as
for polyphonic music transcription, except that the sampling rate was set to
22050Hz to account for high-frequency discriminative information in the hi-hat.

Concerning the non-negative decomposition, we employed the following algo-
rithms: END, SCND with smin = 0.7, SPND with λ1 = 100, BND with β = 0.5. The
decompositions were respectively about 30 times, 3 times, 30 times and 20 times
faster than real-time. The results of the decompositions are shown in Fig. 2.

Figure 2a shows the activations of each template over time and the sparsity
of solutions, as defined in (8), for the different algorithms on the first drum loop.
A hand-labeled reference also represents the binary occurrence of the respective

4 The results of the 2010 MIREX evaluation for multiple fundamental frequency esti-
mation and tracking are available on-line: http://www.music-ir.org/mirex/wiki/
2010:Multiple_Fundamental_Frequency_Estimation_%26_Tracking_Results.
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Fig. 2. Detection of drum instrument occurrences.
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sources over time for comparison. It can be seen that all algorithms have correctly
detected the three drum instruments, proving that the system is capable of
generalization. However, this example reveals the misuse of the tom template in
the decomposition for all algorithms. Indeed the tom is activated even if there
was no tom in the original sequence. The algorithm BND for β = 0.5 is the worst
with regards to this issue. Decreasing β to 0, corresponding to the Itakura-Saito
divergence, the situation even gets worse. Indeed, the more β decreases, the
more low-energy components are emphasized in the decomposition. This gets
critical when β is null since all components, including noisy parts, are equally
weighted (and it is worse for β < 0). Increasing β up to values between 1 and 2,
corresponding respectively to the Kullback-Leibler and Euclidean cost functions,
the results improve progressively to reach that of the algorithm END. It can also be
seen that adding a sparsity penalty with the algorithm SPND helps reduce the tom
activation compared to END and BND. Using a min-sparsity bound, the algorithm
SCND is computationally more expensive than SPND but does not improve the
results compared to SPND.

Figure 2b shows the activations and the sparsity of solutions for the different
algorithms on the second drum loop. It reveals that the system has correctly
detected the four drum instruments despite the important background music.
However, this example illustrates the misuse of several templates in the recon-
struction of the incoming signal. In particular, it appears that the algorithm BND

for β = 0.5 suffers robustness limitations since the tom is highly activated in
the whole sequence, whereas it is actually only played twice at the end in the
original sequence. Moreover, the kick also exhibits wrong activations compared
to the other algorithms. Again, the situation would get worse if we decrease β
to 0, but would improve as β increases between 1 and 2. The three other algo-
rithms are much more robust and do not wrongly activate the tom or the kick.
Instead, the general level of the snare activation is slightly increased. Adding a
penalty term on sparsity with the algorithm SPND does not help to reduce this
phenomenon compared to END. Augmenting λ1 would reduce the level of the
snare activation on the one hand, but also that of the hi-hat on the other hand
so that some strokes would be missed. The more computationally expensive al-
gorithm SCND does not allow to alleviate this issue neither. Moreover, the tom
strokes hinder the detection of the hi-hat with SCND because of the rigid sparsity
bound constraint compared to the flexible penalty of SPND.

6.3 Environmental Sound Detection

For the task of environmental sound detection, we created three complex audi-
tory scenes containing several sound sources among 13 selected common sound
events: car horn, beep of a microwave, noise of a refrigerator, electric razor,
spray, bell ringing, dog barking, ice cubes falling in an empty glass, closing a
door cupboard, clinking glasses, scraping a metal pan, sharpening a knife, re-
moving a cork from a bottle. These sound events are quite various in frequency
content and shape, and most of them are non-stationary in different aspects. For
example, the razor, spray and refrigerator are long steady sounds with important



22 Arnaud Dessein, Arshia Cont, and Guillaume Lemaitre

noisy components as well as spectral modulation at a micro-temporal level, and
in particular roughness for the razor. The dog, ice cubes, door, glasses, pan, knife
and cork are shorter but all exhibit a clear non-stationary temporal pattern in
their spectrum. The car horn, microwave and bell are much more stationary and
have a spectrum similar to simplified instrument notes with an evident tone and
an almost stationary profile with attack, sustain and release.

To make the created scenes realistic and assess the robustness of the system,
we also added an important amount of background noise. The first scene was
created by mixing three sound sources within the background of a railway sta-
tion hall featuring many people speaking and footsteps. The second contains five
sound sources within the background of a bus stop featuring noise from road con-
struction, from the traffic and from a bus. The third contains five sound sources
within the background of a shop featuring many people speaking and noise from
human activities. The three corresponding environmental scenes are available
on the companion website. The respective dictionaries used for decomposition of
the scenes were each composed of seven templates with the present events and
other events from the selection. The representation front-end was exactly the
same as for polyphonic music transcription.

The mixed auditory scenes were decomposed with the following algorithms:
END, SCND with smin = 0.9, SPND with λ1 = 1000, BND with β = 0.5. The
decompositions were respectively about 40 times, 2 times, 40 times and 20 times
faster than real-time. The results of the decompositions are shown in Fig. 3.

Figure 3a shows the activations of each template and the sparsity of solutions
for the different algorithms on the first auditory scene. It can be seen in general
that all algorithms have correctly detected the three sound events present in the
auditory scene, but that the system tends to use too many templates. The salient
voices and footsteps in the background noise activate the bell, dog, car horn and
razor templates, and the whole background noise tends to higher the activation
levels of the door and the pan templates. These errors are clearly demonstrated
with the algorithm END. The algorithm BND for β = 0.5 performs even poorer,
and using other values of β does not allow to circumvent the problem of wrong
activations. The algorithm SCND seems to perform better, even if a few errors are
still present. Augmenting the min-sparsity bound smin would slightly attenuate
these errors, but would also augment the number of missed events. The algorithm
SPND, despite being computationally cheaper, seems to fit sparsity better to the
signal dynamic and is more robust. It allows a sparser decomposition compared
to END and BND, while being flexible enough when several sources are present
compared to SCND. It also allows to remove the wrong activations observed for
the other algorithms, and to reduce the general activation level of the pan, yet
that of the door is still relatively high.

Figure 3b shows the activations and the sparsity of solutions on the second
auditory scene. Again, the algorithms have in general correctly detected the five
sound events but use too many templates to reconstruct the signal. In particular,
the background noise activates the pan even if there is no pan in the original se-
quence. These errors are clearly demonstrated with the algorithms END, BND and
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Fig. 3. Detection of environmental sound events.



24 Arnaud Dessein, Arshia Cont, and Guillaume Lemaitre

0

0
.5 1

Cork

0

0
.5 1

Dog

0

0
.1

0
.2

Door

0

0
.1

0
.2

Glass

0

0
.5 1

Ice cubes

0

0
.5 1

Knife

0

0
.5 1

Razor

0
.5 1

Sparsity

(c) Third auditory scene.

E
N

D
B

N
D

S
C

N
D

S
P

N
D

R
e
fe

re
n
c
e

Fig. 3. Detection of environmental sound events (continued).



Real-Time Detection of Overlapping Sound Events with NMF 25

SCND. Changing the value of β does not help to alleviate this issue, and increasing
smin would undermine the correct detection of several sound events. Moreover,
for the three algorithms, there is a clear wrong detection in the spray event tem-
plate, where a gas noise from the bus is confused with the spray source. These
issues are not reported at all for the algorithm SPND which is very robust against
the background noise on this example and still detects correctly the occurrences
of the five sources. This is a consequence of the sparsity being adapted to the
signal dynamics thanks to the penalization in SPND, whereas the less flexible
bound constraint of SCND reveals insufficient in this example.

Figure 3c shows the activations and the sparsity of solutions on the third
auditory scene. The results corroborate the previous ones. Even if all algorithms
have been able to detect the five sound events, the issues of robustness discussed
previously are confirmed. Here, the door and glass templates are activated while
there are not present in the original sequence. The algorithm BND also wrongly
detects several occurrences of the dog source. Furthermore, we notice again a
limitation of the sparsity bound constraint smin in SCND since some dog occur-
rences are missed. The algorithm SPND seems to cope better with these issues
by reducing importantly the door and glass activations compared to END, while
still detecting correctly the present sources. This again results from the sparsity
value being flexible enough even if it is regularized.

7 Conclusion

In this paper, we discussed the problem of real-time detection of overlapping
sound events. To address this problem, we designed a general system based
on NMF techniques, and we investigated the introduction of flexible controls
in the non-negative decomposition of the input signal. We proposed two com-
putationally efficient and provably convergent algorithms that include controls
respectively on the sparsity and on the frequency compromise of the decomposi-
tion. We applied the proposed algorithms to several multi-source detection tasks
with real-time constraints and discussed the benefits in using such controls to
improve detection.

On the one hand, sparsity control has revealed efficient for improving the
robustness of the system in the task of environmental sound detection, where
one has to deal with background noise and salient undesirable sound events
with highly overlapping frequency content. For the task of drum transcription,
however, sparsity did not improve significantly the results on the considered
examples, even if the system was still able to correctly detect the different in-
struments in general. Further investigation is needed on this line to understand
and address the problem. On the other hand, a control on the frequency compro-
mise of the decomposition has revealed efficient in the task of polyphonic music
transcription, where partials or high frequencies with low energy are important
for discriminating between the different musical events. This control thus helped
the system to perform comparably to the state-of-the-art but in real-time. This
is encouraging for further improvement of the proposed approaches.
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To begin with, we want to develop a computationally efficient scheme that
couples the advantages of the two proposed algorithms. Recent advances in [21]
demonstrate the possibility to combine the beta-divergence with sparsity reg-
ularization while keeping cost monotonicity. Such a scheme may find benefits
in complex situations of environmental sound detection or music information
retrieval. For example, in the task of multiple-instrument transcription, a spar-
sity control in combination with frequency trade-off may help the discrimination
and the detection of the correct instruments when several instruments overlap
in pitch range. Another example is that of melody extraction, where frequency
trade-off may improve discrimination and separation while sparsity may help to
find the most predominant musical events that define the melody. Other para-
metric families of divergences than the beta-divergences could also be studied
in these contexts to find relevant interpretation of their parameters as flexible
controls on the decomposition.

Also, we would like to overcome the implicit assumption in NMF techniques
that the templates are stationary. This has not been a serious issue here even if we
considered non-stationary sounds in our experiments. The rigorous consideration
of non-stationarity is however likely to become crucial when considering sounds
with more complex temporal profiles than those employed in this paper. To
tackle this limitation, it is possible to consider front-end representations that
capture variability over a short time-span, such as the modulation spectrum
used in [9]. We believe however that a more elaborate approach is necessary to
address efficiently the non-stationarity of real-world objects, by considering the
temporality of templates directly within the NMF model. We could for example
consider extended models as those proposed in [18, 19, 57] which allow to deal
with time-varying objects. Another potential approach is to combine NMF with
a state representation of sounds similar to hidden Markov models as in [58–60].
These two approaches should be investigated further.

Besides modeling the temporality of the events, the template learning phase
may also be improved. In our case of rank-one non-negative factorization, we
could have used the singular value decomposition theory instead. An advantage
in formulating the learning phase in an NMF framework is that of the variety
of extended schemes available to learn one or more templates for each sound
source. For example, we tried employing the beta-divergence for template learn-
ing, yet it did not improve systematically the results in our experience. Further
considerations are also needed in this direction.

In addition, other representation front-ends could be employed instead of
a simple magnitude spectrum. For the task of polyphonic music transcription,
considering non-linear frequency scales (e.g., constant-Q transform) may improve
the system. In a more general setup, we would like also to address the use of a
wavelet transform, maybe coupled with a modulation spectrum representation,
to provide a multi-scale analysis of the spectro-temporal features of the sounds.
The extension of NMF to tensors may also enhance the system, allowing for
instance to use multi-channel information in the representation. We have also
extended the proposed sparse algorithm to deal with complex representations.
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This extension has not been discussed in the paper, but can help to consider
more informative representations that account for phase information.

We would like finally to improve further the robustness and the generalization
capacity of the system. Concerning robustness, a first direction may be to model
information from the encoding coefficients during template learning to improve
detection during decomposition. We could alternatively investigate the use of
non-fixed updated basis vectors to absorb noise and other undesirable sound
components. Concerning generalization, we may enhance our model to deal with
adaptive event templates. For example, second-order cone programming may be
employed to consider non-fixed templates constrained within geometric cones.
A similar idea has already been proposed in [48] for supervised classification
with NMF. Other possibilities come from the use of a hierarchical instrument
basis as in [39] or more generally from convex NMF techniques with convergence
guarantees as proposed in [21]. Future work should address the adaptation of
these approaches to the proposed algorithms.
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