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Natural Wave Control in Lattices of Linear Oscillators 

Denis V. Efimov, Alexander L. Fradkov 

 

The problem of natural wave control involves steering a lattice of oscillators towards a desired natural (i.e. zero-input) 

assignment of energy and phase across the lattice. This problem is formulated and solved for lattices of linear oscillators via a 

passivity-based approach. Numerical simulations of 1D and 2D linear lattices and a 1D lattice of nonlinear oscillators confirm the 

effectiveness of the proposed controls. 

I. INTRODUCTION 

 Analysis and control of a complex motion in the interconnected and spatially distributed systems have been an area of 

intensively growing research during the last decades. It has numerous applications in many disciplines, especially in physics 

[6], [7], biology [28] and electrical engineering [2], [36], [39]. The problems of power system control, traffic control, control 

of communication networks can be solved in the framework of regulation of spatially distributed or networked systems (see 

special issues in the engineering journals [15]−[19]). In physics, applications of control theory for studying dynamics of 

complex systems lead to appearance of a new interdisciplinary area of science gradually becoming known as “Cybernetical 

Physics” [11]. 

 Design and application of control strategies to manipulation of complex oscillatory and spatiotemporal patterns have 

become a central issue of nonlinear dynamics and physics [24] [27]. Waves propagation [1], [2], [23]−[25], [33], [37], 

Belousov–Zhabotinsky reaction supervision [29], [38], excitable biological tissues regulation [3], [5], [8], [40], Frenkel-

Kontorova models [11] have been controlled by using feedback methods that points out the possibility of dynamical pattern 

manipulation in excitable media. Such a sort of problems arise in a variety of engineering applications ranging from the 

macroscopic (e.g., cross directional paper machine processes, automated highway systems, unmanned aerial vehicle or mobile 

robot formations, satellite constellations), to the microscopic (e.g., arrays of micro-cantilevers or nanostructures) [20]. For a 

spatially distributed control of a system one needs to design a stabilizing algorithm taking into account the problem of a 

proper control propagation over time and space. Design and analysis of an active device capable to control the mechanical 

waves is considered in [30], where the framework of a “mechanical wave diode” is presented. All previously mentioned works 

are oriented on particular control strategies synthesis and none of them studies spatially distributed systems in a systematic 

way. A promising approach to systematic development of control methods for complex networks or continuous distributed 

systems is to start with the systems of a low complexity. In this work the lattice of linear oscillators is considered as such a 

simple spatially distributed system. 

 Dynamics of many spatially distributed systems can be described by partial differential equations or, after discretization, 

by lattices of nonlinear oscillators [31]. Though stabilization-like control goals for lattices are well studied [14], [20], 

excitation of waves was considered previously only for some special cases [11], [12], [32]. In a steady state vicinity, the 

nonlinear lattice can be reduced to the considered lattice of linear oscillators. Such a reduction leads to many important 
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properties lost, for example, the breather/soliton existence phenomenon can be analyzed in nonlinear framework only [21] 

(that is an important area of research in physics initiated by Fermi-Pasta-Ulam (FPU) numerical experiments [6], [22]). 

However, as the first step for the problem formulation and a preliminary solution presentation, the lattices of linear oscillators 

are very useful, as we are going to show below.  

 In this work the problem of wave control is addressed. The existence conditions of solitons or breathers were intensively 

studied before, here we attempt to solve the problem of a given wave excitation starting from any initial state of a lattice. Such 

a control can be important for researchers working experimentally with different waves for their analysis, as well as for 

understanding how these waves arise in nature. 

 The proposed solution to the problem is based on transformation of the system to a canonic form followed by spectrum 

localization. The idea is to excite the desired modes in order to ensure a required oscillation amplitude and phase resetting for 

the prespecified vertices. Our approach to control design uses the speed-gradient method proposed in [9], [10] and extended 

to control of oscillations and partial stabilization in [34], [35]. The essence of the speed-gradient method is in evaluation of 

the speed Qɺ  of variation of the given goal function Q  along plant trajectories, and changing the control variables in the 

direction of gradient of  Qɺ  with respect to the control. 

 The outline of the paper is as follows. The lattice equations and the problem statement are given in section 2. The 

control design is performed in section 3. The results of application for 1D and 2D lattices, as well as for a 1D nonlinear FPU 

lattice, are presented in section 4. 

II.  PROBLEM STATEMENT 

 Consider 1D lattice of linear oscillators (the symbol 1,n  denotes the sequence of integers 1,...,n ): 

  2
1 1( 2 )i i i i ix x x x b u+ −= Ω + − +ɺɺ , 1,i n= , 0 1 0nx x += =  (1) 

or 2D lattice 

  2
, , 1 , 1 1, 1, , ,( 4 ) T

i j i j i j i j i j i j i jx x x x x x+ − − += Ω + + + − +b uɺɺ , (2) 

  , 1 ,0 0, 1, 0i m i j n jx x x x+ += = = = , 1,i n= , 1,j m= , 

where RΩ ∈  is the lattices “frequency”, 1n > , 1m >  define the lattices dimension, ix  or ,i jx  correspond to 1D or 2D 

vertices positions, ixɺ , ,i jxɺ  and ixɺɺ , ,i jxɺɺ  stand for velocities and accelerations correspondingly, the scalar ib  or the vector 

,i jb  determine appearance of the scalar control u  in 1D case or the vector one mR∈u  in 2D. Typically the controls 

influence the lattices from one side, i.e. 

  1 0b ≠ , 0kb = , 2,k n= ; 

  1, 0j ≠b , , 0k j =b , 2,k n= , 1,j m=  

in 1D and 2D cases respectively. The ND case (N > 2) can be treated similarly. 

 The systems (1), (2) are linear and by enumeration of the states they can be written in the form 

  = +s As Buɺɺ , lR∈s  

for suitably defined matrices A  and B , where l n=  for a 1D lattice and l nm=  in 2D case (1D lattice is already in this form 

with 1[ ,..., ]nx x=s ). The spectrum of the systems (1) or (2) is pure imaginary r riλ = ±ω , 1,r R=  with multiplicities rp  (the 



  

matrix A  has eigenvalues 2
r−ω , 1,r R= ) and 

1

R
rr

p l= =∑  (in 1D case all 1rp = , 1,r R= , but in 2D case 1 min{ , }p n m= ). 

Then there exists a linear transformation of coordinates =z Rs  with nonsingular R  composed by right eigenvectors of the 

matrix A  (this matrix is symmetric from (1), (2) and has l  independent eigenvectors) such, that the systems (1), (2) can be 

represented in the canonical form: 

  ,1 ,2k kz z=ɺ , 2
,2 ,1

T
k k k kz z= −ω +β uɺ , 1,k l= ,  (3) 

  mR∈u , 1
1[ ... ]Tl

−= =β β R BB . 

For each 1,k l=  the system (3) is called the normal mode of (1), (2). Actually the system (1), (2) has the same form as (3) 

with an additional coupling of neighbors and the control acting just on one layer in the lattices. In (3) all oscillators are 

uncoupled with the control influencing on all modes directly. The representation of lattices (3) indicates that in the 

uncontrolled case ( 0=u ) the systems (1), (2) solutions are purely oscillating: 

  
1

( ) sin( )
n

i k k kk
x t t== α ω + φ∑ , 1,i n= ; (4a) 

  , , , ,1 1
( ) sin( )

m n
k j k j k j k jj k

x t t= == α ω +φ∑ ∑ , 1,i n= , 1,j m= , (4b) 

where iα , iω , iφ  and ,i jα , ,i jω , ,i jφ  are real constant parameters determined by initial conditions for 1D and 2D cases 

respectively. Any such solution (4) for all admissible set of parameters we will further call a natural wave for the lattices. 

Motivation of the term “natural” is that such waves exist in (1), (2) without an external influence. According to the lattice 

structure not all real values iα , iφ  and ,i jα , ,i jφ  for 1,i n= , 1,j m=  can be admissible (the frequencies iω , ,i jω  are 

predefined by the lattice dimension and Ω ). 

 The problem is to create a predefined natural wave in the lattice. To this end, m  vertices are chosen (m  is the number 

of the controls available) and their indices are collected in the set V , ( )card m=V  (the symbol ( )card ⋅  is stated for a set 

cardinality). The number d m≤  of the frequencies is specified (these frequencies define the stabilized wave spectrum), their 

indexes are given in the set F , ( )card d=F . The reference behavior for all vertices in V  is defined in the form 

  *
, ,( ) sin( )i i k k i kk

x t A t∈= ω + ϕ∑ F
, i ∈ V ; (5a) 

  *
, , , , ,( ) sin( )i j i j k k i j kk

x t A t∈= ω + ϕ∑ F
, ( , )i j ∈ V  (5b) 

for all 0t ≥  in 1D and 2D cases respectively, where ,i kA , ,i kϕ  and , ,i j kA , , ,i j kϕ  are given constants. It is assumed that 

*( ) ( )i ix t x t=  for all i ∈ V  for the system (1) or *
, ,( ) ( )i j i jx t x t=  for all ( , )i j ∈ V  for the system (2) are admissible 

invariant solutions with ( ) 0t ≡u  for all 0t ≥  (not all triples ( )A ⋅ , ( )⋅ω , ( )⋅ϕ  are admissible for the chosen sets V  and F , 

that follows from the lattice topology). In other words, the solutions (5) belong to the natural waves for (1), (2). From physical 

point of view, it is necessary to ensure the lattice oscillations of a predefined spectrum with a given profile of the wave front.  

Then, it is required to design a control u  such that 

  *lim [ ( ) ( ) ] 0t i ix t x t→+∞ − = , i ∈ V ; 

  *
, ,lim [ ( ) ( ) ] 0t i j i jx t x t→+∞ − = , ( , )i j ∈ V . 

Thus we are looking for the control that excites a predefined natural wave for the lattices (1) or (2) with the fixed behavior of 



  

the vertices in the set V , i.e. a wave of a given spectrum with predefined shape. Since the wave is natural, in this case may be 

( ) 0t →u  for t → + ∞ . It is assumed that the state of the lattice is accessible for measurements, i.e. ,1kz , ,2kz  for all 1,k l= . 

III.  MAIN RESULT 

 To solve the posed problem, a decomposition to two subproblems with two different subgoals is proposed. The first one 

consists in spectrum F  localization, i.e. it is necessary to eliminate all oscillating modes in the system corresponding to the 

frequencies not included in F  and to excite the desired modes k ∈ F  in order to ensure the required amplitudes of 

oscillation ( )A ⋅  for the vertices given in V . The second subgoal is the phase resetting for the vertices V  (the desired phases 

( )⋅ϕ  have to be assigned), this objective deals with the wave coordination in time and space. Having the same spectrum the 

waves can have different forms (“standing” or “running”), the wave form can be assigned by coordination of phases for the 

nodes in V . These subgoals are independent, and in general case achievement of one of them does not necessarily imply 

achievement of another goal. Let us consider two solutions of these subproblems utilizing the special form of (3). 

 

 A. Spectrum localization 

 This problem can be stated and solved for the canonical representation of the lattices (3). Each normal mode in (3) has 

energy or Hamiltonian function 

  2 2 2
,1 ,2 ,2 ,1( , ) 0.5( )k k k k k kH z z z z= + ω , 1,k l= , 

with the time derivative 

  2 2
,2 ,1 ,1 ,2 ,2( )T T

k k k k k k k k k kH z z z z z= − ω + + ω =β u β uɺ . 

Then the problem of the spectrum localization can be solved by stabilization of the desired values for the energies *
kH , 

1,k l= , which we further assume given as follows: * 0iH =  for all i ∉ F , and some * 0iH ≠  for all i ∈ F . For brevity of 

presentation let 1[ ,..., ]TlH H=H , * * *
1[ ,..., ]TlH H=H  and { 1, : }k k ii l= = ω = ωS , 1,k l=  be the set of all normal modes 

indices with the same frequency. The proposed control design is based on speed-gradient approach [9], [10], [34], [35] with 

the energy-based goal function * *( ) [ ( ) ] [ ( ) ]TQ = − −z H z H H z H . 

 Theorem 1. For any * lR+∈H  consider the control 

  ( )= −χu y , *
,21

( )
l

k k k kk
H H z== −∑y β , (6) 

where ( ) 0T χ >y y  for any \ {0}mR∈y  is differentiable and ( 0) 0χ = , (0 ) 0′χ ≠ . Let for all 1,k l=  the vectors sβ , ks ∈ S  

be linearly independent, then (3), (6) is partially stable with respect to the variable *( )t −H H  and for all initial conditions 

(0 ) { : 0, }l
iR H i+∈ = ∈ > ∈H HH F  the relation 

  *lim ( )t t→+ ∞ =H H  

holds, provided that the matrix W , defined for 1,k d= : 

  2 1,2 1k kW − = ; 2 1, 0k iW − = , 1, 2i d=  and 2i k≠ ; 



  

  2
2 ,2 1k k kW − = −ω ; 2 ,2 1 0k hW − = , 1,h d=  and h k≠ ; 

  *
2 ,2 (0) T

k h k h hW H′= χ β β , 1,h d= , 

has all eigenvalues with positive real parts. 

 Proof. Consider the following Lyapunov function (proof of the theorem utilizes the passivity property of the speed-

gradient algorithms for conservative systems [34], [35]) 

  * *( ) 0.5( ) ( )TV = − −H H H H H  

that for the system (3) has the time derivative TV = y uɺ . Substitution of (6) gets ( ) 0TV = − χ ≤y yɺ , that ensures for the system 

(3), (6) partial stability with respect to the variable *−H H  [13]. For any finite *H  this property implies boundedness of the 

variable H , that in its turn guarantees the states ,1kz , ,2kz , 1,k l=  definiteness for all 0t ≥  and their boundedness. 

 Note that if ( 0 ) 0=H  then ( ) 0t =u  for all 0t ≥  and the lattices (1), (2) have no oscillations (( ) 0ix t = , , ( ) 0i jx t =  for 

all 0t ≥ , 1,i n= , 1,j m= ). To prove that in the case (0 ) 0≠H  the oscillations never die under (6) consider the system (3), 

(6) linearization at the origin (the origin corresponds to the case 0=H ):  

  ,1 ,2k kζ = ζɺ , 2 *
,2 ,1 ,2(0)T

k k k k i i ii
H∈

′ζ = −ω ζ + χ ζ∑β β
F

ɺ , 

1,k l= ; ,1kζ , ,2kζ  are the corresponding coordinates of the linearised system. Enumerating the states it is possible to put all 

modes from the set F  as the first 2d  coordinates, then the matrix of the system will be low-triangular. The first block is 

described by the matrix W  having 2d  eigenvalues with positive real parts, for i ∉ F  the blocks on the main diagonal have 

pure imaginary eigenvalues. Therefore, if ( 0 ) ∈H H , then ( ) 0iH t ≠  for all 0t ≥  for all i ∈ F . 

 By construction 0V <ɺ  for all 0≠y , and 0V =ɺ  if and only if 0≡y  and 0≡u . Next, we would like to prove the 

system (3) (strong) observability with respect to the output y  for the set of initial conditions ( 0 ) ∈H H , i.e.  

  ( ) 0t ≡y , ( ) 0t ≡u  for all 0t ≥  ⇒ *( )t =H H , 0t ≥  

(owing (6) the converse trivially holds and *( )t =H H  for all 0t ≥  ⇒ ( ) 0t ≡y , ( ) 0t ≡u , 0t ≥ ). If this property is satisfied, 

then by standard arguments *( )t →H H  with t → + ∞ . 

 Assume that ( ) 0t ≡y , ( ) 0t ≡u  for all 0t ≥ . Since ( ) 0t ≡u , 0t ≥  all normal modes are isolated in (3) and for all 

0t ≥  and for 1,r l=  we have 

  ( )r rH t = η ; ,1( ) sin( )r r r rz t a t= ω + υ , ,2( ) cos( )r r r r rz t a t= ω ω + υ , 22r r ra −= η ω , 

where rη  and rυ  are the constant dependent on initial conditions. By contrary, take a set of indices *{ 1, : }k kk l H= = η ≠R . 

From the output y  definition we obtain 

  *0 [ ] cos( ) T
r r r r r r rr

H a t∈= η − ω ω + υ∑ β
R

, 0t ≥ . 

It could be the case that * 0rH ≠  and 0rη =  for all r ∈ R , then 0ra =  and the observability fails. However, from the 

consideration above if ( 0 ) 0iH ≠  for all i ∈ F , then it should be 0rη ≠  for all r ∈ R  with * 0rH ≠ . Therefore for 

( 0 ) ∈H H  we may restrict our consideration to the case 0ra ≠ , r ∈ R , then 



  

  cos( ) 0T
r r r rr

t∈ γ ω + υ =∑ β
R

, *[ ]r r r r ra Hγ = ω η −  

and the last equation can hold for all 0t ≥  if for all r ∈ R  the equalities 

  0
r

s ss∈ γ =∑ β
S

, 1,2v =   

are satisfied. Since sγ  are arbitrary real constants the equalities above can not be true if the vectors sβ , rs ∈ S , r ∈ R  are 

linearly independent as it is claimed in the theorem conditions. We arrive at the contradiction, the set R  is empty and the 

system (3) is (strongly) observable with respect to the output y  for ( 0 ) ∈H H . ■ 

 Under conditions of theorem 1 the control (6) solves the problem of spectrum localization for the lattices. The conditions 

include the restriction on initial conditions ( 0 ) ∈H H , that can be easily satisfied (if it is not the case and (0) 0=H , then a 

pulse u  has to be applied exciting the lattice, next at the instant of time 0t ′ ≥  when ( )t ′ ∈H H  the control (6) can be 

activated), and the requirement on linear independence of sβ , ks ∈ S , 1,k l= . This condition is always true for 1D case, 

since in this case all sets kS , 1,k l=  contain just one element (all frequencies are distinct). 

 

 B. Phase resetting and wave control 

 This problem can be solved for the canonical representation (3) and for the systems (1), (2) directly. In this work we will 

focus our attention on the case (3) only. 

 The desired phases
 ,i kϕ , i ∈ V  or , ,i j kϕ , ( , )i j ∈ V  correspond to the frequency kω , k ∈ F , the normal modes into 

the set kS  all have the same frequency kω  and different phases pυ , kp ∈ S . The variables ix  and ,i jx  for all 1,i n= , 

1,j m=  are linear combinations of the variables ,k vz , 1,k l= , 1,2v = , thus for given *
kH , 1,k l=  the desired values *kυ  for 

the phases kυ , k ∈ F  can be derived from the phases ,i kϕ  and , ,i j kϕ . In this case the problem of phase resetting for ix , 

,i jx  is reduced to the problem of phase resetting for the modes k ∈ F  in (3). 

 Each normal mode in (3) for 1,k l=  can be rewritten in action-angle coordinates [26] 

  ,1 ,2( , )k k k kI H z z= , ,1 ,2/ 2 atan( / )k k k kz zυ = π − ω  ⇔ 1
,1 2 cos( )k k k kz I−= ω υ , ,2 2 sin( )k k kz I= υ  

as follows 

  2 sin( ) T
k k k kI I= υ β uɺ ; 

cos( )

2

T
k k

k k
kI

υυ = − ωβ
uɺ , 1,k l= ,  (7) 

where kI R+∈  and [0,2 )kυ ∈ π  (further all additions or subtractions with the phase variables kυ  are understood by modulus 

2π). Let us stress that the action-angle representation (7) of the normal form (3) is correct for the case 0≠H  only. We will 

further accept that for the case 0kI =  always 0kυ =  (formally, if 0kI =  then there is no oscillations and the phase can be 

defined artificially). From these equations we see that for ( ) 0t ≡u  for all 0t ≥  we have ( ) (0)k k kt tυ = υ − ω , 1,k l=  and 

the phase resetting consists in replacement of the initial conditions (0 )rυ  with some predefined values *rυ , r ∈ F  which 

characterize the required profile of the wave in the lattice. Therefore, the objective of the phase resetting is 

  *lim | ( ) ( ) | 0t r r rt t→+∞ υ − υ − ω = , r ∈ F . 



  

 The problem of phase resetting can be easily solved for (7) applying approach similar to the presented in theorem 1, but 

we are more interested in simultaneous solution of the spectrum localization and phase resetting problems, i.e. we will assume 

that the desired values *kH  for the action variable kI , 1,k l=  ( * 0iH =  for all i ∉ F  and * 0iH ≠  for all i ∈ F ) with the 

desired values *rυ  for rυ , r ∈ F  are given. Then theorem 1 admits the following extension. 

 Theorem 2. For any * lR+∈H  consider the control 

  ( )= −χu ψ , (8) 

* *
1
( ) 2 sin( ) ( )cos( ) / 2 ,

l
k k k k k r r r r r rk r

I H I t I= ∈= − υ + υ − υ + ω υ∑ ∑ψ β β
F

 

where ( ) 0T χ >ψ ψ  for any \ {0}mR∈ψ , ( 0) 0χ = , sup | ( ) |mR∈ χ < + ∞
ψ

ψ . Let for all 1,k l=  the vectors sβ , ks ∈ S  be 

linearly independent, then the system (7), (8) is partially stable with respect to the variables *( )t −H H , *( )r r rt tυ − υ + ω , 

r ∈ F  and for all initial conditions the relations hold: 

*lim ( )t t→+ ∞ =H H , *lim [ ( ) ] 0t r r rt t→+ ∞ υ − υ + ω = , r ∈ F . 

 Proof. The control (8) is always finite and even for the case 0=H  the solutions of the system (7), (8) are well defined 

at least locally. Consider the following Lyapunov function 

  * 2 * 2
1

0.5 ( ) ( )
l

k k r r rk r
V I H t= ∈

 = − + υ − υ + ω  ∑ ∑ F
, 

in this case the function V  is explicitly time-varying and its time derivative has form TV = ψ uɺ . Substitution of (8) gives 

( ) 0TV = − χ ≤ψ ψɺ , that ensures the system (7), (8) partial stability with respect to the variables *−H H  and 

*( )r r rt tυ − υ + ω , r ∈ F  [13]. Boundedness of H  ensures that the system (7) state trajectories are well defined and bounded 

for all 0t ≥ .  

 By construction 0V <ɺ  for all 0≠ψ , and 0V =ɺ  if and only if 0≡ψ  and 0≡u  (since the control (8) is time-varying, 

even 0=H  doest not imply 0=u ). Next, the last thing to prove is the system (7) (strong) observability with respect to the 

output ψ , i.e. 

  ( ) 0t ≡ψ , ( ) 0t ≡u  for all 0t ≥  ⇒ *( )k kI t H= , 1,k l= ,  

  *( )r r rt tυ = υ − ω , r ∈ F  for all 0t ≥  

(the converse is obviously satisfied). If the observability is true, then the desired attractivity is substantiated. 

 Let ( ) 0t ≡ψ , ( ) 0t ≡u  for all 0t ≥ . Since ( ) 0t ≡u , 0t ≥  all systems in (7) are isolated and for all 0t ≥  and 1,r l=  

the relations ( )r rI t = η , r r rtυ = κ − ω  hold, where rη  and rκ  are the constants dependent on initial conditions. By contrary, 

assume that there exist some sets of indices *{ 1, : }k kk l H= = η ≠R  and *{ : }r rr= ∈ κ ≠ υP F , then from the output ψ  

definition we for all 0t ≥  obtain 

 sin( ) cos( ) 0k k k k r r r rk r
t t∈ ∈γ κ − ω + α κ − ω =∑ ∑β β

R P
, *( ) 2k k k kHγ = η − η , *( ) / 2r r r rα = κ − υ η , 0t ≥ . 

The last equation can hold for all 0t ≥  if for all r ∈ ∪R P  the equalities 0
r

s ss∈ γ =∑ β
S

, 0
r

s ss∈ α =∑ β
S

 are satisfied. 

Since sγ , sα  are arbitrary real constants the equalities above can not be true if the vectors sβ , rs ∈ S , r ∈ ∪R P  are 



  

linearly independent as it is claimed in the theorem conditions. We arrive at the contradiction, the sets R , P  are empty and 

the system (7) is (strongly) observable with respect to the output ψ . ■ 

 Under conditions of theorem 2 the control (8) solves the problems of spectrum localization and phase resetting for the 

lattices (1), (2). Therefore, a natural wave stabilization with desired parameters is ensured. The conditions include the 

requirement on linear independence of sβ , ks ∈ S , 1,k l=  only. Since the control (8) is time-varying the problem of 

oscillation death is naturally solved: at the point 0=H  the bounded control (8) automatically generates an exciting pulse. 

Again the vectors sβ  are always linearly independent in 1D case. 

IV.  EXAMPLES 
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  Fig. 1. Results of simulation for 1D case 

 A. 1D lattice 

 The results of the control (8) application for 1D lattice with 20n =  is presented in Fig. 1 with ( ) 5 tanh( )y yχ = , 1 1b = , 

0kb = , 2,k n=  and 1Ω = . One mode with the frequency 2.14ω =  is chosen into the set F , the desired value of the phase 

is / 2π . In Fig 1,a the energies ( )rH t , 1,r l=  are plotted, in Fig. 1,b the variables ( ) ( )r r rt t tϕ = υ + ω , 1,r l=  are 

presented (these variables have to converge to constant values, in particular *( )r r rt tϕ → υ + ω  for r ∈ F ) and the control is 



  

shown in Fig. 1,c. The red solid curves correspond to regulated variables rH , rϕ , the red dash lines represent the 

corresponding desired values *rH , *
rυ . 

 

 B. 2D lattice 

 The results of the control (8) application for 2D lattice with 10n m= =  is presented in Fig. 2 with ( ) 5 tanh( )y yχ = . 

The vectors 1, jb , 1,j m=  form the identity matrix (each node in the input layer is regulated by its own control) and 

, 0k j =b , 2,k n= , 1,j m=  and 1Ω = . The frequency 1 2ω =  has maximal multiplicity 1 10p n= =  in this case, and all 

normal modes with this frequency are chosen to reach the level of energy equals 1 (the corresponding desired phases are 

uniformly distributed from 0 and π). In Fig 2,a the energies ( )rH t , 1,r l=  are presented, in Fig. 2,b the variables 

( ) ( )r r rt t tϕ = υ + ω , 1,r l=  are shown (these variables have to converge to constant values, in particular *( )r r rt tϕ → υ + ω  

for r ∈ F ) and the controls are plotted in Fig. 2,c. The red solid curves correspond to regulated variables rH , rϕ , the red 

dash lines represent the corresponding desired values *
rH , *

rυ . 
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  Fig. 2. Results of simulation for 2D case 



  

 

 C. FPU nonlinear lattice 

 Finally consider a nonlinear 1D lattice from the FPU experiment [4], [22]: 

  2 2 2
1 1 1 1( 2 ) [( ) ( ) ]i i i i i i i i ix x x x x x x x b u+ − + −= Ω + − + α − − − +ɺɺ , 1,i n= , 0 1 0nx x += =  (9) 

where 0α >  is a parameter, and all symbols have the same meaning as previously. The difference between (1) and (9) 

consists in appearance of the nonlinear coupling proportional to α . The system (9) admits soliton or breather solutions. 

 Let us apply to (9) the controls developed for the system (1) to demonstrate that the linear approximation of lattice 

oscillations is rather reliable. To this purpose, we chose the same parameters of the system (9) as for (1) in the first 

simulation: 20n = ; ( ) 5 tanh( )y yχ = ; 1 1b = , 0kb = , 2,k n= ; 1Ω =  and 0.333α = . The mode with the frequency 

2.14ω =  is chosen into the set F , the desired value of the corresponding phase is / 2π . The results of the lattice (9) 

simulation are shown in Fig. 3. In Fig 3,a the energies ( )rH t , 1,r l=  are plotted, in Fig. 3,b the variables 

( ) ( )r r rt t tϕ = υ + ω , 1,r l=  are presented and the control is shown in Fig. 3,c. The red solid curves correspond to regulated 

variables rH , rϕ , the red dash lines represent the corresponding desired values *
rH , *

rυ . 
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  Fig. 3. Results of simulation for the FPU case 

 



  

 Comparing the results presented in figures 1 and 3 note that the convergence of rH  in the FPU case is less monotone but 

still takes place, while the phases rϕ  do not approach a constant values except the one from the set F  (for the nonlinear case 

the phase definition and its dynamics are more complicated, formally the frequency of oscillations in (9) depends of the 

system current energy). Nevertheless, the control converges to zero asymptotically. These results demonstrate that the 

proposed wave regulation approach is rather robust, and it is relevant for weakly nonlinear lattices also (even if the deviations 

from the steady state have significant amplitudes). 

V. CONCLUSION 

 The problem of natural waves stabilization at the desired energy levels for lattices of linear oscillators is posed and 

solved. Passivity-based approach is used to derive the control algorithms. Analytical applicability conditions of the method 

are established. Simulation results confirm efficiency of the proposed methodology. 

 Interestingly to note, that it is hard to solve the posed problem  for the original linear systems (1) or (2). However, 

applying the nonlinear transformation we obtain a straightforward solution for the nonlinear representation (7). The proposed 

control law is also nonlinear. The phase resetting problem is addressed. 

 Some preliminary results of application of the proposed method to a nonlinear FPU lattice are reported. A theoretical 

extension of the proposed approach to nonlinear case is rest for a future work. 
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