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Natural Wave Control in Lattices of Linear Oscillators

Denis V. Efimov, Alexander L. Fradkov

The problem of natural wave control involves steering a lattice of oscillators towards a desired natural (i.e. zero-input)
assignment of energy and phase across the lattice. This problem is formulated and solved for lattices of linear oscillators via a
passivity-based approach. Numerical smulations of 1D and 2D linear lattices and a 1D lattice of nonlinear oscillators confirm the

effectiveness of the proposed controls.

I. INTRODUCTION

Analysis and control of a complex motion in théensonnected and spatially distributed systems heen an area of
intensively growing research during the last desattehas numerous applications in many discipliespecially in physics
[6], [7], biology [28] and electrical engineering]| [36], [39]. The problems of power system cohttaffic control, control
of communication networks can be solved in the &awnrk of regulation of spatially distributed or wetked systems (see
special issues in the engineering journals [15]h[1B physics, applications of control theory fstudying dynamics of
complex systems lead to appearance of a new ist@piinary area of science gradually becoming knasrCybernetical
Physics” [11].

Design and application of control strategies tanipalation of complex oscillatory and spatiotempqatterns have
become a central issue of nonlinear dynamics ansigs [24] [27]. Waves propagation [1], [2], [2324], [33], [37],
Belousov—Zhabotinsky reaction supervision [29],][3&citable biological tissues regulation [3], ,[38], [40], Frenkel-
Kontorova models [11] have been controlled by udeepback methods that points out the possibilitgymamical pattern
manipulation in excitable media. Such a sort ofbfgms arise in a variety of engineering applicatioanging from the
macroscopic (e.g., cross directional paper maghineesses, automated highway systems, unmannedi\agricle or mobile
robot formations, satellite constellations), to thigroscopic (e.g., arrays of micro-cantileversmanostructures) [20]. For a
spatially distributed control of a system one netxdslesign a stabilizing algorithm taking into agobthe problem of a
proper control propagation over time and spaceigbesnd analysis of an active device capable tdrobthe mechanical
waves is considered in [30], where the framework thechanical wave diode” is presented. All pregly mentioned works
are oriented on patrticular control strategies sgithand none of them studies spatially distribgestems in a systematic
way. A promising approach to systematic developnaérdontrol methods for complex networks or contins distributed
systems is to start with the systems of a low cexipl. In this work the lattice of linear oscillaois considered as such a
simple spatially distributed system.

Dynamics of many spatially distributed systems lsardescribed by partial differential equationsafier discretization,
by lattices of nonlinear oscillators [31]. Thougtalslization-like control goals for lattices are Wwetudied [14], [20],
excitation of waves was considered previously dolysome special cases [11], [12], [32]. In a syeathte vicinity, the

nonlinear lattice can be reduced to the considéattite of linear oscillators. Such a reductiond&do many important
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properties lost, for example, the breather/solgaistence phenomenon can be analyzed in nonlimearefvork only [21]
(that is an important area of research in physiitaied by Fermi-Pasta-Ulam (FPU) numerical experits [6], [22]).
However, as the first step for the problem formaoland a preliminary solution presentation, thédas of linear oscillators
are very useful, as we are going to show below.

In this work the problem of wave control is addexs The existence conditions of solitons or berativere intensively
studied before, here we attempt to solve the proloita given wave excitation starting from anyialiistate of a lattice. Such
a control can be important for researchers worleérgerimentally with different waves for their argiy; as well as for
understanding how these waves arise in nature.

The proposed solution to the problem is basedarstormation of the system to a canonic form fe#id by spectrum
localization. The idea is to excite the desired e®oih order to ensure a required oscillation amgéitand phase resetting for
the prespecified vertices. Our approach to comtesign uses the speed-gradient method proposé], ifLp] and extended

to control of oscillations and partial stabilization [34], [35]. The essence of the speed-gradieethod is in evaluation of

the speedQ of variation of the given goal functio® along plant trajectories, and changing the conteslables in the

direction of gradient ofQ with respect to the control.

The outline of the paper is as follows. The lattequations and the problem statement are givesedtion 2. The
control design is performed in section 3. The itssof application for 1D and 2D lattices, as wallfar a 1D nonlinear FPU

lattice, are presented in section 4.

[I. PROBLEM STATEMENT
Consider 1D lattice of linear oscillators (the skwhl_n denotes the sequence of integkrs,n):
% = Q% (X +%-1=2% ) +h U, =1, % =X, =0 (1)
or 2D lattice
K5 = QX jart X jo1tXo1j TXaqy —4% ;) +b] U, (2
X me1= %0 X0 =Xegj =0, 1 =Ln, j=Lm,
where QUR s the lattices “frequency’n>1, m>1 define the lattices dimensiong or X ; correspond to 1D or 2D

vertices positions¥ , % ; and %, % ; stand for velocities and accelerations correspwiy the scalaly or the vector

b; ; determine appearance of the scalar controin 1D case or the vector onel] R™ in 2D. Typically the controls

influence the lattices from one side, i.e.

bl,j

in 1D and 2D cases respectively. The ND case ()N ca8 be treated similarly.
The systems (1), (2) are linear and by enumeratidhe states they can be written in the form
$=As+Bu, sOR

for suitably defined matriced and B, wherel =n for a 1D lattice and = nm in 2D case (1D lattice is already in this form

with s=[X,,...,x,]). The spectrum of the systems (1) or (2) is poraginaryA, = w,i, r =1,R with multiplicities p, (the



matrix A has eigenvaluesof, r :1,_R) and Zil p, =!I (in 1D case allp, =1, r =1,R, butin 2D casep, = min{n, m} ).

Then there exists a linear transformation of camtlisz = Rs with nonsingularR composed by right eigenvectors of the
matrix A (this matrix is symmetric from (1), (2) and hasndependent eigenvectors) such, that the systémng$2) can be

represented in theanonical form:
%1% %2 22 = ~6kZs BRU, k=1, ®)
udR™, B=[B,...5,]" =R'B.
For eachk =1, the system (3) is called the normal mode of (2), Actually the system (1), (2) has the same fas(3)

with an additional coupling of neighbors and thetool acting just on one layer in the lattices.(8) all oscillators are
uncoupled with the control influencing on all modésectly. The representation of lattices (3) iradés that in the

uncontrolled caseu =0) the systems (1), (2) solutions are purely odailta
(1) =Y _asin(@t+q), i =1n; (4a)

)(1<,j(t)=22ilzrk]:1ak,j sin(@ it +@ ;). i =1n, j=1m, (4b)
wherea;, w, @ anda;;, & ;, @ ; are real constant parameters determined by imtatitions for 1D and 2D cases

respectively. Any such solution (4) for all admidsi set of parameters we will further calhatural wave for the lattices.

Motivation of the term “natural” is that such wavesist in (1), (2) without an external influencecobrding to the lattice

structure not all real values;, @ ando;;, @ ; for i =1,n, j=1,m can be admissible (the frequencies, w ; are

predefined by the lattice dimension af).

The problem is to create a predefined natural vilihe lattice. To this endn vertices are chosenr( is the number
of the controls available) and their indices arbected in the setV , card(V) =m (the symbolcard([) is stated for a set
cardinality). The numbed < m of the frequencies is specified (these frequendédme the stabilized wave spectrum), their

indexes are given in the sgt, card(‘F) = d . The reference behavior for all vertices W is defined in the form
X ()= p Axsin(@t + ), 10V (5a)

X ()= 0 Agksin@d +4 0, (,1)8V (5b)
for all t=0 in 1D and 2D cases respectively, whekg., ¢; and A ., ¢; ;x are given constants. It is assumed that
X (t) =xi*(t) for all iO"V for the system (1) ong ; () :xi*’j(t) for all (i, )0V for the system (2) are admissible
invariant solutions withu(t) =0 for all t=0 (not all triples Ay, wy, ¢y are admissible for the chosen saéts and F,

that follows from the lattice topology). In otheowds, the solutions (5) belong to the natural wdee$l), (2). From physical
point of view, it is necessary to ensure the lattscillations of a predefined spectrum with a gipeofile of the wave front.

Then, it is required to design a controlsuch that
lim, bl %() =X (9] =0, i07V;
lim ol %0 =% (9] =0, (i, )0V .

Thus we are looking for the control that excitgg@defined natural wave for the lattices (1) orW&h the fixed behavior of



the vertices in the seV , i.e. a wave of a given spectrum with predefineape. Since the wave is natural, in this case reay b

u(t) - 0 for t — +oo. Itis assumed that the state of the lattice ¢ssible for measurements, i®., z , for all k =1l .

. MAIN RESULT

To solve the posed problem, a decomposition tosmaproblems with two different subgoals is progloSéhefirst one

consists in spectrunff localization, i.e. it is necessary to eliminateaacillating modes in the system correspondintho
frequencies not included iff and to excite the desired mod&$]l F in order to ensure the required amplitudes of
oscillation Ay for the vertices given inV . Thesecond subgoal is the phase resetting for the vertideégthe desired phases
¢y have to be assigned), this objective deals withwave coordination in time and space. Having #reesspectrum the

waves can have different forms (“standing” or “ringf), the wave form can be assigned by coordimaté phases for the
nodes in"V . These subgoals aiadependent, and in general case achievement of one of thess dot necessarily imply

achievement of another goal. Let us consider tatisms of these subproblems utilizing the spefaain of (3).

A. Spectrum localization
This problem can be stated and solved for the miaabrepresentation of the lattices (3). Each radmmode in (3) has

energy or Hamiltonian function

Hi(Ze1 % 2) =0.5(% »+ 6z 1), k=1],
with the time derivative
Hi = 72— 6671 +BRU) + 0§24 &2 =% BrU-
Then the problem of the spectrum localization carsblved by stabilization of the desired valuestfar energiesH,:,

k=11, which we further assume given as foIIova =0 forall i0d0F, and someHi* #0 for all i00F . For brevity of

presentation letH =[H,,....H, I", H" =[H],...,H, " and S, ={i =1,1: @} =}, k=1 be the set of all normal modes
indices with the same frequency. The proposed obd#sign is based on speed-gradient approachl[@], [34], [35] with
the energy-based goal functi®(z) =[H(2) -H']"[H(2 -H'] .
Theorem 1Forany H' O R, consider the control

U=X(Y) ¥ = X (He ~HOZoB ©)
where y'x(y) >0 for any y OR™\{0} isdifferentiableand x(0)=0, x'(0)# 0. Let for all k =1, the vectors Bs. sOS,
be linearly independent, then (3), (6) is partially stable with respect to the variable H(t)—H" and for all initial conditions
H(0)OH= {HJ R.:H 0/ F} therelation

lim, ., H(t)=H"

holds, provided that the matrix W , defined for k = 1d:

Wo, g =1 Wy, 4 =0, i=1,2d and i # 2k ;



Woy o-1= _‘*f; Wy n-1=0, h =1,d and h#k:
Wo on = X' (0)BiByHp, h=1d,

has all eigenvalues with positive real parts.
Proof. Consider the following Lyapunov functiorr@pf of the theorem utilizes the passivity propesfythe speed-

gradient algorithms for conservative systems [§2H])
V(H)=05H-H" ) (H-H")
that for the system (3) has the time derivate y'u . Substitution of (6) get¥ = -y'x(y) <0, that ensures for the system
(3), (6) partial stability with respect to the \atrie H —H" [13]. For any finiteH" this property implies boundedness of the
variable H , that in its turn guarantees the statgs, 7z ,, k =1, definiteness for alt >0 and their boundedness.
Note that ifH(0) =0 thenu(t) =0 for all t 20 and the lattices (1), (2) have no oscillations(f) =0, x ;(t) =0 for

all t=0, i=1n, j=1,m). To prove that in the cadd(0) # O the oscillations never die under (6) considersystem (3),

(6) linearization at the origin (the origin corresyls to the casél =0):
C1= k2 Ck2= _mizk,l +ﬁIX'(0)zin H¢ B
k=11 ; Cx1+ (o are the corresponding coordinates of the linedrigstem. Enumerating the states it is possibfgutaall
modes from the seff as the first2d coordinates, then the matrix of the system willlde-triangular. The first block is
described by the matri¥V having 2d eigenvalues with positive real parts, fidd F the blocks on the main diagonal have
pure imaginary eigenvalues. ThereforeHif0) 0 , thenH;(t) 0 forall t>0 forall i 0 F .
By constructionV <0 for all y#0, andV =0 if and only if y=0 and u=0. Next, we would like to prove the
system (3) (strong)bservability with respect to the outpuyt for the set of initial conditionsi(0)0FH , i.e.
y(t)=0, u(t)=0 forall t=0 = H(t)=H", t=0
(owing (6) the converse trivially holds ardi(t) =H" for all t=0 = y(t) =0, u(t) =0, t=0). If this property is satisfied,
then by standard argumertti(t) — H* with t — +oo.
Assume thaty(t) =0, u(t)=0 for all t=0. Sinceu(t)=0, t=0 all normal modes are isolated in (3) and for all

t=0 and forr :1_,I we have
H () =n,; z,(t) =a sin(wt +u ), z ,(t) =aw cos(yt +y ), & =\/2ﬂr(*’r_2 ,

wheren, andu, are the constant dependent on initial conditi@&yscontrary, take a set of indicé® ={k =1,1: Ne 2 H;} .

From the outputy definition we obtain
0= x[N —Hlaw cos(at +y )B; , t=0.
It could be the case that, #0 and n, =0 for all rOR , then a =0 and the observability fails. However, from the

consideration above iH;(0)# 0 for all iOF, then it should ben, 20 for all r R with Hr* #0. Therefore for

H(0)O7 we may restrict our consideration to the case 0, r DR , then



> crYecos(@t +y Bl =0, v, =a.@[n ~H,]
and the last equation can hold for &# O if for all r OR the equalities
Zsms, VB =0, v=12
are satisfied. Sincg, are arbitrary real constants the equalities alwarenot be true if the vectof,, sOS,, rOR are
linearly independent as it is claimed in the theoonditions. We arrive at the contradiction, teé B is empty and the
system (3) is (strongly) observable with respe¢heooutputy for H(0)OFH . [

Under conditions of theorem 1 the control (6) sslthe problem of spectrum localization for thédas. The conditions

include the restriction on initial conditiortd(0)0 4 , that can be easily satisfied (if it is not theeandH (0) = 0, then a
pulse u has to be applied exciting the lattice, next & itstant of timet’' >0 when H(t')OH the control (6) can be
activated), and the requirement on linear indepecel®f B, sOS,, k =1, . This condition is always true for 1D case,

since in this case all sefy , k =1, contain just one element (all frequencies areratigt

B. Phase resetting and wave control
This problem can be solved for the canonical regmtation (3) and for the systems (1), (2) diredtiythis work we will
focus our attention on the case (3) only.

The desired phasef  , i av or b (0 j)0°V correspond to the frequenay,, kO F , the normal modes into
the setS, all have the same frequenay, and different phases,, pOS,. The variablesx and x ; for all i =1n,

j =1,m are linear combinations of the variablgs, , k =11, v=1,2, thus for givenH, , k=1, the desired values, for
the phasesy,, kO can be derived from the phasg¢s, and ¢, ;. In this case the problem of phase resettingxar

%, ; is reduced to the problem of phase resettingfemtodesk I ’f in (3).

Each normal mode in (3) fdc =1, can be rewritten in action-angle coordinates [26]
le = Hi( 21 %,0) s U =T 2 —atan(@zcy /22 = 21 = 6k y21 €OS(Y ), % =421 Sin(uy )
as follows

_ cos(u, Bx

I =21, sin(uy )BLU; UK—WU—Q}(, k=11, ]

where |, OR, and v, O[0, & ) (further all additions or subtractions with theaph variables), are understood by modulus
21). Let us stress that the action-angle representd) of the normal form (3) is correct for thesedd # 0 only. We will
further accept that for the casg =0 alwaysuv, =0 (formally, if 1, =0 then there is no oscillations and the phase can be
defined artificially). From these equations we Hest for u(t) =0 for all t 20 we haveuv, (t) = v, (0)-wt, k =11 and

the phase resetting consists in replacement oinitiel conditions v, (0) with some predefined valua:s: , rOF which
characterize the required profile of the wave mltttice. Therefore, the objective of the phasetteng is

M, oo |0 ) = (U — 1) [=0, FOF .



The problem of phase resetting can be easily ddtwe(7) applying approach similar to the presdritetheorem 1, but

we are more interested in simultaneous solutiah@kpectrum localization and phase resetting prob) i.e. we will assume

that the desired valuel, for the action variabld,, k=1, (H; =0 for all idF and H; #0 for all i 0 F) with the

desired values)? for v, rO0/F are given. Then theorem 1 admits the followingeagion.

ro

Theorem 2For any H" OR. consider the control
u=-x(y), (8)
=Y, O —HOV2E sin( OB+ (U =Y, + @t )cos@ B, A2,
where \|1Tx(\|;)>0 for any w OR™\{0} , Xx(0)=0, SUR, e X @ )K +o. Let for all k=11 the vectors B, sOS, be
linearly independent, then the system (7), (8) is partially stable with respect to the variables H(t)-H", o, (t) - U: +wt,
r O F and for all initial conditions the relations hold:
lim, .. H(®)=H", lim_,.Ju,(t)-u, +wf =0, rOF.

Proof. The control (8) is always finite and eventhe caseH =0 the solutions of the system (7), (8) are well riedi

at least locally. Consider the following Lyapunawmétion

V=08 YL (e -He P+, (0 -0+t F |,
in this case the functioW is explicitly time-varying and its time derivatieas formV =y"u . Substitution of (8) gives
V =-y'x(y)<0, that ensures the system (7), (8) partial stgbilitith respect to the variabledd -H" and
o, (t) - U: +wt, rOF [13]. Boundedness dfl ensures that the system (7) state trajectorieseltedefined and bounded
forall t=0.

By constructionV <0 for all w#0, andV =0 if and only if y =0 andu =0 (since the control (8) is time-varying,

even H =0 doest not implyu =0). Next, the last thing to prove is the system(§fjong) observability with respect to the
outputwy, i.e.

w(t)=0, u(t)=0 forall t20 = I, (t) =Hy, k=1],
v, (t)=v, —wt, rOF forall t=0
(the converse is obviously satisfied). If the olaéility is true, then the desired attractivitysigbstantiated.
Let w(t)=0, u(t)=0 for all t=0. Sinceu(t) =0, t=0 all systems in (7) are isolated and fortad O andr =11

the relationsl  (t) =n,, v, =K, —w,t hold, wheren, andk, are the constants dependent on initial conditiByscontrary,

assume that there exist some sets of indiBes{ k =1,1: Ne # H|:} and P={r0Fxk #Zv :} , then from the outputy

definition we for allt =0 obtain
> e Vi Sin(ik — B +Y° & cos —@t B, =C vy, =(n ~H)y2n,, o, =(k, ~v;)/2n, , t=0.

The last equation can hold for dlk 0 if for all r DR P the equalitieszsus YBs =0, Zsus a B =0 are satisfied.

Since y,, oy are arbitrary real constants the equalities atmare not be true if the vectofs, sOS,, rOR] P are



linearly independent as it is claimed in the theoonditions. We arrive at the contradiction, teessR , P are empty and

the system (7) is (strongly) observable with respethe outputy . u

Under conditions of theorem 2 the control (8) sslthe problems of spectrum localization and phesetting for the

lattices (1), (2). Therefore, a natural wave stahilon with desired parameters is ensured. Thalitons include the
requirement on linear independence ff, sOS,, k=11 only. Since the control (8) is time-varying theoplem of

oscillation death is naturally solved: at the poit=0 the bounded control (8) automatically generateganiting pulse.

Again the vectorg are always linearly independent in 1D case.

IV. EXAMPLES
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Fig. 1. Results of simulation for 1D case
A. 1D lattice

The results of the control (8) application for tHRtice with n =20 is presented in Fig. 1 witg(y) =5tanh(y ), b =1,
b, =0, k =2,n and Q =1. One mode with the frequenay =2.14 is chosen into the sef , the desired value of the phase
is /2. In Fig 1,a the energie#l, (t), r =1l are plotted, in Fig. 1,b the variabldgs (t) = v, (t)+wt, r =1l are

presented (these variables have to converge tdasunslues, in particulad, (t) — U: +wt for r 0 ) and the control is



shown in Fig. 1,c. The red solid curves corresptmdegulated variableH,, ¢,, the red dash lines represent the

corresponding desired valugs, , v, .

B. 2D lattice
The results of the control (8) application for Riftice with n=m=10 is presented in Fig. 2 witly(y) =5tanh(y ).

The vectorsb, ;, j=1,_m form the identity matrix (each node in the inpaydr is regulated by its own control) and
by =0, k =2,n, j =1m and Q=1. The frequencyw, =2 has maximal multiplicityp, =n =10 in this case, and all

normal modes with this frequency are chosen tolréhe level of energy equals 1 (the correspondiesjrdd phases are

uniformly distributed from 0 andm). In Fig 2,a the energie$i, (t), r =1,1 are presented, in Fig. 2,b the variables

o, (t)=v, () +wt, r =1, are shown (these variables have to converge tstaoinvalues, in particulap, (t) - U: +wt

for r O F) and the controls are plotted in Fig. 2,c. The selid curves correspond to regulated variaties ¢, , the red

dash lines represent the corresponding desiredasuhiﬁ, u*r .
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Fig. 2. Results of simulation for 2D case



C. FPU nonlinear lattice
Finally consider a nonlinear 1D lattice from tHeUFexperiment [4], [22]:

% = Q%(Xu1 %1 =2% ) +0l(X 1 =%)% ~(4 -y %) U, i =1n, %=X, =0 ©)
where a >0 is a parameter, and all symbols have the sameintgas previously. The difference between (1) a@d (
consists in appearance of the nonlinear couplinggmtional toa . The system (9) admits soliton or breather sohgio

Let us apply to (9) the controls developed for #iygstem (1) to demonstrate that the linear appration of lattice
oscillations is rather reliable. To this purposes whose the same parameters of the system (9)rad)fan the first
simulation: n=20; x(y)=5tanh(y ); b =1, b =0, k=2,n; Q=1 and a=0.333. The mode with the frequency

w=2.14 is chosen into the seff, the desired value of the corresponding phasa/i2 . The results of the lattice (9)
simulation are shown in Fig. 3. In Fig 3,a the egresx H (t), r =1 are plotted, in Fig. 3,b the variables
o, ()=v (+wt, r =1 are presented and the control is shown in Fig.The red solid curves correspond to regulated

variablesH, , ¢, , the red dash lines represent the correspondisigedievaluesH; , v, .
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Fig. 3. Results of simulation for the FPU case



Comparing the results presented in figures 1 andt@ that the convergence Bif, in the FPU case is less monotone but
still takes place, while the phasés do not approach a constant values except theronethe set’F (for the nonlinear case

the phase definition and its dynamics are more dicatpd, formally the frequency of oscillations (&) depends of the
system current energy). Nevertheless, the conwolv@rges to zero asymptotically. These results detrate that the
proposed wave regulation approach is rather rolmsk,t is relevant for weakly nonlinear latticésoa(even if the deviations

from the steady state have significant amplitudes).

V. CONCLUSION

The problem of natural waves stabilization at dasired energy levels for lattices of linear oatilts is posed and
solved. Passivity-based approach is used to d#nevecontrol algorithms. Analytical applicability mditions of the method
are established. Simulation results confirm efficigof the proposed methodology.

Interestingly to note, that it is hard to solve thosed problem for the original linear systenjsafl(2). However,
applying the nonlinear transformation we obtairtraightforward solution for the nonlinear represgion (7). The proposed
control law is also nonlinear. The phase resefiiradplem is addressed.

Some preliminary results of application of the geed method to a nonlinear FPU lattice are regoetheoretical

extension of the proposed approach to nonlinear isa®st for a future work.
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