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Analyse de sensibilité pour des problèmes de contrôle

optimal relaxés avec contraintes sur l'état �nal

Résumé : Dans cet article, nous calculons un développement au second ordre de la fonction
valeur d'une famille de problèmes de contrôle optimal avec contraintes sur l'état �nal, paramétrée
par une variable de perturbation. L'analyse de sensibilité est réalisée pour des contrôles nommés
R−strong solutions. Ce sont des solutions optimales par rapport à l'ensemble des contrôles
admissibles de norme in�nie inférieure à R ayant une trajectoire associée dans un petit voisinage
pour la norme in�nie. Dans ce cadre, la relaxation nous permet de considérer une large classe
de perturbations et ainsi d'obtenir des estimations précises de la fonction valeur.

Mots-clés : contrôle optimal, analyse de sensibilité, relaxation, mesures de Young, principe
de Pontryagin, solutions fortes.
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1 Introduction

Let us consider a family of relaxed optimal control problems with �nal-state constraints, param-
eterized by a perturbation variable θ. The variable θ can pertub the initial state, the dynamic of
the system, the cost function and the �nal-state constraints. The aim of the article is to compute
a second-order expansion of the value V (θ) of the problems, in the neighborhood of a reference
value of θ, say θ.

This second-order expansion is obtained by applying the methodology described in [5] and
originally in [3]. The approach is the following: we begin by linearizing the family of optimization
problems in the neighborhood of an optimal solution of the reference problem. The �rst-order and
the second-order linearizations provide a second-order upper estimate of the value function. A
�rst lower estimate is obtained by expanding the Lagrangian up to the second order. Considering
a strong su�cient second-order condition, we show that the distance between the reference
solution and solutions to the perturbed problems is of order |θ−θ|. Then, it follows directly that
the lower estimate corresponds to the upper estimate previously obtained.

In this study, we use the notion of R−strong optimal controls. We say that a control is an
R−strong optimal solution if it optimal with respect to the controls with a uniform norm smaller
than a given R > 0 and having a trajectory su�ciently close for the uniform norm. This notion is
related to the one of bounded strong solutions [18], since by de�nition, a bounded strong solution
is an R−strong solution for all R > 0. In order to obtain a sharp upper estimate of V , we must
derive a linearized problem from a wide class of perturbations of the control. Typically, we must
be able to perturb the reference optimal control with close controls for the L1−distance, but not
necessarily close for the L∞−distance. For such perturbations of the control, we use a special
linearization of the dynamic of the system, the Pontryagin linearization [18].

We perform the sensitivity analysis in the framework of relaxed optimal controls. Roughly
speaking, at each time, the control variable is not anymore a vector in a space U , but a probability
measure on U , like if we were able to use several controls simultaneaously. The new control
variable is now a Young measure, in reference to the pioneering work of L.C. Young. Relaxation
of optimal control problems with Young measures has been much studied, in particular in [6, 7,
12, 17, 23, 24, 25]. It is expected that a classical optimal control problem and its relaxed version
have the same value, since any Young measure is the weak-∗ limit of a sequence of classical
controls. This question is studied in [2, 13].

Three aspects motivate the use of the relaxation. First, by considering convex combinations
of controls in the sense of measures, we manage to describe in a convenient way a large class of
perturbations of the optimal control. This idea was used in [9] to prove Pontryagin's principle in
the case of mixed constraints and more recently in [16]. Moreover, in this framework, we derive
directly from abstract results [11] a regularity metric theorem for the L1−distance. The asso-
ciated quali�cation condition uses the Pontryagin linearization. This theorem not only justi�es
the linearization of the problem but it also permits to exhibit some su�cient conditions to ensure
the equality of classical and relaxed problems. Finally, the existence of relaxed solutions to the
perturbed problem is guaranteed, which is not the case in a classical framework.

We obtain a lower estimate of the value function by assuming a su�cient second-order condi-
tion of the same kind as the one in [4]. We assume that a certain quadratic form is positive and
that the Hamiltonian satis�es a quadratic growth condition. In order to expand the Lagrangian
up to the second-order, we split the controls into two parts, one accounting for the small of the
control in L∞−distance, the other accounting for the large variations. We obtain the decompo-
sition principle described in [4] and a lower estimate which corresponds to the upper estimate
previously obtained.

The outline of the paper is as follows. In section 2, we use the Pontryagin linearization to
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4 Bonnans & Pfei�er & Serea

derive Pontryagin's principle. We also prove our metric regularity theorem and study conditions
ensuring the equality of classical and relaxed problems in the context of R−strong solutions.
In section 3, we obtain a �rst-order upper estimate of V and in section 4 a second-order upper
estimate. In section 5, we prove the decomposition principle and we obtain the lower estimate.
Two examples are discussed in section 6. All the theoretical material related to Young measures
is recalled in the appendix, with precise references from [1, 8, 21, 22].

2 Necessary conditions in a relaxed framework

2.1 Setting

In this section, we study the �rst-order necessary optimality conditions of a bounded strong
solution to an unperturbed optimal control problem with �nal-state constraints, in a relaxed
framework. Let us begin by de�ning the problem in a classical problem. The control and state
spaces are respectively

U := L∞(0, T ;Rm), Y := W 1,∞(0, T ;Rn). (2.1)

The state equation is {
ẏt = f(ut, yt), for a.a. t ∈ [0, T ],

y0 = y0.
(2.2)

For a control u in U , we denote by y[u] the trajectory statisfying the di�erential system (2.2).
We consider the following �nal state constraint:

Φ(yT ) ∈ K, (2.3)

where K stands for a �nite number nC of equalities and inequalities, as follows:

K := {0nE} × RnI− ⊂ RnC , (2.4)

with nC = nE + nI . A control u is feasible if Φ(yT [u]) ∈ K. The classical optimal control
problem that we consider is

Min
u∈U

φ(yT [u]), s.t. Φ(yT [u]) ∈ K. (P)

All the functions introduced (f , φ, and Φ) are supposed to be C2,1 (twice di�erentiable with a
Lipschitz second-order derivative).

Let us consider a feasible control u and its associated trajectory y. Let R > 0 and η > 0, we
de�ne the localized problem as follows:

Min
u∈U, ||u||∞≤R

φ(yT [u]), s.t. Φ(yT [u]) ∈ K, ||y[u]− y||∞ ≤ η. (Pη,R)

De�nition 1. Let R > 0, the control u is said to be an R−strong optimal solution if there exists
η > 0 such that u is solution to (Pη,R).

Note that the control u is a bounded strong solution if for all R > ||u||∞, it is an R−strong
optimal solution [18, page 291].

From now, we �x u ∈ U and R > ||u||∞, and we suppose that u is an R−strong optimal
solution.

Inria



Sensitivity analysis for relaxed optimal control problems with �nal-state constraints 5

2.2 Relaxed problem

Let us denote by UR the closed ball of radius R and centre 0 in Rm. We consider a relaxed
formulation of the localized problem by taking controls in the space of Young measures on
[0, T ]× UR,MY

R . The basic de�nitions related to Young measures are recalled in the appendix.
The dynamic associated with a Young measure µ inMY

R is the following:{
ẏt =

∫
UR

f(u, yt) dµt(u), for a.a. t ∈ [0, T ],

y0 = y0.
(2.5)

This de�nition is compatible with (2.2) for controls in U . We extend the mapping y[µ] to Young
measures. In our study, we will call elements ofMY

R relaxed controls, by contrast with elements
of U which will be called classical controls.

Given η > 0, we relax the localized problem (Pη,R) as follows:

Min
µ∈MY

R

φ(yT [µ]), s.t. Φ(yT [µ]) ∈ K, ||y[µ]− y||∞ ≤ η. (PY,η,R)

Denoting by µ the Young measure associated to u, we say that µ is a relaxed R−strong optimal
solution if it is a solution to problem (PY,η,R) for some η > 0 su�ciently small. The following
assumption is motivated by the fact that any relaxed control is the weak-∗ limit of a sequence
of classical controls.

Hypothesis 2. The relaxed control µ is a relaxed R−strong solution.

From now, we focus on the notion of relaxed R−strong solution. In this section, we study
the optimality condition of problem (PY,η,R). In section 3, we will introduce a perturbation
parameter θ and start then the sensitivity analysis.

In theorem 20, we provide some su�cient conditions to ensure hypothesis 2.

2.3 Metric regularity for the L1−distance
In our study, the addition of Young measures must be understood as the addition of measures on
[0, T ]× UR. It is clear that with this de�nition of the addition, a convex combination of Young
measures is still a Young measure. In the sequel, we use the notation g[t] := g(ut, yt) for every
function g of (u, y).

The following de�nition of the Pontryagin linearization is a non-standard linearization of the
state equation. Indeed, we only linearize the dynamic with respect to the state variable. We
extend the de�nition of [18, page 40] to Young measures.

De�nition 3. For a given control µ, we de�ne the Pontryagin linearization ξ[µ] in Y as the
solution of {

ξ̇t[µ] = fy[t]ξt[µ] +
∫
UR

f(u, yt) dµt(u)− f [t], for a.a. t ∈ [0, T ],

ξ0[µ] = 0.

Lemma 4. The following estimates hold:

||y[µ]− y||∞ = O(d1(µ, µ)), (2.6)

||y[µ]− (y + ξ[µ])||∞ = O(d1(µ, µ)2). (2.7)

The distance d1 is de�ned by the Wasserstein distance (A.1).
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6 Bonnans & Pfei�er & Serea

Proof. See lemma 21, which extends this result.

Let q ∈ N∗, we denote by ∆ the following polytope of Rq:

∆ =
{
γ ∈ Rq+,

q∑
i=1

γi ≤ 1
}
.

Let µ1, ..., µq ∈MY
R , let us denote by S the following mapping:{

S : (MY
R ×∆) → MY

R

(µ0, γ) 7→ (1−
∑q
i=1 γi)µ

0 +
∑q
i=1 γiµ

i,
(2.8)

where the addition is the addition of measures.

Lemma 5. Let γ, γ′ ∈ ∆, let µ0 ∈MY
R. Then,

d1

(
S(µ0, γ), S(µ0, γ′)

)
≤

q∑
i=1

|γ′i − γi| d1(µi, µ0) ≤ 2RT
( q∑
i=1

|γ′i − γi|
)
.

Proof. B First case: γ′ ≥ γ.
Let us suppose that for all i in {1, ..., q}, γ′i ≥ γi. Using the de�nitions of section A.1, we
denote for all i in {1, ..., q} by π̃i the transportation plan from µ0 to µi which is optimal for the
L1−distance. For i in {0, ..., q}, we denote by πi the transportation plan which is the image of
µi induced by the mapping (t, u) ∈ [0, T ]× UR 7→ (t, u, u) ∈ [0, T ]× UR × UR. We set

π =

q∑
i=1

(γ′i − γi)π̃i +
(

1−
q∑
i=1

γ′i

)
π0 +

q∑
i=1

γiπ
i.

It is clear that π ∈ Π(S(µ0, γi), S(µ0, γ′i)). Moreover,

d1(S(µ0, γi), S(µ0, γ′i)) ≤
∫ T

0

∫
UR×UR

|u− v| dπt(u, v) dt =

q∑
i=1

(γ′i − γi)d1(µ0, µi).

This proves the �rst inequality in this particular case.
B General case.

Let us de�ne γ̃ by γ̃i = min{γi, γ′i}. Then, γ̃ ∈ ∆, γ̃ ≤ γ, γ̃ ≤ γ′, and therefore,

d1(S(µ0, γ), S(µ0, γ′)) ≤ d1(S(µ0, γ), S(µ0, γ̃)) + d1(S(µ0, γ̃), S(µ0, γ′))

≤
q∑
i=1

(γi − γ̃i)d1(µ0, µi) +

q∑
i=1

(γ′i − γ̃i)d1(µ0, µi)

=

q∑
i=1

|γ′i − γi| d1(µ0, µi),

which proves the �rst inequality. Finally, for all i in {1, ..., q}, for all π in Π(µ0, µi),∫ T

0

∫
UR

|u− v| dπt(u, v) dt ≤ 2RT,

hence, for all i in {1, ..., q}, d1(µ0, µi) ≤ 2RT and the lemma follows.

Inria



Sensitivity analysis for relaxed optimal control problems with �nal-state constraints 7

Corollary 6. Let µ0 and µ1 inMY
R, let σ in [0, 1]. Then,

d1(µ0, (1− σ)µ0 + σµ1) ≤ σd1(µ0, µ1) ≤ 2RTσ.

We introduce the following set:

RT := {ξT [µ], µ ∈MY
R}.

The Pontryagin linearization being a�ne with respect to µ, RT is clearly convex. We denote by
C(RT ) the smallest closed cone containing RT . Since RT is convex, C(RT ) is also convex.

De�nition 7. The control µ is quali�ed if there exists ε > 0 such that

εB ⊂ Φ(yT ) + Φ′(yT )C(RT )−K, (2.9)

where B is the unit ball of Rnc .

In the sequel, we will always assume that µ is quali�ed. Note that in remark 31, we justify
why this assumption is weaker than the standard assumed quali�cation condition. The following
theorem establishes a property of metric regularity for the relaxed problem.

Theorem 8. If µ is quali�ed, then there exist δ > 0 and C > 0 such that for all µ satisfying
d1(µ, µ) ≤ δ, there exists a control µ′ satisfying

Φ(yT [µ′]) ∈ K and d1(µ′, µ) ≤ C dist(Φ(yT [µ]),K). (2.10)

Proof. We prove this theorem in three steps, by using the theory of multifunctions. First,
we prove a metric regularity result for an a�ne subspace of MY

R by showing that a certain
multifunction Ψµ(γ) is metric regular. Then, by perturbating µ, we extend this result to a
family of multifunctions. Finally, we obtain the result.

B First step: metric regularity of Ψµ(γ).
Let us consider a family (ξi)i, i = 1, ..., nA (with nA ≤ nC + 1) in C(RT ) such that for some
ε1 > 0,

ε1B ⊂ Φ(yT ) + Φ′(yT )
(

conv{ξ1, ..., ξnA}
)
−K.

We can easily show the existence of a family (αi, µ
i)i, i = 1, ..., nA in R+ ×MY

R which is such
that

ε1B

2
⊂ Φ(yT ) + Φ′(yT )

(
conv{α1ξT [µ1], ..., αnAξT [µnA ]}

)
−K.

Let us set α̂ = max{max {αi}, 1}. Then,

ε1

2α̂
B ⊂ 1

α̂

[
Φ(yT )−K

]
+ Φ′(yT )

(
conv

{α1

α̂
ξT [µ1], ...,

αnA
α̂

ξT [µnA ]
})
.

Since α̂ ≥ 1,
1

α̂

[
Φ(yT )−K

]
⊂ Φ(yT )−K

and then, for all i in {1, ..., nA}, we can replace µi by
(
1− αi

α̂

)
µ+ αi

α̂ µ
i since 0 ≤ αi/α̂ ≤ 1. We

obtain that
ε1

2α̂
B ⊂ Φ(yT ) + Φ′(yT )

(
conv{ξT [µ1], ..., ξT [µnA ]}

)
−K.

Using the mapping S de�ned by (2.8), with q = nA, we consider the mapping Gµ de�ned by

Gµ : γ ∈ ∆ 7→ Φ(yT [S(µ, γ)]) ∈ RnC , (2.11)

RR n° 7977



8 Bonnans & Pfei�er & Serea

for all µ inMY
R . Note that Gµ(0nA) = Φ(yT [µ]).

Let us �x µ, let us study the di�erentiability of Gµ (with respect to γ). Let γ in ∆, let us
set µ̃ = S(µ, γ), ỹ = y[µ̃]. For all i in {1, ..., nA}, we denote by ζi[µ, γ] the solution ζi of the
following di�erential system:

ζ̇it =
[ ∫
UR

fy(u, ỹt) dµ̃t(u)
]
ζit

+
∫
UR

f(u, ỹt)[dµ
i
t(u)− dµt(u)], for a.a. t ∈ [0, T ],

ζi0 = 0.

(2.12)

Let us denote by G′µ(γ) the following mapping:

G′µ(γ) = Φ′(ỹT )(ζ1
T [µ, γ], ..., ζnAT [µ, γ]). (2.13)

The notation (ζ1
T [µ, γ], ..., ζnAT [µ, γ]) stands for the matrix with nA columns, ζ1

T [µ, γ], ..., ζnAT [µ, γ].
We prove in lemma 9 that for all γ′ in ∆,

Gµ(γ′) = Gµ(γ) +G′µ(γ)(γ′ − γ) + o(|γ′ − γ|).

Note that
G′µ(0nA) = Φ′(yT )(ξT [µ1], ..., ξT [µnA ]). (2.14)

Now, let us consider the family of multifunctions:

Ψµ : γ ∈ ∆ 7→ Gµ(γ)−K.

Robinson's quali�cation condition for Ψµ at the point (0nA , 0nC ) holds if there exists ε2 > 0 such
that

ε2B ⊂ Gµ(0nA) +G′µ(0nA)∆−K, (2.15)

see [5, condition 2.194]. This condition is satis�ed for ε2 = ε1/(2α̂) since by (2.14),

Gµ(0nA) +G′µ(0nA)∆ = Φ(yT ) + Φ′(yT )
(

conv{ξT [µ1], ..., ξT [µnA ]}
)
.

By the Robinson-Ursescu stability theorem (see e.g. [5, theorem 2.87] or [19] and [20] for early
references), Ψµ is metric regular at (0nA , 0nC ), i.e., there exists C1 > 0 and two neighborhood
Oγ and Oρ of 0nA and 0nC such that for all (γ, ρ) in (Oγ ∩∆)×Oρ,

dist(γ,Ψ−1
µ (ρ)) ≤ C1 dist(Ψµ(γ), ρ).

B Second step: metric regularity of Ψµ.
We prove in lemma 9 that the mapping (µ, γ) ∈ (MY

R ,∆) 7→ G′µ(γ) is continuous at (µ, 0nA),

when MY
R is equipped with the L1−distance. Then, restricting if necessary Oγ , there exists a

neighborhood Oµ of µ such that for all (µ, γ) in Oµ × (Oγ ∩∆),

|G′µ(γ)−G′µ(γ)| ≤ C1

2
,

and thus, Gµ(.) − Gµ(.) is C1/2−Lipschitz on Oγ ∩ ∆. By [5, theorem 2.84], for µ in Nµ, Ψµ

is metric regular at (0nA , Gµ(0nA) −Gµ(0nA)). More precisely, restricting if necessary Oµ, Oγ ,
Oρ, there exists C2 > 0 such that for all µ in Oµ, for all γ ∈ ∆ ∩ Oγ , for all ρ in Oρ,

dist(γ,Ψ−1
µ (ρ)) ≤ C2 dist(Ψµ(γ), ρ). (2.16)

Inria



Sensitivity analysis for relaxed optimal control problems with �nal-state constraints 9

B Third step: proof of the theorem. Let µ in Oµ, since Gµ(0nA) = Φ(yT [µ]),

dist(Φ(yT [µ]),K) = dist(0nC ,Ψµ(0nA)). (2.17)

Specializing (2.16) to γ = 0nA and ρ = 0nC and using (2.17), we obtain the existence of γ̃ in
Ψ−1
µ (0nC ) such that

|γ̃ − 0nA | ≤ C2 dist(Φ(yT [µ]),K).

Finally, we set µ′ = S(µ, γ̃). This control is feasible and by lemma 5, d1(µ′, µ) ≤ 2RT |γ̃|.
Restricting Oµ to a ball (for the L1−distance) of radius δ and center µ, we obtain the theorem
with δ, µ′, and C = 2RTC2.

Lemma 9. Consider the mapping γ 7→ Gµ(γ) de�ned by (2.11) in the proof of theorem 8 and
its derivative G′µ(γ), de�ned by (2.12) and (2.13). Then, for all µ in MY

R, for all γ and γ′ in
∆,

yT [S(µ, γ′)] = yT [S(µ, γ)] + ζT (γ′ − γ) + o(|γ′ − γ|), (2.18)

Gµ(γ′) = Gµ(γ) +G′µ(γ)(γ′ − γ) + o(|γ′ − γ|). (2.19)

Moreover, the mapping (µ, γ) ∈ (MY
R × ∆) 7→ G′µ(γ) is continuous when MY

R is equipped with
the L1−distance and Y with the L∞−norm.

Proof. Let µ ∈MY
R , let γ, γ

′ ∈ ∆. Let us set

µ̃ = S(µ, γ), ỹ = y[µ̃], µ̃′ = S(µ, γ′), ỹ′ = y[µ̃′].

Note that µ̃′ − µ̃ =
∑nA
i=1(γ′i − γi)(µi − µ). By lemma 5, we know that

d1(µ̃, µ̃) = O(|γ′ − γ|),

and by lemma (56), we obtain that ||ỹ′ − ỹ||∞ = O(|γ′ − γ|).
Let us set rt = ỹ′t − (ỹt + ζt(γ

′ − γ)), with the notation ζt = (ζ1
t [µ, γ], ...ζnAt [µ, γ]). Then,

ṙt =

nA∑
i=1

∫
UR

(f(u, ỹ′t)− f(u, ỹt))(γ
′
i − γi)(dµit(u)− dµt(u))

+

∫
UR

(f(u, ỹ′t)− f(u, ỹt)) dµ̃t(u)−
(∫

UR

fy(u, ỹt)dµ̃t(u)
)
ζt(γ

′ − γ).

The �rst term of the r.h.s. is of order |γ′−γ|2, in the second term, we can replace f(u, ỹ′t)−f(u, ỹt)
by fy(u, ỹt)(ỹ

′
t − ỹt), since the error realized is then of order |γ′ − γ|2. We obtain that

ṙt =
(∫

UR

fy(u, ỹt)dµ̃t(u)
)
rt +O(|γ′ − γ|2)

thus, by Gronwall's lemma,

yT [S(µ, γ′)] = yT [S(µ, γ)] + ζT (γ′ − γ) +O(|γ′ − γ|2).

This proves (2.18). Expansion (2.19) follows directly, since Φ is continuously di�erentiable.
Now, let us study the continuity of (µ, γ) ∈ (MY

R ×∆) 7→ G′µ(γ). Recall that G′µ(γ) is the
product of

(µ, γ) ∈ (MY
R ,∆) 7→ (ζ1

T [µ, γ], ..., ζnAT [µ, γ]) (2.20)

RR n° 7977
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and
(µ, γ) ∈ (MY

R ,∆) 7→ Φ′(yT [S(µ, γ)]). (2.21)

It can be proved that the mapping de�ned by (2.20) is continuous by extending lemma 56.
Moreover, by lemma 5, for all µ and µ′ inMY

R , for all γ and γ′ in ∆,

d1(S(µ, γ), S(µ′, γ′)) ≤ d1(S(µ, γ), S(µ, γ′)) + d1(S(µ, γ′), S(µ′, γ′))

= O(|γ′ − γ|+ d1(µ, µ′)),

thus S is continuous and by extending lemma 56, we obtain the continuity of the mapping de�ned
by (2.21). Finally, (µ, γ) 7→ G′µ(γ) is continuous with respect to (µ, γ).

2.4 Pontryagin's principle

We denote respectively by E, I and I ′ the sets of equality, active and inactive inequality con-
straints:

E = {1, ..., nE},
I = {i, nE + 1 ≤ i ≤ nC ,Φi(yT ) = 0},
I ′ = {i, nE + 1 ≤ i ≤ nC ,Φi(yT ) < 0}.

Let us denote by Y ηT the set of feasible reachable �nal states of the localized problem (PY,η,R):

Y ηT =
{
yT ∈ Rn, s.t. ∃µ ∈MY

R , yT = yT [µ], Φ(yT ) ∈ K, ||y[µ]− y||∞ ≤ η
}
.

In the following theorem, the notation T refers to the tangent cone. In particular, note that for
all ρ in RnC , ρ ∈ TK(Φ(yT )) if and only if for all i in E, ρi = 0 and for all i in I, ρi ≥ 0.

Theorem 10. For any η > 0, the following inclusion holds:{
ξ ∈ C(RT ), s.t. Φ′(yT )ξ ∈ TK(Φ(yT ))

}
⊂ TY ηT (yT ).

Proof. Let ξ in C(RT ), by de�nition, there exists a sequence (αk, ν
k, ξk)k in R+ ×MY

R × RT
such that {

ξ = limαkξ
k,

ξk = ξT [νk], ∀k.
(2.22)

Note that it may happen that αk → +∞. We set σk = min{ 1
αk
, 1
k ,

1
kα2

k
} and

µk = (1− σkαk)µ+ σkαkν
k.

The sequence (µk)k is a sequence of Young measures since σkαk ≤ 1 and we also have that
σk → 0. By lemma 4,

||y[µk]− (y + ξ[µk])||∞ = O(d1(µ, µk)2).

Then, by corollary 6,

d1(µ, µk)2 = O(σ2
kα

2
k) = O

(α2
kσk
kα2

k

)
= O

(σk
k

)
= o(σk), (2.23)

thus,
||y[µk]− (y + σkαkξ

k)||∞ = o(σk)

Inria
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and �nally, by (2.22), ||y[µk]− (y + σkξ)||∞ = o(σk). We obtain the expansion

Φ(yT [µk]) = Φ(yT ) + σkΦ′(yT )ξ + o(σk). (2.24)

Since Φ′(yT )ξ ∈ TK(Φ(yT )),

dist
(
Φ(yT ) + σkΦ′(yT )ξ,K

)
= o(σk). (2.25)

Combining (2.24) and (2.25), we obtain that

dist(Φ(yT [µk]),K) = o(σk),

and by the metric regularity theorem (theorem 8), we obtain the existence of a feasible sequence
µ̃k such that d1(µ̃k, µk) = o(σk). Moreover, by lemma 56, we know that the mapping µ ∈MY

R 7→
yT [µ] is Lipschitz for the L1−distance, therefore,

yT [µ̃k] = yT + σkξ + o(σk).

By estimate (2.23), we also have the estimate

||y[µ̃k]− y||∞ = O(d1(µ, µ̃k)) = O(d1(µ, µk) + d1(µk, µ̃k)) = o(
√
σk) = o(1),

thus, for any η > 0, for k su�ciently large, µ̃k is a feasible control of the localized problem
(Pη,R). The theorem follows.

The �rst-order necessary optimality conditions follow in their primal form.

Corollary 11. If u is a relaxed R−strong solution, then the value of problem (PL)

Min
ξ∈C(RT )

φ′(yT )ξ, s.t. Φ′(yT )ξ ∈ TK(Φ(yT )) (PL)

is equal to 0.

Proof. Let η > 0 be such that (µ, y) is a solution to (PY,η,R). Let ξ be in C(RT ) such that
Φ′(yT )ξ ∈ TK(Φ(yT )). By theorem 10, there exist a sequence (σk)k ↓ 0 and a sequence (µk)k of
feasible controls of problem (PY,η,R) such that

y[µk]T = yT + σkξ + o(σk).

As a consequence, 0 ≤ φ(yT [µk]) − φ(yT ) = σkφ
′(yT )ξ + o(σk), and then, φ′(yT )ξ ≥ 0. The

conclusion follows.

We introduce now the Hamiltonian function H : Rn∗ × Rm × Rn → R de�ned by

H[p](u, y) := pf(u, y). (2.26)

We also de�ne the end-point Lagrangian Φ : RnC∗ × Rn → R by

Φ[λ](yT ) := φ(yT ) + λΦ(yT ). (2.27)

De�nition 12. Let λ ∈ RnC∗. We say that pλ in Y is the costate associated with λ if it satis�es
the following di�erential equation:{

−ṗλt = Hy[pt](ut, yt), for a.a. t ∈ [0, T ],

pλT = Φ′[λ](yT ).
(2.28)
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Lemma 13. Given v ∈ L∞(0, T ;Rn) and z0 ∈ Rn, let z ∈ Y be the solution of{
żt = fy[t]zt + vt

z0 = z0.

Then, for all λ in RnC∗,

Φ′[λ](yT )zT = pλ0z
0 +

∫ T

0

pλt vt dt.

Proof. The lemma is obtained with an integration by parts:

Φ′[λ](yT )zT = pλT zT − pλ0z0 + pλ0z
0

=

∫ T

0

(ṗλt zt + pλt żt) dt+ pλ0z
0

=

∫ T

0

(−pλt fy[t]zt + pλt fy[t]zt + pλt vt) dt+ pλ0z
0

=

∫ T

0

pλt vt dt+ pλ0z
0,

as was to be proved.

In the following de�nition, the notation N refers to the normal cone.

De�nition 14. Let λ in NK(Φ(yT )), we say that λ is a Pontryagin multiplier if for almost all
t in [0, T ], for all u in UR,

H[pλt ](ut, yt) ≤ H[pλt ](u, yt). (2.29)

We denote by ΛP the set of Pontryagin multipliers.

Remark 15. Note that for our problem, λ ∈ NK(Φ(yT )) if and only if for all i in I, λi ≥ 0 and
for all i in I ′, λi = 0. Note also that (2.29) is equivalent to: for all µ inMY

R,∫ T

0

∫
UR

H[pλt ](u, yt)−H[pλt ](ut, yt) dµt(u) dt ≥ 0. (2.30)

Proof. The implication is obvious. Suppose that (2.30) holds. By the Lebesgue di�erentiation
theorem, we know that for almost all t in [0, T ],

H[pλt ](ut, yt) = lim
ε↓0

1

2ε

∫ t+ε

t−ε
H[pλs ](us, ys)ds.

Let t be such a point. Let u in UR, for all ε > 0, let µε be the Young measure associated with
s 7→ u1[t−ε,t+ε](s) + us1[0,T ]\[t−ε,t+ε](s). Applying (2.30) to µε, we obtain that for all ε > 0,∫ t+ε

t−ε
H[pλs ](us, ys) ds ≤

∫ t+ε

t−ε
H[pλs ](u, ys) ds.

Since pλ and y are continuous in time, we obtain to the limit when ε ↓ 0 that

H[pλt ](ut, yt) ≤ H[pλt ](u, yt),

which proves (2.29).
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Now, we state the �rst-order necessary optimality conditions in their dual form. The theorem
that we obtain is nothing but Pontryagin's principle.

Theorem 16. If (u, y) is a relaxed R−strong solution and if the quali�cation condition (2.9)
holds, then the set of Pontryagin multipliers is non-empty, convex and compact.

Proof. Problem (PL) can be reformulated as follows:

Min
ξ∈C(RT )

sup
λ∈NK(Φ(yT ))

Φ′[λ](yT )ξ. (PL)

The theorem is obtained by studying its dual, which is the following:

Max
λ∈NK(Φ(yT ))

inf
ξ∈C(RT )

Φ′[λ](yT )ξ, (DL)

see [5, problem (2.308)]. Problem (DL) has its value equal to 0 and has a non-empty, convex
and compact set of solution S(DL), as a consequence of [5, theorem 2.165]. Indeed, the primal
problem is convex and quali�ed. The quali�cation condition [5, condition 2.312] is the following:

εB ∈ Φ(yT ) + Φ′(yT ) C(RT )− TK(Φ(yT )), (2.31)

which is satis�ed since (2.9) holds and K ⊂ TK(Φ(yT )), K being a convex closed cone.
Now, we claim that for λ ∈ NK(Φ(yT )),[

inf
ξ∈C(RT )

Φ′[λ](yT )ξ

]
∈ {0,−∞} (2.32)

and [
inf

ξ∈C(RT )
Φ′[λ](yT )ξ = 0

]
⇐⇒

[
λ ∈ ΛP

]
. (2.33)

Claim (2.32) is obvious since Φ′[λ](yT )ξ is linear with respect to ξ and C(RT ) is a cone. Let us
show (2.33), let λ be a Pontryagin multiplier. By lemma 13, for ξ in RT with associated control
µ,

Φ′[λ](yT )ξ

=

∫ T

0

(
− pλt fy[t]ξt[µ] + pλt fy[t]ξt[µ] +

∫
UR

pλt [f(u, yt)− f(ut, yt)]dµt(u)
)
dt

=

∫ T

0

∫
UR

(H[pλt ](u, yt)−H[pλt ](ut, yt)) dµt(u)dt

≥ 0. (2.34)

Let ξ ∈ C(RT ), there exists a sequence (αk, ξ
k)k in (R+ × RT ) such that ξ = limαkξ

k. With
(2.34), we obtain that

Φ′[λ](yT )ξ = lim
k
αkΦ′[λ](yT )ξk ≥ 0.

Since 0 ∈ C(RT ),
inf

ξ∈C(RT )
Φ′[λ](yT )ξ = 0.

Conversely, if λ is not a Pontryagin multiplier, by remark 15, there exists a control µ such that

Φ′[λ](yT )ξT [µ] =

∫ T

0

∫
UR

H[pλt ](u, yt)−H[pλt ](ut, yt) dµt(u) dt < 0.
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Consequently,

inf
ξ∈C(RT )

Φ′[λ](yT )ξ < 0.

Combining claims (2.32) and (2.33), we obtain that the dual linearized problem is equivalent
to the following one:

Max
λ∈ΛP

0.

Since its value is equal to 0, ΛP is equal to the set of dual solutions S(DL), which is non-empty,
convex and compact.

2.5 Equality of the values of the classical and the relaxed problems

In this subsection, we investigate su�cient conditions for the equality of the values of the classical
and the relaxed localized problems. While any relaxed control is the limit for the weak-∗ topology
of a sequence of classical controls, we have no guarantee that any feasible relaxed control is the
limit for the weak-∗ topology of a sequence of feasible classical controls. However, in lemma 17,
we prove a restoration result for classical controls under the quali�cation condition (2.9). This
result enables us to obtain su�cient conditions to ensure hypothesis 2.

Lemma 17. If µ is quali�ed, then there exist δ1 and C1 such that for all classical control u with
||u− u||1 ≤ δ1, there exists a classical control u′ such that

Φ(yT [u′]) ∈ K and ||u′ − u||1 ≤ C1 dist(Φ(yT [u]),K).

Proof. Let δ and C be the constants given by the metric regularity theorem (theorem 8). Let us
set

δ1 =
δ

2C + 3
.

Let u be a classical control such that ||u− u||1 ≤ δ1. We set d = dist(Φ(yT [u]),K). Let us build
by induction a sequence (uk)k of classical controls such that for all k,

||uk+1 − uk||1 ≤
(C + 1)d

2k
and Φ(yT [uk]) ≤ d

2k
. (2.35)

Let us set u0 = u, by de�nition of d, dist(Φ(yT [u0]),K) ≤ d/20. Let k in N, let us suppose that
we have built u0,...,uk such that dist(Φ(yT [uk]),K) ≤ d/2k and ||uj+1 − uj ||1 ≤ (C + 1)d/2j for
all j in {0, ..., k − 1}. Therefore,

d1(uk, µ) ≤ ||uk − u0||1 + d1(u0, µ) ≤
k−1∑
j=0

||uj+1 − uj ||1 + δ1

≤
k−1∑
j=0

(C + 1)d

2j
+ δ1 ≤ 2(C + 1)δ1 + δ1 ≤ δ.

Thus, we can apply the metric regularity theorem and we obtain the existence a feasible relaxed
control µ such that d1(uk, µ) ≤ Cd/2k. Let (vj)j be a sequence of classical controls converging
to µ for the weak-∗ star topology. By lemma 56,

dist(Φ(yT [vj ]),K)→ dist(Φ(yT [µ]),K) = 0

Inria
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and by expression (A.2), d1(uk, ·) is weakly-∗ continuous, thus

||vj − uk||1 −→
j→∞

d1(uk, µ) ≤ Cd

2k
.

Therefore, there exists j such that

||vj − uk||1 ≤
(C + 1)d

2k
and Φ(yT [vj ]) ≤ d

2k+1
.

We set uk+1 = vj . This justi�es the existence of a sequence satisfying (2.35). Finally, we have
built a sequence (uk)k of classical controls which converges for the L1−norm. Let us denote by
u′ its limit, it follows by lemma 56 that

dist(Φ(yT [u′]),K) ≤ lim
k

dist(Φ(yT [uk]),K) = 0

and

||u′ − u||1 ≤
∞∑
k=0

||uk+1 − uk||1 ≤
∞∑
k=0

(C + 1)d

2k
= 2(C + 1)d.

The lemma holds with δ1, u
′ and C1 = 2(C + 1).

Lemma 18. Let us consider the classical and relaxed localized problems associated respectively
with the notion of Pontryagin extremal:

Min
u∈U, ||u||∞≤R

φ(yT [u]), s.t. yT [u] ∈ K, ||u− u||1 ≤ β, (2.36)

Min
µ∈MY

R

φ(yT [µ]), s.t. yT [µ] ∈ K, ||µ− µ||1 ≤ β̃. (2.37)

Let β ∈ (0, δ1), where δ1 is the constant given by lemma 17. If u is a solution to (2.36) for the
value β, then µ is a solution to (2.37) for any β̃ ∈ (0, β).

Proof. Let 0 < β̃ < β < δ1 and let µ ∈MY
R be a feasible relaxed control such that d1(µ, µ) ≤ β̃.

Let (uk)k be a sequence of classical controls, not necessarily feasible, converging to µ for the
weak-∗ topology. By lemma 56, we obtain that dist(Φ(y[uk]T ),K)→ 0. Moreover, by expression
(A.2), d1(uk, ·) is weakly-∗ continuous, thus

d1(µ, uk) −→ d1(µ, µ).

For k su�ciently large, d1(µ, uk) < δ1. By lemma 17, there exists a sequence (vk)k of feasible
classical controls such that:

||vk − uk||1 = O(dist(Φ(yT [uk]),K)) = o(1), (2.38)

thus, (vk)k converges to µ for the weak-∗ topology and for k su�ciently large,

||vk − u||1 ≤ β

and necessarily, φ(yT [vk]) ≥ φ(yT ). By lemma 56, we obtain that φ(yT [µ]) ≥ φ(yT ), which
proves that µ is a solution to (2.37).
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Remark 19. The quali�cation condition (2.9) can be de�ned for any feasible relaxed control µ̃.
Indeed, it su�ces to de�ne the Pontryagin linearization for µ̃. The metric regularity theorem is
then satis�ed for all µ in a neighborhood of µ̃ for the L1−distance. Moreover, this theorem is also
satis�ed for all µ in a weak-∗ neighborhood of µ̃. Finally, lemma 17 also holds for all classical
control u in a weak-∗ neighborhood of µ̃.

Proof. Let µ̃ inMY
R . The Pontryagin linearization ξµ̃ can be de�ned for all µ by{

ξ̇µ̃t [µ] =
∫
UR

fy(u, yt[µ̃])dµ̃t(u)ξµ̃t [µ] +
∫
UR

f(u, yt[µ̃])(dµt(u)− dµ̃t(u)),

ξµ̃0 [µ] = 0.

We set then Rµ̃T = {ξµ̃T [µ], µ ∈ MY
R} and denote by C(Rµ̃T ) the smallest closed cone containing

Rµ̃T . The relaxed control µ̃ is said to be quali�ed if there exists ε > 0 such that

εB ⊂ Φ(yT [µ̃]) + Φ′(yT [µ̃])C(Rµ̃T )−K. (2.39)

Now, remember that the metric regularity theorem follows directly from the fact that a family of
multifunctions Ψµ is metric regular for all µ su�ciently close to µ̃ for the L1−distance. We can
prove that Ψµ is also metric regular for all µ in some neighborhood of µ̃ for the weak-∗ topology
by applying [5, theorem 2.84]. The only di�erence in the proof is that we have to show that
(µ, γ) ∈MY

R ×∆ 7→ G′µ(γ) is continuous whenMY
R is equipped with the weak-∗ topology. Since

the weak-∗ topology is metrizable, all the continuity properties can still be proved �sequentially".
Lemma 17 follows equally, as a consequence of the metric regularity theorem.

The next theorem gives three di�erent conditions which ensure hypothesis (2).

Theorem 20. Suppose that the quali�cation condition (2.9) holds. Consider the three following
hypotheses.

(i) All the relaxed controls µ inMY
R such that y[µ] = y are quali�ed (in the sense of condition

(2.39)).

(ii) There is only one relaxed control µ such that y[µ] = y, which is the solution µ.

(iii) For some Pontryagin multiplier λ, for almost all t in [0, T ], the function

u ∈ UR 7→ H[pλt ](u, yt)

has a unique minimizer, which is ut.

Let one of these assumptions be satis�ed. If u is a classical R−strong solution for some η > 0,
then µ is an R−strong solution for some η̃ ∈ (0, η).

Proof. Note �rst that (iii) =⇒ (ii) =⇒ (i). Indeed, suppose that (iii) holds for some Pontryagin
multiplier λ. Let µ ∈MY

R be such that y[µ] = y. Then, for almost all t in [0, T ],∫
UR

H[pλt ](u, yt) dµt(u) = pλt ẏt[µ] = pλt ẏt = H[pλt ](ut, yt).

As a consequence, µt = δut and thus µ = µ. The implication (iii) =⇒ (ii) follows. The
implication (ii) =⇒ (i) is obvious.

Now assume that (i) holds. Let us prove the theorem by contradiction. We suppose that u is
a classical R−strong solution for the value η and we suppose that there exist a sequence (ηk)k of
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positive real numbers converging to 0 and a sequence (µk) of feasible relaxed controls such that
for all k,

||y[µk]− y||∞ ≤ ηk, and φ(yT [µk]) < φ(yT ).

Up to a subsequence, (µk)k converges to some µ̃, for the weak-∗ topology, and by lemma 56, this
control µ̃ is such that y[µ̃] = y. As a consequence, µ̃ is quali�ed and by remark 19, there exists
an open neighborhood O of µ for the weak-∗ topology such that for all µ in O, lemma 17 holds
and

||y[µ]− y||∞ ≤
η

2
.

Let j be su�ciently large so that µj belongs to O. Then, let (uk)k be a sequence of classical
controls converging to µj for the weak-∗ topology, for k su�ciently large, lemma 17 can be applied
to uk. We obtain a sequence (vk)k of feasible classical controls such that for k su�ciently large,
||y[vk]− y[µj ]||∞ ≤ η and such that

limφ(yT [vk]) = φ(yT [µ̃]) < φ(yT ),

contradicting the fact that u is an R−strong solution to the classical problem, with the value
η.

3 First-order upper estimate of the value function

3.1 Framework

We introduce now a perturbation variable θ in the relaxed localized problem (PY,η,R). We
consider a reference value θ for θ. The state equation is{

ẏt =
∫
UR

f(u, yt, θ) dµt(u), for a.a. t ∈ [0, T ],

y0 = y0(θ).
(3.1)

We denote by y[µ, θ] its solution and consider the following �nal state constraint:

Φ(yT , θ) ∈ K, (3.2)

where K is as in (2.4). The family of relaxed optimal control problems that we consider is

V (θ) = Min
µ∈MY

R

φ(yT [µ, θ], θ), s.t. Φ(yT [µ, θ], θ) ∈ K, ||y[µ, θ]− y||∞ ≤ η. (PY,R,ηθ )

The functions f , y0, φ, and Φ are always supposed to be C2,1.
Our goal is to obtain a second-order expansion of V (θ) with respect to θ. To that purpose,

we suppose without loss of generality that θ is of dimension 1 and that θ = 0 and we consider
only perturbations such that θ ≥ θ = 0.

Note that for all θ ≥ 0 and η > 0, the relaxed problem has a solution. Indeed, consider a
minimizing sequence, by compacity ofMY

R for the weak-∗ topology, it has a limit point which is
an optimal solution by lemma 56.

The notations of section 2 extend to this new framework by adding the variable θ when
necessary. We always consider a classical solution (u, y) to the relaxed problem for the value
θ = 0. We still use the Pontryagin linearization ξ[µ], which is taken for θ = 0. Finally, we denote
by g[t] = g(ut, yt, 0).

As before, we suppose that the quali�cation condition (2.9) holds for θ = 0. If one of the
assumptions of theorem 20 is satis�ed for the reference problem, it can be shown, using theorem
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22 that for η > 0 and θ > 0 su�ciently small, the problems (PY,R,ηθ ) have the same value as
their classical version.

In this section, we prove a �rst-order upper estimate of the value function V . The approach
is very close to the one that we used to derive Pontryagin's principle.

3.2 First-order upper estimate

Denote by ξθ the solution of the following di�erential system:{
ξ̇θt = fy[t]ξθt + fθ[t], for a.a. t ∈ [0, T ],

ξθ0 = y0
θ(0).

Lemma 21. The following estimates hold:

||y[µ, θ]− y||∞ = O(d1(µ, µ) + θ), (3.3)

||y[µ, θ]− (y + ξ[µ] + θξθ)||∞ = O(d1(µ, µ)2 + θ2). (3.4)

Proof. For all t in [0, T ],

|y[µ, θ]t − yt|

=

∣∣∣∣∫ t

0

∫
UR

(
f(u, ys[µ, θ], θ)− f(us, ys, 0)

)
dµs(u)ds

∣∣∣∣+ |y0(θ)− y0(0)|

=

∫ t

0

∫
UR

O(|u− ut|) +O(|ys[µ, θ]− ys|+ θ) dµs(u) ds+O(θ)

= O(d1(µ, µ)) +O(θ) +

∫ t

0

O(|y[µ, θ]s − ys|) ds,

whence estimate (3.3) by Gronwall's lemma. Now, set r = y[µ, θ]− (y+ ξ[µ] + θξθ), then, for all
t in [0, T ],

|rt| =
∣∣∣ ∫ t

0

[
− fy[s]ξs[µ]− fy[s]θξθs − fθ[s]θ

+

∫
UR

(
f(u, ys[µ, θ], θ)− f(u, ys, 0)

)
dµs(u)

]
ds
∣∣∣

+
∣∣y0(θ)− [y0(0) + θy0

θ(0)]
∣∣

≤
∣∣∣ ∫ t

0

−fy[s]ξs[µ]− fy[s]θξθs − fθ[s]θ

+ f(us, ys[µ, θ], θ)− f(us, ys, 0) ds
∣∣∣

+

∫ t

0

∫
UR

∣∣f(u, ys[µ, θ], θ)− f(u, ys, 0)

− f(us, ys[µ, θ], θ) + f(us, ys, 0)
∣∣ dµs(u) ds+O(θ2)

=

∫ t

0

|fy[s](ys[µ, θ]− (ys + ξs[µ] + θξθ))| ds

+O(||y[µ, θ]− y||2∞) + d1(µ, µ)(||y[µ]− y||∞ + θ)

+O(θ2)

=

∫ t

0

O(|rs|) ds+O(d1(µ, µ)2 + θ2.
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Estimate (3.4) follows with Gronwall's lemma.

Theorem 22. If µ is quali�ed, then there exist θ2 > 0, δ2 > 0 and C2 > 0 such that for all θ in
[0, θ2] and for all µ inMY

R satisfying d1(µ, µ) ≤ δ2, there exists a control µ′ such that

Φ(yT [µ′, θ], θ) ∈ K and d1(µ, µ′) ≤ C2 dist(Φ(yT [µ, θ], θ),K). (3.5)

Proof. This theorem is a simple extension of theorem 8. We de�ne Gµ,θ and Ψµ,θ by

Gµ,θ : γ ∈ RnA 7→ Φ(y[S(µ, γ), θ]T , θ)

and

Ψµ,θ : γ ∈ ∆ 7→ Gµ,θ(γ)−K.

Like previously, we can show by [5, theorem 2.84] that if (µ, θ) is su�ciently close to (µ, 0), Ψµ,θ

is metric regular, and the theorem follows.

Consider the Pontryagin linearized problem Min
ξ∈C(RT )

φ′(yT , 0)(ξ + ξθT , 1),

s.t. Φ′(yT , 0)(ξ + ξθT , 1) ∈ TK(Φ(yT , 0))
(PLθ)

Lemma 23. The following upper estimate on the value function holds:

V (θ) ≤ V (0) + θVal(PLθ) + o(θ). (3.6)

Proof. Let (θk)k ↓ 0 be such that

lim
k→∞

V (θk)− V (0)

θk
= lim sup

θ↓0

V (θ)− V (0)

θ
(3.7)

Let ξ ∈ F (PLθ). There exists a sequence (αk, ν
k, ξk)k in R+ ×MY

R ×RT such that

ξ = limαkξ
k, and ξk = ξT [νk], ∀k.

Note that it may happen that αk → +∞. Extracting if necessary a subsequence of (θk)k, we can
suppose that

θkαk ≤ 1, α2
k ≤

1

kθk
.

We set

µk = (1− θkαk)µ+ θkαkν
k.

Then (µk)k is a sequence of Young measures and lemma 21 implies that

||y[µk, θk]− (y + ξ[µk] + θkξ
θ)||∞ = O(d1(µk, u)2 + θ2

k).

Since

d1(µk, µ)2 = O(θ2
kα

2
k) = O

(θk
k

)
= o(θk),

we obtain that ∣∣∣∣y[µk, θk]− [y + θk(αkξ
k + ξθ)]

∣∣∣∣
∞ = o(θk)
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and since θk|ξ − αkξk| = o(θk),∣∣∣∣y[µk, θk]− [y + θk(ξ + ξθ)]
∣∣∣∣
∞ = o(θk).

We obtain the two following expansions:

φ(y[µk, θk]T , θk) = φ(yT , 0) + θkφ
′(yT , 0)(ξ + ξθT , 1) + o(θk), (3.8)

Φ(y[µk, θk]T , θk) = Φ(yT , 0) + θkΦ′(yT , 0)(ξ + ξθT , 1) + o(θk). (3.9)

Since
Φ′(yT , 0)(ξ + ξθT , 1) ∈ TK(Φ(yT , 0)),

we obtain that
dist

(
Φ(yT , 0) + θkΦ′(yT , 0)(ξ + ξθT , 1),K

)
= o(σk). (3.10)

Combining (3.9) and (3.10), we obtain that dist(Φ(yT [µk], θk),K) = o(σk) and by the metric
regularity theorem for the perturbated problem (theorem 22), we obtain the existence of a feasible
sequence µ̃k such that d1(µ̃k, µk) = o(θk). By lemma 56, estimate (3.8) holds for µ̃k and therefore,

V (θk)− V (θ) ≤ φ(yT [µ̃k, θk], θk)− φ(yT , 0)

= θkφ
′(yT , 0)(ξ + ξθT , 1) + o(θk).

Finally,

lim sup
θ↓0

V (θ)− V (0)

θ
≤ Val(PLθ)

and the lemma follows.

Let us de�ne (formally) the Lagrangian of the problem by

L(u, y, λ, θ) := pλ0y
0(θ) +

∫ T

0

H[pλt ](ut, yt, θ) dt+ Φ[λ](yT , θ)

and the dual linearized problem (DLθ) by

Max
λ∈ΛP

Lθ(u, y, λ, θ), (DLθ)

with

Lθ(u, y, λ, θ) := pλ0y
0
θ(0) +

∫ T

0

Hθ[p
λ
t ][t] dt+ Φθ[λ](yT , 0). (3.11)

Theorem 24. Under the quali�cation condition (2.9), problem (PLθ) has the same value as its
dual, problem (DLθ).

Proof. Let us begin by checking the quali�cation condition. By (2.31),

εB ⊂ Φ(yT , 0) + Φy(yT , 0)C(RT )− TK(Φ(yT , 0)).

The r.h.s. contains necessarily the whole space RnC , since it is a cone. Thus,

εB ⊂ RnC = Φ(yT , 0) + Φ′(yT , 0)(ξθT + C(RT ), 1)− TK(Φ(yT , 0)),

which is the quali�cation condition for the linearized problem.
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Now, let us study the dual problem, which is:

Max
λ∈NK(Φ(yT ,0))

inf
ξ∈C(RT )

Φ′[λ](yT , 0)(ξθT + ξ, 1). (3.12)

Following the proof of theorem 16, we obtain directly that this problem is equivalent to the
following one:

Max
λ∈ΛP

Φ′[λ](yT , 0)(ξθT , 1). (DLθ)

By lemma 13, we obtain that

Φ′[λ](yT , 0)(ξθT , 1) =

∫ T

0

Hθ[p
λ
t ][t] dt+ pλ0y

0
θ(0) + Φθ[λ](yT , 0).

Thus, the dual problem is equivalent to problem (DLθ) and has the same value as problem (PLθ)
as a consequence of [5, theorem 2.165].

4 Second-order upper estimate of the value function

In this section, we obtain a second-order upper estimate of the value function by using a �stan-
dard� linearization to the �rst order and a �Pontryagin� linearization to the second order. Indeed,
to obtain a second-order estimate, we need to have a solution to some linearized �rst-order prob-
lem. Unfortunately, problem (PLθ) is a conic linear problem, thus, it does not have necessarily
a solution. This is why we consider now a di�erent kind of linearization, which is such that the
associated linearized problem has a solution.

In this section and in the sequel, we use properties of Young measures detailed in subsection
A.3.

4.1 Basic tools

In the sequel, for p in [1,+∞], we will write Lp instead of Lp(0, T ;Rm).

De�nition 25. For a given ν inMY
2 , we de�ne its mean value ρ[ν] in L2 by

ρt[ν] :=

∫
Rm

u dνt(u), for a.a. t ∈ [0, T ].

This mapping is well-de�ned, a�ne, and Lipschitz continuous with modulus 1.

Proof. Let us check the Lipschitz continuity. Let ν1, ν2 ∈MY
2 , let π a transportation plan from

ν1 to ν2 be optimal for the L2−distance. Then,

||ρ[ν2]− ρ[ν1]||22 =

∫ T

0

[ ∫
Rm

udν1
t (u)−

∫
Rm

v dν2
t (v)

]2
dt

=

∫ T

0

[ ∫
Rm×Rm

(u− v) dπt(u, v)
]2

dt

≤
∫ T

0

[ ∫
Rm
|u− v|2 dπt(u, v)

∫
Rm

1 dπt(u, v)
]
dt

= d2(ν1, ν2)2,

as was to be proved.
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De�nition 26. Let ν ∈MY , w ∈ L∞(0, T ;Rm), and θ ∈ R. We denote by

w ⊕ θν

the unique Young measure µ inMY such that for all g in C0([0, T ]× Rm),∫ T

0

∫
Rm

g(t, u) dµt(u) dt =

∫ T

0

∫
Rm

g(t, wt + θu) dνt(u).

If θ 6= 0, we denote by
ν 	 w
θ

the unique Young measure µ inMY which is such that for all g in C0([0, T ]× Rm),∫ T

0

∫
Rm

g(t, u) dµt(u) dt =

∫ T

0

∫
Rm

g
(
t,
u− wt
θ

)
dνt(u).

We also denote: ν 	 w =
ν 	 w

1
.

The addition ⊕ (resp. the subtraction 	) must be viewed as translations on Rm of vector
wt (resp. −wt) at each time t. The multiplication (resp. the division) by θ must be viewed as
an homothety of ratio θ (resp. 1

θ ) on Rm, at each time t. Note that it will always be clear from
the context if the multiplication (by constants), or the division, is the operation described in the
previous de�nition or if it the multiplication of measures by constants, which we used up to now.

Lemma 27. Let ν be in MY
2 , let us set v = ρ[ν]. Then, for all ε > 0, for all v′ in L2, there

exists ν′ inMY
2 such that

ρ[ν′] = v′ and d2(ν, ν′) ≤ ||v′ − v||2 + ε,

and such that if v′ is bounded, then ν′ has a bounded support.

Proof. Let ν be inMY
2 , v

′ be in L2, and ε > 0. We set v = ρ[ν]. Let us consider a measurable
subset A of [0, T ] such that ∫

A

∫
Rm
|u|2 dνt(u) dt ≤ ε2

8
, (4.1)

and such that v is bounded on [0, T ]\A. We observe �rst that by the dominated convergence
theorem, we can �x C su�ciently large so that∫

[0,T ]\A

∫
|u|>C

u2 dνt(u) dt ≤ ε2

8
.

Let us denote by ν̃ the unique Young measure which is such that, for all g in C0([0, T ]× Rm),∫ T

0

∫
Rm

g(t, u) dν̃t(u) dt

=

∫
[0,T ]\A

[ ∫
|u|≤C

g(t, u) dνt(u) + g(t, 0)

∫
|u|>C

1 dνt(u)
]
dt+

∫
A

g(t, 0) dt.

By construction, ν̃ is bounded (by C). This Young measure is such that

d2(ν, ν̃)2 ≤
∫
A

∫
Rm
|u|2 dνt(u) dt+

∫
[0,T ]\A

∫
|u|>C

|u|2 dνt(u)dt ≤ ε2

4
. (4.2)
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Now, let us set ṽ = ρ[ν̃]. Then,

||v − ṽ||2 ≤ d2(ν, ν̃) ≤ ε

2
. (4.3)

Finally, let us set ν′ = (v′ − ṽ)⊕ ν̃. Then, ρ[ν′] = ρ[v′]− ρ[ṽ] + ρ[ṽ] = ρ[v′] = v′ and

d2(ν′, ν̃) ≤ ||v′ − ṽ||2. (4.4)

Combining (4.2), (4.3), and (4.4), we obtain

d2(ν′, ν) ≤ d2(ν′, ν̃) + d2(ν̃, ν)

≤ ||v′ − ṽ||2 + ε/2

≤ ||v′ − v||2 + ||v − ṽ||2 + ε/2

≤ ||v′ − v||2 + ε.

Since ν̃ is bounded, if v′ is bounded, then ν′ is also bounded.

4.2 Standard linearizations and estimates

De�nition 28. For a given ν inMY
2 , we de�ne the standard linearization z[ν] by{

żt[ν] = fy[t]zt[ν] + fu[t]ρt[ν], for a.a. t ∈ [0, T ],

z0[ν] = 0.

We also set z1[ν] = z[ν] + ξθ, which is the solution of the following system:{
ż1
t [ν] = f ′[t](z1

t [ν], ρt[ν], 1), for a.a. t ∈ [0, T ],

z1
0 [ν] = y0

θ(0).

Lemma 29. For µ inMY
R, the following estimates hold:

||z[µ]− ξ[µ]||∞ = O(d1(µ, µ)2), (4.5)

||y[µ, θ]− y||∞ = O(||µ	 u||1 + θ), (4.6)

||y[µ, θ]− (y + z[µ	 u] + θξθ)||∞ = O(||µ	 u||21 + θ2). (4.7)

Proof. The dynamic of z = z[µ	 u] is the following:{
żt = fy[t]zt + fu[t]

( ∫
UR

(u− ut) dµt(u)
)
,

z0 = 0.
(4.8)

Note also that ||µ	 u||1 = d1(µ, µ). Setting r = ξ[µ]− z[µ	 u], we obtain that for almost all t
in [0, T ],

ṙt = fy[t]rt +

∫
UR

[
f(yt, u)− (f [t] + fu[t](u− ut))

]
dµt(u)

= O(|rt|) +

∫
UR

O(|u− ut|2) dµt(u),

thus, by Gronwall's lemma, ||r||∞ = O(||µ 	 u||21), which proves estimate (4.5). Replacing ξ[µ]
by z[µ	 u] in estimates (3.3) and (3.4) of lemma 21, we obtain estimates (4.6) and (4.7).
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Corollary 30. For all ν inMY
∞,

z[ν] = lim
θ↓0

ξ[u⊕ θν]

θ
.

Proof. By estimate (4.5), for θ > 0 su�ciently small,

∣∣∣∣z[ν]− ξ[u⊕ θν]

θ

∣∣∣∣
∞ =

1

θ
||z[θν]− ξ[u⊕ θν]||∞ =

O(θ2)

θ
= O(θ).

The corollary follows.

Remark 31. Denoting by C the smallest closed convex cone containing {z[ν]T , ν ∈ L∞}, we
obtain by corollary 30 that C ⊂ C(RT ). A standard quali�cation condition for the problem would
have been to assume that for some ε′ > 0,

ε′B ⊂ Φ(yT , 0) + Φ′yT (yT , 0)C −K.

This assumption is stronger than the quali�cation condition that we assumed.

4.3 Standard �rst-order upper estimate

Consider the standard linearized problem{
Min
v∈L2

φ′(yT , 0)(z1
T [v], 1),

s.t. Φ′(yT , 0)(z1
T [v], 1) ∈ TK(Φ(yT , 0)).

(SPLθ)

De�nition 32. Let λ in NK(Φ(yT , 0)), we say that it is a Lagrange multiplier if for almost all
t in [0, T ], Hu[pλt ](ut, yt) = 0. We denote by ΛL the set of Lagrange multipliers.

Note that the inclusion ΛP ⊂ ΛL holds.

Lemma 33. The dual of problem (SPLθ) is the following problem:

Max
λ∈ΛL

Lθ(u, y, λ, 0), (SDLθ)

it has the same value as the primal problem. Moreover, Val(PLθ) ≤ Val(SPLθ).

Proof. Remember the de�nition of the derivative of the Lagrangian, given by (3.11). The dual
of problem (SPLθ) is the following:

Max
λ∈NK(Φ(yT ,0))

Min
ν∈L2

Φ′[λ](z1
T [ν], 1).

By lemma 13, we obtain directy that for all v in L2,

Φ′[λ](z1
T [v], 1) = Lθ(u, y, λ, 0) +

∫ T

0

Hu[pλt ][t](vt − ut) dt.

Let λ be in NK(Φ(yT , 0)). It can be easily checked that if λ is a Lagrange multiplier, then

Min
v∈L2

∫ T

0

Hu[pλt ][t](vt − ut) dt = 0,
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while if λ is not a Lagrange multiplier, then

Min
v∈L2

∫ T

0

Hu[pλt ][t](vt − ut) dt = −∞.

This proves that problem (SDLθ) is the dual of problem (SPLθ). Moreover, it follows directly
from the inclusion ΛP ⊂ ΛL that

−∞ < Val(PLθ) = Val(DLθ) ≤ Val(SDLθ) ≤ Val(SPLθ),

We also obtain from the inclusion that problem (SDLθ) is feasible. Since (SPLθ) is linear and
since the value of its dual is not −∞, it follows by [5, theorem 2.204] that the two problems have
the same value.

Remark 34. In the previous lemma, we have obtained the inequality Val(PLθ) ≤ Val(SPLθ) by
working with the associated dual problems. It would have been possible to show this inequality by
working with the primal problems, and by using the inclusion

{z[ν]T , ν ∈MY
∞} ⊂ C(RT ),

which derives from corollary 30.

From now, we suppose that the following restrictive assumption holds.

Hypothesis 35. The Pontryagin and the classical linearized problems have the same value:
Val(SPLθ) = Val(PLθ).

This hypothesis is satis�ed in particular if the set of Lagrange multipliers is a singleton.
This hypothesis is also satis�ed if the Hamiltonian is convex with respect to u, since then the
de�nitions of Lagrange and Pontryagin multipliers are equivalent.

Lemma 36. The set S(SPLθ) of solutions to problem (SPLθ) is non-empty. Moreover, the
intersection S(SPLθ) ∩ L∞ is dense in S(SPLθ) for the L

2−distance.

Proof. By hypothesis 35, problem (SPLθ) has a �nite value, thus, it has solutions (see [5, theorem
2.202]). Moreover, since L∞ is dense in L2, we obtain by Dmitruk's density lemma (see [10])
that S(SPLθ) ∩ L∞ is dense in S(SPLθ) ∩ L2 (for the L2−norm).

Now, let us consider the standard linearized problem in the space of Young measuresMY
2 , Min

ν∈MY
2

φ′(yT , 0)(z1
T [ν], 1),

s.t. Φ′(yT , 0)(z1
T [ν], 1) ∈ TK(Φ(yT , 0)).

(SY PLθ)

Note �rst that for all ν in MY
2 , ρ[ν] belongs to L2 and z1[ν] = z1[ρ[ν]]. As a consequence,

problems (SPLθ) and (SY PLθ) have the same value.

Corollary 37. Problem (SY PLθ) has a non-empty set of solutions and S(SY PLθ) ∩MY
∞ is

dense in S(SY PLθ) for the L
2−distance (onMY

2 ).

Proof. Since problems (SPLθ) and (SY PLθ) have the same value, we obtain the inclusion
S(SPLθ) ⊂ S(SY PLθ), which proves that S(SY PLθ) is non-empty, by lemma 36. Let ν in
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MY
2 be a solution to problem (SY PLθ), then ρ[ν] is a solution to (SPLθ). Let (vk)k be a se-

quence of solutions in L∞ converging to ρ[ν]. By lemma 27, we obtain the existence of a sequence
(νk)k of Young measures inMY

∞ such that

d2(ν, νk) ≤ ||vk − ρ[ν]||2 +
1

k
→ 0,

and such that for all k, ρ[νk] = vk, therefore for all k, νk is a solution to problem (SPLθ). This
proves the corollary.

4.4 Second-order upper estimate

De�nition 38. For a given ν inMY
2 , we de�ne the second-order linearization z2[ν] by{

ż2
t [ν] = fy[t]z2

t [ν] + 1
2

∫
Rm f

′′[t](u, z1
t [ν], 1)2 dνt(u),

z2
0 [ν] = 1

2y
0
θθ(0).

In the following problem, the notation T 2 refers to the second-order tangent set [5, de�nition
3.28]. Given a solution ν to problem (SY PLθ), consider the following associated linearized
problem: 

Min
ξ∈C(RT )

1
2φ
′′(yT , 0)(z1

T [ν], 1)2 + φyT (yT , 0)(z2
T [ν] + ξ),

s.t. 1
2Φ′′(yT , 0)(z1

T [ν], 1)2 + ΦyT (yT , 0)(z2
T [ν] + ξ)

∈ T 2
K(Φ(yT , 0),Φ′(yT , 0)(z1

T [ν], 1)).

(PQθ(ν))

Let us de�ne the mapping Ωθ on RnE∗ ×MY
2 as follows:

Ωθ[λ](ν) :=
1

2

[ ∫ T

0

∫
Rm

H ′′[pλt ][t](u, z1
t [ν], 1)2 dνt(u)dt

+ pλ0y
0
θθ(0) + Φ′′[λ](yT , 0)(z1

T [ν], 1)2
]
. (4.9)

Theorem 39. For all ν in S(SY PLθ) ∩MY
∞, the following second-order upper estimate of the

value function holds:

V (θ) ≤ V (0) + θVal(PLθ) + θ2 Val(PQθ(ν)) + o(θ2). (4.10)

Proof. We follow the proof of lemma 23. Let ν ∈ S(SY PLθ) ∩ MY
∞, ξ ∈ F (PQθ(ν)), and

(θk)k ↓ 0 be such that

lim
k→∞

V (θ2
k)− [V (0) + θk Val(PLθ)]

θ2
k

= lim sup
θ↓0

V (θ2)− [V (0) + θ Val(PLθ)]

θ2
.

Let (µ̃k, αk)k be a sequence inMY
R ×R+ such that ξ = limαkξT [µ̃k]. Extracting a subsequence

of (θk)k if necessary, we can suppose that

θkαk = o(1) and αkθ
2
k ≤ 1.

We de�ne
µk = (1− αkθ2

k)(u⊕ θkν) + (αkθ
2
k)µ̃k.
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Since αkθ
2
k ≤ 1, µk is a Young measure. We set yk = y[µk, θk]. Let us show the expansion

||yk − (y + θkz1[ν] + θ2
k(z2[ν] + ξ))||∞ = o(θ2

k). (4.11)

We know that d1(µ, µk) = O(θk). Moreover,

θz[ν]− z[µk 	 u] = αkθ
3
kz[ν]− αkθ2

kz[µ̃
k] = o(θk),

thus, using lemma 29, we obtain that

||yk − (y + θkz
1[ν])||∞ = o(θk).

Let us set rk = yk − (y + θkz
1[ν] + θ2

k(z2[ν] + αkξ[µ̃
k])). Then,

rkt = (1− αkθ2
k)

∫ t

0

∫
B

f(us + θku, y
k
s , θk)dνt(u) ds

−
∫ t

0

(
f [s] + θk

∫
B

f ′[s](u, z1
s [ν], 1) dνt(u)

)
ds

− θ2
k

∫
B

1
2f
′′[s](u, z1

s [ν], 1)2 dνt(u) ds

− θ2
k

∫ t

0

fy[s](z2
s [ν] + αkξ[µ̃

k]s) ds

+ αkθ
2
k

∫ t

0

∫
UR

f(u, yks , θk) dµ̃ks(u) ds

− αkθ2
k

∫ t

0

∫
UR

(f(u, ys, 0)− f [s])dµ̃ks(u) ds

= (1− αkθ2
k)

∫ t

0

∫
B

(
f(us + θku, y

k
s , θk)− f [s]− f ′[s](θku, θkz1

s [ν], θk)
)
dνt(u) ds

−
∫ t

0

∫
B

1
2f
′′[s](θku, θkz

1
s [ν], θk)2 dνt(u) ds

− θ2
k

∫ t

0

fy[s](z2
s [ν] + αkξ[µ̃]s)

+ αkθ
2
k

∫ t

0

∫
B

(
f(u, yks , θk)− f(u, ys, θk)

)
dµ̃ks(u) ds + o(θ2

k)

=

∫ t

0

∫
B

(
f ′[s](θku, θk(yks − ys), θk) + 1

2f
′′[s](θku, y

k
s − ys, θk)2

)
dνs(t)dt

−
∫ t

0

∫
B

f ′[s](θku, θkz
1
s [ν], θk)dνt(u) ds

−
∫ t

0

∫
B

1
2f
′′[s](θku, θkz

1
s [ν], θk)2 dνt(u) ds

− θ2
k

∫ t

0

fy[s](z2
s [ν] + αkξs[µ̃

k])ds + o(θ2
k)

=

∫ t

0

f ′[s]rks ds+ o(θ2
k).
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By Gronwall's lemma, ||rk||∞ = o(θ2
k) and since αkξT [µk] → ξ, expansion (4.11) follows. As a

consequence, the two following second-order expansions hold:

φ(yT [µk, θk]) = φ(yT , 0) + θkφ
′(yT , 0)(z1

T [ν], 1)

+ θ2
k

[1

2
φ′′(yT , 0)(z1

T [ν], 1)2 + φyT (yT , 0)(z2
T [ν] + ξ)

]
+ o(θ2

k),

Φ(yT [µk, θk]) = Φ(yT , 0) + θkΦ′(yT , 0)(z1
T [ν], 1)

+ θ2
k

[1

2
Φ′′(yT , 0)(z1

T [ν], 1)2 + ΦyT (yT , 0)(z2
T [ν] + ξ)

]
+ o(θ2

k).

We obtain that dist(Φ(ykT ),K) = o(θ2
k). By the metric regularity theorem (theorem 22) and by

lemma 56, there exists a sequence µ̂k of feasible controls such that d1(µk, µ̂k) = o(θ2
k) and such

that

φ(y[µ̂k, θk]T ) = φ(yT , 0) + θkφ
′(yT , 0)(z1

T [ν], 1)

+ θ2
k

[1

2
φ′′(yT , 0)(z1

T [ν], 1)2 + φyT (yT , 0)(z2
T [ν] + ξ)

]
+ o(θ2

k).

Minimizing with respect to ξ, we obtain that

lim sup
θ↓0

V (θ2)− [V (0) + θVal(PLθ)]

θ2
≤ Val(PQθ(ν)).

The theorem follows.

Lemma 40. IfMY
2 is equipped with the L2−distance, then (λ, ν) 7→ Ωθ[λ](ν) is continuous.

Proof. Let λ ∈ RnE∗ and ν ∈ MY
2 . Let (λk)k → λ be a sequence in RnE∗ and (νk)k → ν a

sequence inMY
2 . Let us show that Ωθ[λk](νk)→ Ωθ[λ](ν). By lemma 58, we know that (z1[νk])k

and (pλk)k uniformly converge to resp. z1[ν] and pλ. Then, it su�ces to study the convergence
of

|Ωθ[λk](νk)− Ωθ[λ](ν)|

≤
∣∣∣ ∫ T

0

∫
Rm

(
pλkt f ′′[t](u, z1

t [νk], 1)2 − pλt f ′′[t](u, z1
t [ν], 1)2

)
dνkt (u) dt

∣∣∣
+
∣∣∣ ∫ T

0

∫
Rm

H ′′[pλt ][t](u, z1
t [ν], 1)2

[
dνkt (u)− dνt(u)

]
dt
∣∣∣+ o(1).

The convergence to 0 of the �rst term is easily checked. For the second one, let us consider for all
k the optimal transportation plan πk between ν and νk for the L2−distance. The second term
is equal to ∫ T

0

∫
Rm×Rm

H ′′[pλt ][t](u, z1
t [ν], 1)2 −H ′′[pλt ](v, z1

t [ν], 1)2 dπkt (u, v)dt

=

∫ T

0

∫
Rm×Rm

H ′′[pλt ][t](u− v, 0, 0)(u+ v, 2z1
t [ν], 2) dπkt (u, v) dt

=

∫ T

0

∫
Rm×Rm

O(|u− v| · |1 + u+ v|) dπkt (u, v) dt

=
(∫ T

0

∫
Rm×Rm

O(|u− v|2) dπkt (u, v) dt
)1/2
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·
(∫ T

0

∫
Rm×Rm

O(|1 + u+ v|2) dπkt (u, v) dt
)1/2

= O
(
d2(ν, νk)(1 + ||ν||2 + ||νk||2)

)
,

thus, it converges to 0, which proves the lemma.

Lemma 41. The dual of problem (PQθ(ν)) is the following problem,

Max
λ∈S(DLθ)

1

2
Ωθ[λ](ν), (DQθ(ν))

and it has the same value as (PQθ(ν)).

Proof. It is proved in [5, proposition 3.34, equality 3.64] that since K is polyhedric,

T 2
K(Φ(yT , 0),Φ′(yT , 0)(z1

T [ν], 1)) = TK(Φ(yT , 0)) + Φ′(yT , 0)(z1
T [ν], 1)R,

where the addition + is the Minkowski sum. Since the second-order tangent set is included into
the tangent cone, we obtain, like in the proof of theorem 24 that

εB ⊂ RnC =
1

2
Φ′′(yT , 0)(z1

T [ν], 1)2+ΦyT (yT , 0)(z2
T [ν] + C(RT ))

− T 2
K(Φ(yT , 0),Φ′(yT , 0)(z1

T [ν], 1)),

which is the quali�cation condition. By [5, theorem 2.165], problem (PQθ(ν)) has the same value
as its dual.

Let us denote by N the polar cone of the second-order tangent set. For all λ in RnC∗,

λ ∈ N ⇐⇒
{
λ ∈ NK(Φ(yT , 0)) and λΦ′(yT , 0)(z1

T [ν], 1) = 0
}
.

Following the proofs of theorems 16 and 24, we obtain that the dual of problem (PQθ(ν)) is the
following problem:

Max
λ∈ΛP ,

λΦ′(yT ,0)(z1T [ν],1)=0,

Φ′′[λ](yT , 0)(z1
T [ν], 1)2 + ΦyT [λ](z2

T [ν]).

Using lemma 13, we obtain that

ΦyT [λ]z2
T [ν] =

1

2

[
pλ0y

0
θθ(0) +

∫ T

0

∫
Rm

H ′′[pλt ][t](u, z1
t [ν], 1)2 dνt(u)

]
.

Moreover, by lemma 13 and hypothesis (35), for all λ in ΛP ,

λΦ′(yT , 0)(z1
T [ν], 1) = 0

⇐⇒ Φ′[λ](yT , 0)(z1
T [ν], 1) = φ′(yT , 0)(z1

T [ν], 1)

⇐⇒ pλ0y
0
θ(0) +

∫ T

0

Hθ[p
λ
t ][t]dt+ Φθ[λ](yT , 0) = Val(SPLθ)

⇐⇒ Lθ(u, y, λ, 0) = Val(PLθ)

⇐⇒ λ ∈ S(DLθ).

The lemma follows.
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Remark 42. If problems (PLθ) and (SPLθ) do not have the same value, then the feasible set
of problem (DQθ(ν)) is S(SDLθ) ∩ ΛP , which is then empty, and thus, Val(DQθ) = −∞.

Consider the problem (PQθ) de�ned by

Min
ν∈S(SY PLθ)

Val(PQθ(ν)). (PQθ)

Corollary 43. The following second-order upper estimate holds:

V (θ) ≤ V (0) + θVal(PLθ) + θ2 Val(PQθ) + o(θ2). (4.12)

Proof. Let us set

A = lim sup
θ↓0

V (θ)− [V (0) + θ Val(PLθ)]

θ2
.

By theorem 39 and lemma 41, we already know that for all ν in S(SY PLθ) ∩MY
∞,

A ≤ Val(PQθ(ν)) = Max
λ∈S(DLθ)

Ωθ[λ](ν). (4.13)

Now, let ν in S(SY PLθ), let (νk)k be a sequence of solutions to S(SY PLθ) inM∞ converging
to ν for the L2−distance. The existence of this sequence if given by corollary 37. For all k, let
us denote by λk a solution to

Max
λ∈S(DLθ)

Ωθ[λ](νk).

This solution exists, since S(DLθ) is compact (being closed and bounded, by theorem 16) and
since Ωθ is continuous (by lemma 40). Extracting if necessary a subsequence, we can suppose
that λk converges to some λ̃ in S(DLθ). By continuity of Ωθ, we obtain that

lim sup
k→∞

(
Max

λ∈S(DLθ)
Ωθ[λ](νk)

)
≤ Ωθ[λ̃](ν) ≤ Max

λ∈S(DLθ)
Ωθ[λ](ν). (4.14)

Combining (4.13) and (4.14), we obtain that

A ≤ inf
ν∈S(SY PLθ)

Max
λ∈S(DLθ)

Ωθ[λ](ν)

and the result follows.

5 Lower estimates of the value function

5.1 A decomposition principle

In the family of optimization problems that we consider, the expression Φ[λ](yT , θ) plays the
role of a Lagrangian. The basic idea to obtain a lower estimate for the value function is to use
a second-order expansion of the right-hand-side of the following inequality:

φ(yT , θ)− φ(yT , 0) ≥ Φ[λ](yT , θ)− Φ[λ](yT , 0), (5.1)

for a feasible trajectory y (for the perturbed problem (PY,R,ηθ )). This inequality holds since

Φ(yT , θ)− Φ(yT , 0) ∈ TK(Φ(yT , 0)) and λ ∈ NK(Φ(yT , 0)).
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The main di�culty in computing an expansion of the di�erence of Lagrangians is that we cannot
perform Taylor expansions with respect to the control variable, since we are interested by pertur-
bations of the control which are not small for the L∞−norm. The idea to deal with this di�culty
is to split the control into two intermediate controls, one accounting for the small perturbations
and one accounting for the large perturbations (both for the L∞−norm). The decomposition
principle that we obtain is an extension of [4, theorem 2.13].

In this part, we �x a sequence (θk)k ↓ 0 and a sequence (µk, yk)k of feasible trajectories for
the perturbed problems with θ = θk. We set δyk = yk − y. We also �x λ ∈ S(DLθ). In the
proofs of lemma 44, corollary 45, lemma 46, theorem 47, and corollary 48, we omit to mention the
dependence of the Hamiltonian with respect to pλt (since the multiplier λ is �xed). For example,
we will write H(u, yt, θ) instead of H[pλt ](u, yt, θ). Moreover, we set R1,k = d1(µ, µk). Note that
by lemma 21, ||δyk||∞ = O(R1,k + θk).

Lemma 44. The following expansion holds:

Φ[λ](ykT , θk)− Φ[λ](yT , 0)

= Val(PLθ)θk

+

∫ T

0

∫
UR

(H[pλt ](u, yt, 0)−H[pλt ][t]) dµt(u) dt

+

∫ T

0

∫
UR

(Hy[pλt ](u, yt, 0)−Hy[pλt ][t])δykt dµ
k
t (u) dt (5.2a)

+

∫ T

0

∫
UR

(Hθ[p
λ
t ](u, yt, 0)−Hθ[p

λ
t ][t])θk dµ

k
t (u) dt (5.2b)

+
1

2

[
p0
θθ(0)θ2

k +

∫ T

0

H(y,θ)2 [pλt ][t](δykt , θk)2 dt+ Φ′′[λ](δykT , θk)2
]

(5.2c)

+ o(θ2
k +R2

1,k).

Proof. Expanding the di�erence of Lagrangians up to the second order, we obtain

Φ[λ](ykT , θk)− Φ[λ](yT , 0)

= Φ′[λ](yT , 0)(δykT , θk) + 1
2Φ′′[λ](δykT , θk)2 + o(θ2

k + |δykT |2). (5.3)

We also have

ΦyT [λ](yT , 0)δykT

= pλT δy
k
T

=
[
pλt δy

k
t

]T
0

+ pλ0δy
k
0

=

∫ T

0

(
pλt δ̇y

k

t + ṗλt δy
k
t

)
dt + pλ0

[
y0(θk)− y0(0)

]
=

∫ T

0

(∫
UR

(H(u, ykt , θk)−H[t])dµkt (u)−Hy[t]δykt

)
dt

+ pλ0

[
y0
θ(0)θk +

1

2
y0
θθ(0)θ2

k + o(θ2
k)
]
. (5.4)
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Moreover, ∫ T

0

∫
UR

(H(u, ykt , θk)−H[t])dµkt (u) dt

=

∫ T

0

∫
UR

(H(u, ykt , θk)−H(u, yt, 0))dµkt (u) dt

+

∫ T

0

∫
UR

(H(u, yt, 0)−H[t])dµkt (u) dt

=

∫ T

0

∫
UR

H(y,θ)(u, yt, 0)(δykt , θk) dµkt (u) dt

+

∫ T

0

∫
UR

1
2H(y,θ)2(u, yt, 0)(δykt , θk)2 dµkt (u) dt

+

∫ T

0

∫
UR

(H(u, yt, 0)−H[t])dµkt (u) dt

+ o(θ2
k +R2

1,k)

=

∫ T

0

∫
UR

H(y,θ)(u, yt, 0)(δykt , θk) dµkt (u) dt

+

∫ T

0

∫
UR

1
2H(y,θ)2(u, yt, 0)(δykt , θk)2 dµkt (u) dt

+

∫ T

0

∫
UR

(H(u, yt, 0)−H[t])dµkt (u) dt

+ o(θ2
k +R2

1,k). (5.5)

Remember that

Val(PLθ) = pλ0y
0
θ(0) +

∫ T

0

Hθ[t] dt + Φθ[λ](yT , 0). (5.6)

Finally, ∫ T

0

∫
UR

1
2H(y,θ)2(u, yt, 0)(δykt , θk)2 dµkt (u)dt

=

∫ T

0

∫
UR

1
2H(y,θ)2 [t](δykt , θk)2 dµkt (u)dt + O(R1,k(R2

1,k + θ2
k)). (5.7)

and

R1,k(R2
1,k + θ2

k) = R3
1,k +R1,kθ

1/2
k · θ3/2

k

= o(R2
1,k) +O(R2

1,kθk + θ3
k)

= o(R2
1,k + θ2

k). (5.8)

Combining expansions (5.3-5.8), we obtain the lemma.
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Corollary 45. The following expansion holds:

Φ[λ](ykT , θk)− Φ[λ](yT , 0)

= Val(PLθ)θk +

∫ T

0

∫
UR

H[pλt ](u, yt, 0)−H[pλt ][t] dµt(u) dt

+O(R1,k||δyk||∞) +O(R1,kθk) +O(θ2
k) + o(R2

1,k). (5.9)

Proof. This corollary follows directly from the expansion given in lemma 44. We replace respec-
tively terms (5.2a), (5.2b), and (5.2c) by the following estimates: O(R1,k||δyk||∞), O(R1,kθk),
O(θ2

k + ||δyk||2) = O(θ2
k +R1,kθk), and the corollary follows.

From now, we set zk := z[µk 	 u]. Note that the dynamic of zk is given by equation (4.8).

Lemma 46. The following expansion holds:

Φ[λ](ykT , θk)− Φ[λ](yT , 0)

= Val(PLθ)θk

+

∫ T

0

∫
UR

(H[pλt ](u, yt, 0)−H[pλt ][t]) dµt(u) dt (5.10a)

+

∫ T

0

∫
UR

(Hy[pλt ](u, yt, 0)−Hy[pλt ][t])(zkt + θkξ
θ
t ) dµkt (u) dt (5.10b)

+

∫ T

0

∫
UR

(Hθ[p
λ
t ](u, yt, 0)−Hθ[p

λ
t ][t])θk dµ

k
t (u) dt (5.10c)

+
1

2

[
p0
θθ(0)θ2

k +

∫ T

0

H(y,θ)2 [pλt ][t](zkt + ξθt θk, θk)2 dt (5.10d)

+ Φ′′[λ](zkT + ξθT θk, θk)2
]

(5.10e)

+ o(θ2
k +R2

1,k).

Proof. We have already proved in lemma 29 the following estimate:

||δyk − (zk + θkξ
θ)||∞ = O(R2

1,k + θ2
k).

Therefore, we replace δyk by its standard expansion zk+θkξ
θ in terms (5.2a) and (5.2c) of lemma

44. The errors that we make are respectively of order R1,k(R2
1,k + θ2

k) and R4
1,k + θ4

k. We have
already proved (see estimate (5.3)) that

R1,k(R2
1,k + θ2

k) = o(R2
1,k + θ2

k).

The lemma follows.

Now, in order to go further in the expansions, we need to split the control µk into two controls.
To that purpose, we consider a sequence (Ak, Bk)k of measurable subsets of [0, T ] × UR such
that for all k, (Ak, Bk) is a measurable partition of [0, T ]×UR. We consider the Young measures
µA,k and µB,k which are the unique Young measures such that for all g in C0([0, T ]× UR),

∫ T

0

∫
UR

g(t, u) dµA,kt (u) dt =

∫
Ak
g(t, u)dµk(t, u) +

∫
Bk
g(t, ut) dµ

k(t, u),∫ T

0

∫
UR

g(t, u) dµB,kt (u)dt =

∫
Bk
g(t, u) dµk(t, u) +

∫
Ak
g(t, ut) dµ

k(t, u).
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Note that if g is such that for almost all t in [0, T ], g(t, ut) = 0, then∫ T

0

∫
UR

g(t, u) dµkt (u) dt =

∫ T

0

∫
UR

g(t, u)dµA,kt (u) dt+

∫ T

0

∫
UR

g(t, u) dµB,kt (u).

For i = 1, 2, we set Ri,A,k := di(µ, µ
A,k) and Ri,B,k := di(µ, µ

B,k). We also set zA,k := z[µA,k	u],
and zB,k := z[µB,k 	 u]. Remember the de�nition of Ωθ given by (4.9).

Theorem 47 (Decomposition principle). Assume that

µk(Bk) −→ 0 and ess sup
k→∞

{|u− ut|, (t, u) ∈ Ak} → 0. (5.11)

Then,

zk = zA,k + o(R2,A,k) (5.12)

and the following expansion holds:

Φ[λ](ykT , θk)− Φ[λ](yT , 0)

= Val(PLθ)θk +
1

2
Ωθ[λ](µA,k 	 u)

+

∫ T

0

∫
UR

H[pλt ](u, yt, 0)−H[pλt ][t] dµB,kt (u) dt

+ o(R2
2,A,k +R2

2,B,k + θ2
k). (5.13)

Proof. With the Cauchy-Schwartz inequality, we get R1,A,k = O(R2,A,k) and since µk(Bk)→ 0,

R1,B,k =

∫
Bk
|u− ut| dµkt (t, u) dt

≤ (µk(Bk))1/2
[ ∫

Bk
|u− ut|2 dµk(t, u)

]1/2
= o(R2,B,k). (5.14)

Estimate (5.12) follows from (5.14) and zk = zA,k + zB,k. In order to obtain expansion (5.13),
we work with the terms of the expansion of lemma 46.

With term (5.10a), we obtain∫ T

0

∫
UR

(H(u, yt, 0)−H[t])dµkt (u) dt

=

∫ T

0

∫
UR

(H(u, yt, 0)−H[t])dµA,kt (u) dt

+

∫ T

0

∫
UR

(H(u, yt, 0)−H[t])dµB,kt (u) dt

=

∫ T

0

∫
UR

Huu[t](u− ut)2 dµA,kt (u)dt

+

∫ T

0

∫
UR

(H(u, yt, 0)−H[t])dµB,kt (u) dt

+ o(R2
2,A,k). (5.15)
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With term (5.10b), we obtain∫ T

0

∫
UR

(Hy(u, yt, 0)−Hy[t])(zkt + θkξ
θ
t ) dµkt (u)dt

=

∫ T

0

∫
UR

(Hy(u, yt, 0)−Hy[t])(zA,kt + θkξ
θ
t )dµA,kt (u) dt

+

∫ T

0

∫
UR

(Hy(u, yt, 0)−Hy[t])zB,kt dµA,kt (u) dt

+

∫ T

0

∫
UR

(Hy(u, yt, 0)−Hy[t])(zB,kt + ξθt θk) dµB,kt (u)dt

=

∫ T

0

∫
UR

Hu,y[t](u− ut, zA,kt + θkξ
θ
t ) dµA,kt (u) dt

+O
(
R2

2,A,k(R1,A,k + θk)
)

+O
(
R1,B,k(R1,A,k +R1,B,k + θk)

)
. (5.16)

We also have that
R2

2,A,k(R1,A,k + θk) = o(R2
2,A,k) (5.17)

and

R1,B,k(R1,A,k +R1,B,k + θk)

= o
(
R2,B,k(R2,A,k +R2,B,k + θk)

)
= o(R2

2,A,k +R2
2,B,k + θ2

k). (5.18)

With term (5.10c), we obtain similarly that∫ T

0

∫
UR

(Hθ(u, yt, 0)−Hθ[t])θk dµ
k
t dt

=

∫ T

0

∫
UR

H(u,θ)[t](u− ut, θk) dµA,kt dt+O(R2
2,A,kθk) +O(R1,B,kθk). (5.19)

We also have that

R2
2,A,kθk = o(R2

2,A,k) and R1,B,kθk = o(R2,B,kθk) = o(R2
2,B,k + θ2

k). (5.20)

With terms (5.10d-5.10e), we obtain∫ T

0

H(y,θ)2 [t](zkt + θkξ
θ
t , θk)2 dt+ Φ′′[λ](zkT + θkξ

θ
T , θk)2

=

∫ T

0

∫
UR

H(y,θ)2 [t](zA,kt + θkξ
θ
t , θk)2 dµA,kt dt

+ Φ′′[λ](zA,kT + θkξ
θ
T , θk)2 + o(R2

2,A,k + θ2
k). (5.21)

Finally, combining lemma 46 and estimates (5.15-5.21), we obtain the result.

Let us denote by Ω[λ] :MY
2 → R the following mapping:

Ω[λ](ν) =

∫ T

0

∫
UR

H(u,y)2 [pλt ][t](u, z[ν])2 dµt(u) dt+ Φ(yT )2 [λ](yT , 0)(z[ν]T )2. (5.22)

With a similar proof to the proof of lemma 40, we can show that Ω[λ] is a continuous with respect
to ν, whenMY

2 is equipped with the L2−distance.
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Corollary 48. Let us suppose that the assumptions of theorem 47 are satis�ed, then the following
estimate holds:

Φ[λ](ykT , θk)− Φ[λ](yT , 0)

= Val(PLθ)θk +
1

2
Ω[λ](µA,k 	 u)

+

∫ T

0

∫
UR

(H[pλt ](u, yt, 0)−H[pλt ][t]) dµB,kt (u) dt

+ o(R2
2,A,k +R2

2,B,k) +O(θ2
k) +O(θkR2,A,k). (5.23)

Proof. This expansion derives directly from the expansion of theorem 47 in which we have re-
placed the second-order terms involving θk by the estimate O(R2,A,kθk).

5.2 Study of the rate of convergence of perturbed solutions

In this part, we give estimates of the L2−distance between a solution to the perturbed problem
(PY,R,ηθ ) and µ under a strong second-order su�cient condition. We will also suppose that the
parameter η > 0 (which a uniform bound between the reference trajectory and a perturbed
trajectory) is su�ciently small.

De�nition 49. We call critical cone C2 and relaxed critical cone CY2 the following sets:

C2 :=
{
ν ∈ L2, φyT (yT , 0)z[ν]T = 0, ΦyT (yT , 0)z[ν]T ∈ TK(Φ(yT , 0))

}
, (5.24)

CY2 :=
{
ν ∈MY

2 , φyT (yT , 0)z[ν]T = 0, ΦyT (yT , 0)z[ν]T ∈ TK(Φ(yT , 0))
}
. (5.25)

In the following assumption, we denote by ri(S(DLθ)) the relative interior of S(DLθ), which
is the interior of S(DLθ) for the topology induced by its a�ne hull.

Hypothesis 50 (Second-order su�cient conditions). There exists α > 0 such that

1. for some λ ∈ ri(S(DLθ)), for almost all t in [0, T ], for all v in UR,

H[pλt ](v, yt, 0)−H[pλt ](ut, yt, 0) ≥ α|v − ut|2,

2. for all ν in CY2 ,
sup

λ∈S(DLθ)

Ω[λ](ν) ≥ α||ν||22.

Remark 51. It is shown in [4, lemma 2.3] that since S(DLθ) is compact, then for all λ ∈
ri(S(DLθ)), there exists β > 0 such that for almost all t, for all v in UR,

H[pλt ](v, yt, 0)−H[pλt ](ut, yt, 0) ≥ β
(

sup
λ∈S(DLθ)

{
H[pλt ](v, yt, 0)−H[pλt ](ut, yt, 0)

})
.

It follows from this result that condition (50.1) is equivalent to: there exists α′ > 0 such that for
all µ inMY

R,

sup
λ∈S(DLθ)

{∫ T

0

∫
UR

(H[pλt ](u, yt, 0)−H[pλt ](ut, yt, 0)) dµt(u) dt
}
≥ α′||µ	 u||22.

In the sequel, we use this form of the second-order su�cient condition.
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Lemma 52. If η > 0 is su�ciently small, then for any sequence (θk)k ↓ 0, for any sequence of

solutions (µk, yk)k to (PY,R,ηθ ), with θ = θk,

R2,k = d2(µ, µk)→ 0. (5.26)

Proof. We prove this lemma by contradiction. We suppose that there exists two sequences
(ηk)k ↓ 0 and (θk)k ↓ 0 and a sequence of solutions (µk, yk) to (PY,R,ηθ ) with η = ηk and θ = θk
such that

lim inf
k→∞

R2,k = lim inf
k→∞

d2(µ, µk) > 0. (5.27)

It follows from the boundedness of S(DLθ), inequality (5.1), corollary 45, and assumption (50.1)
that

φ(ykT , θk)− φ(yT , 0)

≥ Val(PLθ)θk + sup
λ∈S(DLθ)

{∫ T

0

∫
UR

(H[pλt ](u, yt, 0)−H[pλt ][t]) dµkt (u) dt
}

+O(R1,kθk) +O(R1,k||δyk||∞) +O(θ2
k) + o(R2

1,k)

≥ Val(PLθ)θk + αR2
2,k +O(R1,kθk) +O(R1,kηk) +O(θ2

k) + o(R2
1,k).

Using the �rst-order estimate (lemma 23), we obtain that

αR2
2,k ≤ o(θk) +O(R1,kθk) +O(R1,kηk) +O(θ2

k) + o(R2
1,k)

≤ o(θk) +O(R1,kθk) +O(R1,kηk) +O(θ2
k) + o(R2

2,k)

thus, since the sequence (R1,k)k is bounded,

R2
2,k = o(θk) +O(R1,kθk) +O(R1,kηk) +O(θ2

k) = o(1),

in contradiction with (5.27).

From now, we �x a parameter η > 0 su�ciently small so that lemma 52 is satis�ed. We are
now able to build a sequence (Ak, Bk)k which can be used in the decomposition principle. Let
us set

Ak =
{

(t, u) ∈ [0, T ]× UR, |u− ut| <
√
R1,k

}
,

Bk =
{

(t, u) ∈ [0, T ]× UR, |u− ut| ≥
√
R1,k

}
.

We consider the sequences (µA,k)k and (µB,k)k associated with (µk)k and the sequence of parti-
tions (Ak, Bk)k. We still use the notations zA,k and zB,k. Then,

R1,k =

∫ T

0

∫
UR

|u− ut| dµkt (u) dt

≥
∫ T

0

∫
UR

√
R1,k1Bkt (t, u) dµkt (u) dt

≥
√
R1,k · µk(Bk).

Thus, µk(Bk) ≤
√
R1,k = O(

√
R2,k)→ 0, by lemma 52. Moreover,

ess sup
k→∞

{|u− ut|, (t, u) ∈ Ak} ≤
√
R1,k = O(

√
R2,k)→ 0.

As a consequence, we can apply the decomposition principle to the partition.
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Theorem 53. The following estimates on the rate of convergence of perturbed solutions holds:

R2,k = d2(µ, µk) = O(θk), ||yk − y||∞ = O(θk). (5.28)

Proof. B First step: R2,B,k = O(R2,A,k + θk).
With corollary 48 and the second-order upper estimate (4.12), we obtain that for all λ ∈ S(DLθ),

1

2
Ω[λ](µA,k 	 u) +

∫ T

0

∫
UR

H[pλt ](u, yt, 0)−H[pλt ][t] dµB,kt (u) dt

≤ o(R2
2,A,k +R2

2,B,k) +O(θkR2,A,k) +O(θ2
k). (5.29)

The estimates are uniform in λ, since S(DLθ) is bounded. Since Ω[λ](µA,k	u) = O(R2
2,A,k), we

obtain by the second-order su�cient condition (hypothesis 50.1) that

αR2
2,B,k = O(R2

2,A,k + θ2
k),

thus, R2,B,k = O(R2,A,k + θk).
B Second step: R2,A,k = O(θk).

Let us prove by contradiction that R2,A,k = O(θk). Extracting if necessary a subsequence, we
may assume that θk = o(R2,A,k). It follows directly that R2,B,k = O(R2,A,k). For all λ ∈ S(DLθ),∫ T

0

∫
UR

H(u, yt, 0)−H[t] dµB,kt (u) dt ≥ 0,

thus, by (5.29),

sup
λ∈S(DLθ)

Ω[λ](µA,k 	 u) ≤ O(θ2
k) +O(θkR2,A,k) + o(R2

2,A,k) = o(R2
2,A,k). (5.30)

Using de�nition 26, we set

νk =
µA,k 	 u
R2,A,k

and zk = z[νk] =
z[µA,k 	 u]

R2,A,k
.

Let us prove that

φyT (yT , 0)zT [νk] = o(1), (5.31)

dist
(
ΦyT (yT , 0)zT [νk], TK(Φ(yT , 0))

)
= o(1). (5.32)

By lemma 29, we obtain that

δykT = zA,kT + zB,kT + θkξ
T
θ +O(θ2

k) +O(R2
1,A,k +R2

1,B,k)

= zA,kT + o(R2,A,k).

As a consequence,

φ(ykT , θ
k)− φ(yT , 0) = φyT (yT , 0)zA,kT + o(R2,A,k)

= R2,A,k

[
φyT (yT , 0)zT [νk] + o(1)

]
, (5.33)

Φ(ykT , θ
k)− Φ(yT , 0) = ΦyT (yT , 0)zA,kT + o(R2,A,k)

= R2,A,k

[
ΦyT (yT , 0)zT [νk] + o(1)

]
. (5.34)
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Estimate (5.31) follows from (5.33) and from the following �rst-order upper estimate:

φ(ykT , θk)− φ(yT , 0) ≤ O(θk) = o(R2,A,k).

Estimate (5.32) follows from (5.34) and from the following inclusion:

Φ(ykT , θk)− Φ(yT , 0)

R2,A,k
∈ TK(Φ(yT , 0)).

We can apply Ho�man's lemma (see [5, theorem 2.200] or [15] for a historical reference) to ρ[νk]
and to the critical cone, since ρ[νk] satis�es also expansions (5.31) and (5.32). We obtain the
existence of a sequence (ṽk)k in C2 which is such that ||ρ[νk] − ṽk||2 → 0. By lemma 27, we
obtain the existence of a sequence (ν̃k)k in CY2 such that d2(νk, ν̃k)→ 0. It follows from (5.30)
that

sup
λ∈S(DLθ)

Ω[λ](νk) = sup
λ∈S(DLθ)

Ω[λ](µA,k 	 u)

R2
2,A,k

= o(1). (5.35)

By the strong su�cient second-order condition and the continuity of Ω[λ], we obtain that

sup
λ∈S(DLθ)

Ω[λ](νk) = sup
λ∈S(DLθ)

Ω[λ](ν̃k) + o(1)

≥ α||ν̃k||22 + o(1)

= α||νk||22 + o(1)

= α+ o(1),

in contradiction with (5.35). It follows that R2,A,k = O(θk), thus R2,k = O(R2,A,k+R2,B,k) = θk
and �nally that ||yk − y||∞ = O(θk), by lemma (56).

5.3 First- and second-order lower estimates

In this section, we compute a �rst and a second-order lower estimate for the value function. The
�rst-order lower estimate derives directly from inequality (5.1), corollary 45, and theorem 53:

V (θk)− V (0) ≥ Val(PLθ)θk +O(θ2
k).

Theorem 54. The following second-order estimate holds:

V (θ) = V (0) + θVal(PLθ) + θ2 Val(PQθ) + o(θ2). (5.36)

Moreover, for any θk ↓ 0, we can extract a subsequence of solutions µk to (PY,R,ηθ ) such that

µk 	 u
θk

converges narrowly to some ν solution of (PQθ).

Proof. Let (θk)k ↓ 0. We set

νA,k =
µA,k 	 u

θk
, νk =

µk 	 u
θk

.

By theorem 53, R2
2,A,k = O(θ2

k). Therefore, (νA,k)k is bounded for the L2−norm and we can

extract a subsequence such that (νA,k) converges for the narrow topology to some ν in MY
2 .

Moreover, we can show that

d1(νk, νA,k) ≤ ||µ
B,k 	 u||1
θk

= o(1),
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thus, νk equally converges to ν for the narrow topology. For all λ ∈ S(DLθ),∫ T

0

∫
UR

H[pλt ](u, yt, 0)−H[pλt ][t] dµB,kt (u)dt ≥ 0,

thus, by inequality (5.1) and by the decomposition principle (theorem 47),

V (θk)− V (0) ≥ θk Val(PLθ) +
θ2
k

2
Ωθ[λ](νA,k) + o(θ2

k).

Let us prove that ν 7→ Ωθ[λ](ν) is lower semi-continuous for the narrow topology at ν. We
already know that (z[νk])k converges uniformly to z[ν]. Then, all the terms involving a second-
order derivative di�erent from Huu have a linear growth, thus lemma 59 apply and we obtain
that, for example, ∫ T

0

∫
Rm

Hu,y[pλt ][t](u− ut, zt[νk])(dνkt (u)− dνt(u)) dt→ 0.

Moreover,

lim inf
k→∞

∫ T

0

∫
Rm

Huu[pλt ][t](u− ut)2(dνkt (u)− dνt(u)) dt ≥ 0

since the integrand Huu[pλt ][t](u− ut)2 is non-negative. Finally, we obtain that

V (θk)− V (0) ≥ θk Val(PLθ) +
θ2
k

2
Ωθ[λ](ν) + o(θ2

k).

Let us prove that ν is a solution to problem (SY PLθ). Following the proof of theorem (53), we
obtain that

δykT = θkz
A,k
T + o(θk)

and therefore that

φ(ykT , θk)− φ(yT , 0) = θkφyT (yT , 0)zA,kT + o(θk),

Φ(ykT , θk)− Φ(yT , 0) = θkΦyT (yT , 0)zA,kT + o(θk).

Since
φ(ykT , θk)− φ(yT , 0) = Val(PLθ)θk + o(θk),

we obtain that φyT (yT , 0)zA,kT = Val(PLθ). Since

Φ(ykT , θk)− Φ(yT , 0) ∈ TK(Φ(yT , 0)),

we obtain that ΦyT (yT , 0)zA,kT ∈ TK(Φ(yT , 0)). This proves that ν is a solution to (SY PLθ). By
lemma 41 and corollary 43, we obtain that

Val(PQθ(ν)) ≤ inf
ν∈S(SY PLθ)

Val(PQθ(ν)),

thus, ν is a solution to problem (PQθ) and the theorem follows.

Remark 55. The second-order expansion can be simpli�ed as follows:

V (θ) = V (0) + θVal(PLθ) + θ2
(

Min
ν∈S(SPLθ)

Val(PQθ(ν))
)

+ o(θ2).
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Proof. Let θk ↓ 0. By lemma 52, we know that d2(µ, µk)→ 0, thus, by lemma 17, we obtain the
existence of a sequence (uk)k of o(θ2

k)-optimal controls such that

||uk − u||2 = O(θk).

Therefore, we can apply the decomposition principle to (uk)k and we obtain the existence of
sequences (uA,k)k and (uB,k)k which satisfy (5.13). Following the proof of theorem 54, we prove
that (uA,k−u)/θk converges to some v in L2 for the weak topology of L2, and that v is a solution
to problem (SPLθ). Finally, since v 7→ Ωθ[λ](v) is lower semi-continuous for the weak topology
of L2 (see [14, lemma 21] for the idea of a proof), we obtain that the r.h.s. of (55) is a lower
estimate of V (θ). It is also an upper estimate since

Val(PQθ) ≤ Min
ν∈S(SPLθ)

Val(PQθ(ν)).

Expansion (55) follows.

6 Two examples

6.1 A di�erent value for the Pontryagin and the standard linearized

problem

Let us consider the following dynamic in R2:{
ẏt = (u3

t , u
2
t )
T , for a.a. t ∈ [0, T ],

y0 = (0, 0)T .

The control u is such that ||u||∞ ≤ 1 and we minimize y2,T [u] under the constraint y1,T [u] = θ,
with θ ≥ 0 and θ = 0. The coordinate y2 correspond to the integral which would have been used
in a Bolza formulation of the problem. For θ = 0, the problem has a unique solution u = 0,
y = (0, 0)T . This solution is quali�ed in the sense of de�nition 7, since for v = 1, ξ1[v] = T
and for v = −1, ξ1[v] = −T . However, the solution is not quali�ed in the sense of the standard
de�nition, since the standard linearized dynamic z is equal to 0.

For θ ≤ T , the problem has in�nitely many solutions, one of them being:

uθt =

{
1, if t ∈ (0, θ),

0, if t ∈ (θ, T ).

Indeed, y1,T [uθ] = θ, y2,T [uθ] = θ and if vθ is feasible, then

θ = y1,T [vθ] =

∫ T

0

(vθt )3 dt ≤
∫ T

0

(vθt )2 dt = y2,T [v],

which proves that uθ is optimal. Moreover, if vθ is optimal, then the previous inequality is an
equality and thus, for almost all t, (vθt )3 = (vθt )2, that is to say, vθt ∈ {0, 1}. We also obtain that
||vθ − u||2 =

√
θ and ||vθ − u||∞ = 1.

Now, let us compute the sets of multiplier ΛL and ΛP (for the reference problem). Since
the dynamic does not depend on y, denoting by λ ∈ R the dual variable associated with the
constraint y1,T [u]− θ = 0, the costate pλ is constant and given by pt = (λ, 1). The Hamiltonian
is given by

H[λ](u) = u2 + λu3.
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As a consequence, we obtain that ΛL = R × {1} and ΛP = [−1, 1] × {1}. The Lagrangian
associated with our family of problem is given by

L(u, y, λ, θ) =

∫ T

0

(u2
t + λu3

t ) dt+ λ(y1,θ − θ),

therefore, Lθ(u, y, λ, θ) = −λ, Val(PLθ) = 1, and Val(SPLθ) = +∞. In this example, the
Pontryagin linearized problem enables a more acurate estimation of the value function. Since
the solution u is not quali�ed in a standard de�nition, it is not surprizing that the associated
linearized problem has a value equal to +∞.

Note that the second-order theory developed in the article cannot be used to study this
example, since we do not have the equality of Val(PLθ) and Val(SPLθ). Moreover, observe that
for the solution λ = −1 of (DLθ), the Hamiltonian H[λ](u) = u2 − u3 has two minimizers: 0
and 1. The set of minimizers contains the support of the solutions to the perturbed problems.

6.2 No classical solutions for the perturbed problems

This second example shows a family of problems for which the perturbed problems do not have
a classical solution. This example does not �t to the framework of the study since we consider
control constraints. However, we believe it is interesting since in this case, the ratio (µθ 	 u)/θ
converges to a purely relaxed element of MY

2 for the narrow topology. This con�rms us in the
idea to use relaxation to perform a sensitivity analysis of optimal control problems.

Let us consider the following dynamic in R2:{
(ẏ1,t, ẏ2,t)

T = (ut, y
2
1 + 2(vt − θ)2 − u2

t )
T , for a.a. t ∈ [0, T ],

(y1,0, y2,0)T = (0, 0)T ,

where for almost all t in [0, T ], vt ≥ ut and vt ≥ −ut. The perturbation parameter θ is nonneg-
ative and θ = 0. We minimize y2,T . For θ = 0, the problem has a unique solution u = (0, 0)T ,
y = (0, 0)T . The associated costate p = (p1, p2) is constant, given by p1 = 0 and p2 = 1. Thus,

H[p](u, v, yt) = 2(v − θ)2 − u2.

This Hamiltonian has been �designed� in a way to have a unique minimizer when θ = 0, but two
minimizers (±2θ, 2θ) when θ > 0. Let us focus on optimal solutions to the problem when θ > 0.
Let u, v ∈ L∞([0, T ],R), we have

y2,T [u, v] =

∫ T

0

y1,t[u, v]2 + 2(vt − θ)2 − u2
t dt

=

∫ T

0

y1,t[u, v]2 + 2v2
t − 4θvt + 2θ2 − u2

t dt

=

∫ T

0

y1,t[u, v]2 + (v2
t − u2

t ) + (vt − 2θ)2 − 2θ2 dt

≥ − 2θ2T.

This last inequality is satis�ed if for almost all t in [0, T ], y1,t[u, v] = 0, vt = 2θ, |ut| = vt.
As a consequence, the problem does not have classical solutions, but has a unique relaxed one,
µθ = ((δ−2θ + δ2θ)/2, 2θ). Moreover,

µθ 	 u
θ

= ((δ−2 + δ2)/2, δ2).
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A Appendix on Young measures

A.1 First de�nitions

Weak-∗ topology on bounded measures Let X be a closed measurable subset of Rm. We
say that a real function ψ on [0, T ]×X vanishes at in�nity if for all ε > 0, there exists a compact
subset K of [0, T ] × X such that for all (t, u) in ([0, T ] × X)\K, |ψ(t, u)| ≤ ε. We denote by
C0([0, T ]×X) the set of continuous real functions vanishing at in�nity. The setMb([0, T ]×X)
of bounded measures on [0, T ]×X is the topological dual of C0([0, T ]×X). We endow this dual
pair with the associated weak-∗ topology. Note that this topology is metrizable since [0, T ]×X
is separable.

Young measures Let us denote by P the projection from [0, T ] × X to [0, T ]. Let µ be in
M+

b ([0, T ]×X), µ is said to be a Young measure, if P#µ is the Lebesgue measure on [0, T ]. We
denote byMY (X) the set of Young measures, it is weakly-∗ compact [21, theorem 1].

Disintegrability Let us denote by P(X) the set of probability measures on X. To all mea-
surable mapping ν : [0, T ] → P(X) (see the de�nition in [21, page 157]), we associate a unique
Young measure µ de�ned by: for all ψ in C0([0, T ]×X),∫

[0,T ]×X
ψ(t, u) dµ(t, u) =

∫ T

0

∫
X

ψ(t, u) dνt(u) dt.

This mapping de�nes a bijection from L([0, T ];P(X)) toMY (X). This property is called disinte-
grability. Note that L([0, T ];P(X)) ⊂ L∞([0, T ];Mb(X)), which is the dual of L1([0, T ];C0(X)).
OnMY (X), the weak-∗ topology of this dual pair is equivalent to the weak-∗ topology previously
de�ned [21, theorem 2]. In the article, we always write Young measures in a disintegrated form.

Denseness To all u in L([0, T ];X), we associate the unique Young measure µ de�ned by for
almost all t in [0, T ], µt = δut . The space L([0, T ];X) is dense inMY (X) for the weak-∗ topology
[22, proposition 8].

Lower semi-continuity of integrands We say that ψ : [0, T ]×X → R is a positive normal
integrand if ψ is measurable, ψ ≥ 0 and if for almost all t in [0, T ], ψ(t, ·) is lower semi-continuous.
If ψ is a positive normal integrand, then the mapping

µ ∈MY (X) 7→
∫ T

0

∫
X

ψ(t, u) dµt(u) dt

is lower semi-continuous for the weak-∗ topology [21, theorem 4].

Narrow topology We say that ψ : [0, T ] × X → R is a bounded Caratheodory integrand if
for almost all t in [0, T ], ψ(t, ·) is continuous and bounded and if ||ψ(t, ·)||∞ is integrable. The
narrow topology on MY (X) is the weakest topology such that for all bounded Caratheodory
integrand ψ,

µ ∈MY (X) 7→
∫ T

0

∫
X

ψ(t, u) dµt(u) du

is continous. This topology is �ner than the weak-∗ topology.
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Wasserstein distance We denote by P 1 and P 2 the two projections from [0, T ]×X ×X to
[0, T ] ×X de�ned by P 1(t, u, v) = (t, u) and P 2(t, u, v) = (t, v). Let µ1 and µ2 be in MY (X),
then π inM+

b ([0, T ]×X×X) is said to be a transportation plan between µ1 and µ2 if P 1
#π = µ1

and P 2
#π = µ2. Note that a transportation plan is disintegrable in time, like Young measures. We

denote by Π(µ1, µ2) the set of transportation plans between µ1 and µ2. It is never empty, since
it contains the measure π de�ned by πt = µ1

t ⊗ µ2
t for almost all t. We de�ne the Lp−distance

between µ1 and µ2 by

dp(µ
1, µ2) =

[
inf

π∈Π(µ1,µ2)

∫ T

0

∫
X×X

|v − u|p dπt(u, v) dt
]1/p

. (A.1)

This distance is called the Wasserstein distance [8, section 3.4]. The set Π(µ1, µ2) is narrowly
closed and if dp(µ

1, µ2) is �nite, any minimizing sequence of the problem associated with (A.1)
posseses a limit point by Prokhorov's theorem [21, theorem 11], thus by lower-semi-continuity
of the duality product with a positive normal integrand, we obtain the existence of an optimal
transportation plan.

If µ1 is the Young measure associated to u1 ∈ L([0, T ];X), then for all µ2 inMY (X), there
is only one transportation plan π in Π(µ1, µ2), which is, for almost all t in [0, T ], for all u and v
in X, πt(u, v) = δu1

t
(u)µ2

t (v), therefore,

ds(µ
1, µ2) =

[∫ T

0

∫
UR

|v − u1
t |s dµ2

t (v) dt

]1/s

. (A.2)

If µ1 and µ2 are both associated with u1 and u2 in L([0, T ];X), then dp(µ
1, µ2) = ||u2 − u1||p.

A.2 Young measures on UR

We suppose here that X is equal to UR, the ball of Rm with radius R and center 0. We
denoteMY

R =MY (UR). The set UR being compact,MY
R is weakly-∗ compact [21, theorem 1].

Moreover, the weak-∗ topology and the narrow topology are equivalent [21, theorem 4].

Di�erential systems controled by Young measures Let x0 ∈ Rn, let g : [0, T ]×X → Rn
be Lipschitz continuous (with modulus A), then for all µ inMY

R , the di�erential system{
ẋt =

∫
UR

f(xt, u) dµt(u)

x0 = x0

has a unique solution. This solution is denoted by x[µ].

Lemma 56. Let us equip L∞([0, T ];Rn) with the uniform norm. The mapping µ ∈ MY
R 7→

x[µ] ∈ L∞([0, T ];Rn) is weakly-∗ continuous and Lipschitz continuous for the L1−distance of
Young measures.

Proof. B Weak-∗ continuity.
Let µ ∈ MY

R , let (µk)k be a sequence in MY
R converging to µ for the weak-∗ topology. The

sequence (gk)k de�ned by

gkt =

∫ t

0

∫
UR

f(xs[µ], u)(dµks(u)− dµs(u)) ds
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converges pointwise to 0. We can show with the Arzelà-Ascoli theorem that this convergence is
uniform. For all t in [0, T ],

|xt[µk]− xt[µ]| ≤
∫ t

0

∫
UR

|f(xs[µ
k], u)− f(xs[µ], u)| dµks(u) ds

+
∣∣∣ ∫ t

0

∫
UR

f(xs[µ], u)(dµks(u)− dµs(u)) ds
∣∣∣

=

∫ t

0

O(|xs[µk]− xs[µ]|)ds+ o(1),

where the estimate o(1) is uniform in time. The uniform convergence of x[µk] follows with
Gronwall's lemma.

B L1−Lipschitz continuity.
Let µ1 and µ2 in MR

Y , let π be an optimal transportation plan between µ1 and µ2 for the
L1−distance. For all t in [0, T ],

|xt[µ2]− xt[µ1]| ≤
∣∣∣ ∫ t

0

∫
UR×UR

f(xs[µ
2], v)− f(xs[µ

1], u) dπs(u, v) ds
∣∣∣

≤
∫ t

0

∫
UR×UR

A(|xs[µ2]− xs[µ1]|+ |v − u|) dπs(u, v) ds

≤
∫ t

0

A|xs[µ2]− xs[µ1]| ds+Ad1(µ1, µ2).

The Lipschitz continuity follows with Gronwall's lemma.

A.3 Young measures on Rm

We suppose here that X = Rm. We equip MY := MY (Rm) with the narrow topology. In the
article, elements ofMY are denoted by ν. For p in [1,∞), we denote byMY

p the set of Young

measures ν inMY with a �nite Lp−norm, de�ned by ||ν||p = dp(0, ν), where dp is the Wassertein
distance. We denote byMY

∞ the set of Young measures with a bounded support and we de�ne
the L∞−norm as follows:

||ν||∞ = inf {a ∈ R, ν([0, T ]×B(0, a)) = ν([0, T ]× Rm)}.

Note the inclusionMY
∞ ⊂MY

2 ⊂MY
1 .

Lemma 57. The unit ball BY2 ofMY
2 is narrowly compact.

Proof. Let us prove that BY2 is tight ie, for all ε > 0, there exists a compact subset K of Rm
such that for all ν in BY2 , ν([0, T ]× (Rm\K)) ≤ ε. Let ε > 0, let K be the ball of Rm with centre
0 and radius 1/

√
ε. For all ν in BY2 ,

ν([0, T ]× (Rm\K)) = ε

∫ T

0

∫
Rm\K

1

ε
dνt(u) dt ≤ ε

∫ T

0

∫
Rm\K

|u|2 dνt(u) dt ≤ ε.

Then BY2 is tight and by Prokhorov's theorem [21, theorem 11], BY2 is narrowly precompact
in MY . The mapping (t, u) 7→ |u|2 being a positive normal integrand, the L2−norm is lower
semi-continuous and therefore, BY2 is closed for the narrow topology. Finally, BY2 is narrowly
compact.
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Lemma 58. The mapping µ ∈ MY
2 7→ x[µ] ∈ L∞([0, T ],Rn) is well-de�ned and Lipschitz

continuous.

Proof. The proof is similar to the proof of lemma 56.

Lemma 59. Let Ψ : [0, T ] × X → Rm a measurable mapping be such that for almost all t in
[0, T ], Ψ(t, ·) is continuous and such that

ess sup
t∈[0,T ]

|Ψ(t, u)| = o
|u|→∞

(|u|2).

Then the mapping

ν ∈MY
2 7→

∫ T

0

∫
Rm

ψ(t, u) dνt(u) dt (A.3)

is sequentially continous for the narrow topology.

Proof. The proof is inspired from [1, remark 5.3]. Let (νk)k be a sequence inMY
2 converging to

ν inMY
2 for the narrow topology. Let A be a bound on ||νk||2. Let ε > 0. Let B ≥ 0 be such

that for almost all t in [0, T ], for all u in Rm,

ψ(t, u) ≤ ε|u|2 +B.

Then, −ψ(t, u) + ε|u|2 +B is a positive normal integrand. Thus,∫ T

0

∫
Rm
−ψ(t, u) + ε|u|2 +B dνt(u) dt ≤ lim inf

k→∞

∫ T

0

∫
Rm
−ψ(t, u) + ε|u|2 +B dνkt (u)dt

and therefore,∫ T

0

∫
Rm
−ψ(t, u) dνt(u)dt ≤ lim inf

k→∞

∫ T

0

∫
Rm
−ψ(t, u)dνkt (u)dt+ 2εA2.

To the limit when ε ↓ 0, we obtain that∫ T

0

∫
Rm

ψ(t, u) dνt(u) dt ≥ lim sup
k→∞

∫ T

0

∫
Rm

ψ(t, u) dνkt (u) dt,

which proves the upper semi-continuity of the mapping (A.3). We prove similarly the lower
semi-continuity.
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