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Fluid Flow Control: a Vision-Based Approach

Romeo Tatsambon Fomena and Christophe Collewet

Abstract—This paper proposes a new approach to control a system. As a matter of fact, designing a closed-loop control
flow. Controlling a flow consists either to change its state to |gw requires the use of sensors that can be at the same time
another state or to maintain its current state whatever externa non-intrusive, accurate and adapted to the time and space
disturbances. Here the control of the laminar plane Poiseuille flow | f th h d itori Unfortunatel
is considered. To estimate the state of this flow, existing control sca (-?‘S 0 . € phenomenon under mon' 9”“9- niortunately,
methods rely on a set of limited wall shear stress measurements. Non-intrusive sensors are hardly available in the realeodrdf
These existing methods suffer from limited observations, from control applications. The most commonly used measurement,
noisy measurements and from the initialization involved in the optained from Micro Electro Mechanical Systems (MEMS),
observer required to estimate the flow state. To deal with these is the shear stress at a limited set of measurement points

issues, this paper proposes a vision-based control approach. kéo . .
precisely, by visualizing a fluid flow, dense flow velocity maps can on the wall [15], [16], [17]. A literature review on current

be computed via optical flow techniques and subsequently used@nd future developments, experimental use, and limitatafn
to build an observer-free closed-loop control law. This approach MEMS based shear stress sensors can be found in [18], [19].
is formally proven to be of great improvements for the control Concerning Poiseuille flow, because of the existence of
of this flow in comparison with existing control approaches. potentially unobservable high transient flow modes due to
these limited observations, a simple output feedback obntr
law cannot be used [15]. That is why current Poiseuille flow
- . control approaches focus on the use of full state informatio
A. turbulent ﬂOV\,’ presents better mixing properltles thap Phe reconstruction of the full state vector using limitedllwa
lam'nar flow. A significant part of the yvork carried out Nshear stress measurements requires the use of an obs&jyer [1
the field of flow control has been dedicated to the contr 0], [21]. However an observer is sensitive to its initialion

of the trgn5|t|on frof“ .Iamln_ar to tgr.bulent states. De'@fy'” and converges asymptotically to the true flow state value.
accelerating or modifying this transition can be of greaten Moreover, because of limited observations, noisy measure-

ronmental and gci)onomlcal Intgrezstséfor mddustrlal ap;)pbmf.) ments produce noisy flow state estimated values. Both of
For instance, Airbus expects in 2020 to decrease by 50% 2se issues are not suitable in the framework of flow control

]E:OZ ﬁm|35|ons, f‘gar%? p_a_rth(_)f th'i d(;crelzase being _eXpe(fzé?rgce a poor and noisy estimated state used in a control law
rom flow control by diminishing the fuel consumption of. trigger transition to turbulence in the controlledifland

the|r_ am;rafts thrqugh drag requct|on .[1]' In cqntrast,oiher therefore might cause the divergence of the control law,[22]
application domains such as industrial chemistry, tuncge [

phenomena are encouraged to increase heat exchange,

I. INTRODUCTION

23].

: - , ‘1!2) deal simultaneously with the limited observations and

improve the mixing of chemical components and to enhangg, non_intrusive sensing issues, this paper proposesanvis

chemical reactions. . . . . based control approach. As far as we know, such an approach
Flow control can be achieved in two different ways: passig,q heyer peen used for flow control issues. By using vision,

or active control. Passive control proyldes & permanemmct yonqe fioy velocity fields can be extracted from the flow image
on the system to control. Most often it consists in optimiZin,; \i4a0 rate [24], [25], and used in an observer-free closed

shapes orm_choosmg S!“tab'e materlals such as ane.tﬁ]Z]' loop scheme to control the flow. Closed-loop vision-based
porous media [4] or hairy coatings [5]. Conversely, in ativ

| I . ired h it Icontrol is now a well established technique in the robotics
control an external energy Is required to act on the syswm, [,y 5tomatic control communities. Indeed this technicage h

for example techniques based on blowing and suction [6] g,y impressive results in numerous complex contexts such
based on a cylinder of rptatlon [7], [8]. This type of apprimaca underwater, medical and aerial robotics [26]. BasicHiig
can be seen as an optimal problem where one has to applynhique, also known asisual servoing consists in using

an optimal con'grcl)l Igw 'based on a certain cost (minimizati edback information provided by a vision sensor to cordrol
of the drag, minimization of the actuators power, etc.) [9 ynamic system [27].

However, very often, open-loop cpntrol strategies [10]1][1 In this paper, we apply the vision-based approach to the
or even most often forcing strategies [7], [12], [13] aremseregulation of a plane Poiseuille flow around its steady state

These strateg‘ies, clogtraryftor? c:closed-loop control,dlsdiaw Indeed this flow has become a standard problem to develop
an accurate knowledge of the flow [14], [13], and are N@ow control theories [15], [16], [28], [29]: one of the main

robust to the variations of unmodelled parameters of ﬂPgason is that the analytical solution to the Navier-Stokes
R. Tatsambon Fomena is with Cemagref / INRIA Renne§Quations (NSE) of the steady state Poiseuille flow is well-
Bretagne-Atlantique,  Fluminance team, Rennes 35042, Frank@own in fluid mechanics. However, as will be seen in

rOcﬁeoéélgvsefn?sonv%ﬁmgerr:;g-r;r | INRIA Rennes BretagneSection [I-C, the modeling of this flow for control issues
Atlantique, ~ Fluminance  team,  Rennes 35042,  Frandlies on a conceptual model [15]. Unfortunately, it is adno

christophe.collewet@nria.fr impossible, or at least very difficult, to build an experirten
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setup based on this model. Therefore, the scope of this paper

limited to a theoretical introduction of the vision-basexhtrol Y4
approach for fluid flows. Here we do not deal with practical y=1
implementation issues.

This paper is organized as follows: we first present the
control-oriented modeling of plane Poiseuille flow. We con-
tinue by describing in Section Ill the two classical probtem
related to the control of plane Poiseuille flow. In addition
we present the existing Poiseuille flow shear stress based
control approaches which include the Linear Quadratic Gaus
sian (LQG) regulator. We then introduce in Section IV thejg. 1. steady state velocities profile of a 3D plane Poiteiw: L, and
fundamentals of the closed-loop control vision-based@ggit L. are the streamwise and the spanwise lengths respectively.
and we apply this approach to the control of Poiseuille flow in
Section V. Since the shear stress based LQG regulator is the
standard effective approach for flow control, in Section VB Control principle
we compare the shear stress based LQG approach with thé perturbed plane Poiseuille flow can be controlled via
proposed vision-based approach: we show that the shkaundaries. Boundary control consists in modifying bound-
stress based LQG approach is sensitive to measuremengs naites conditions either on the lower boundary —1 [15] or
whereas the vision-based approach is very robust to nowsy the upper boundary= 1, or on both the uppey= 1 and
measurements. Finally, in Section VIl the proposed thémkt lower y= —1 boundaries [28]. The exiting boundary control
results are validated in simulation using synthetic data s& approach proposed for Poiseuille flow ensures mass conserva
spatio-temporal variations of the perturbation velositie tion as shown in Fig. 2 wherg, and x; are the boundary

control functions of the upper and the lower channels, which
can be interpreted as a geometric alteration of the boueslari

II. PLANE POISEUILLE FLOW MODELING FOR CONTROL Note that in the absence of control, i.e. whep= x; = 0, the

DESIGN red dashed curves (see Fig. 2) are aligned with the lower and
upper boundary lines as expected.

In this section we first present the basics of plane Poigeuill From the existing boundary control approach of Poseuille
flow, then we recall the boundary control principle for thigioy it is clear that the only appropriate actuator type vahic
flow and finally we present the reduced linearized modghsures mass conservation is a synthetic jet actuator gince
used to derive the currently existing control laws. Notet thg 5 zero net mass flux device [30]. Synthetic jet actuataes ar
this modeling will also be used in part by the vision-basegpes of fluidic devices (mean to inject and to suck fluid).eNot
approach. that fluidic devices are only one possible type of actuators f

flow control since there are numerous other actuator control
mechanisms such as plasma or other type which involves
A. Basics moving the domain boundary as described in [31].

y=—14P

Poiseuille flow is a flow in an infinite length channel due
to a pressure gradient. The non dimensionalized NSE of this
flow are given by

W+ (V-V)V=-VP+ zVV
V-V=0 @)
V(z,y=+1,2z,t)=0

where P is the pressure an¥ is the flow velocity. Thez-
axis 1s assoc_:lateq to the strea_mW|se dlrectlor_1, gIFE.XIS t.O Fig. 2. Boundaries control of a 3D plane Poiseuille flow: (aptcol viewed
the normal direction and the-axis to the spanwise direction.n the z-y plane, (b) control viewed in the-= plane.
V(z,y= +1, z,t)= 0 represents the no slip boundary condi-
tion and R, is the Reynolds number.

Since Poiseuille flow is simple, the analytical solutioQ:_ Reduced linearized model

(Voas Viy, Vi, P,) of (1) in the steady state case, i.e. o )
&V _ OV 4 (V. V)V =0, can be found: For a practical implementation of flow control methods, the

ot infinite dimension of a flow prompts the need for a reduced
2 flow model. This section aims at deriving the reduced model
(Vow, Voys Voz, Po) = (1 = 4, 0,0, —q ) (2 of a controlled Poiseuille flow.
‘ Concerning Poiseuille flow, most of the works focus
The steady state velocities profile is illustrated on Fig. 1. on temporal instabilities caused by a perturbation vejocit
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Vp(z,y,2,t) defined as second problem is related to the case where the kinetic

energy density growth of the flow can instigate transition to
Vo(@,y,2t) = V(z,y,2,t) = Vo (2,4, 2,1) (®)  turbulence [33]. We present these two problems below. We

where Vi, (2,9, 2,t) = (Vie, Viy, Vi) (S€€ (2)). In order to also present existing shear stress based control solutons

keep permanent such instabilities in the infinite channedrwhthese problems.

the flow is not controlled, a periodic boundary finite length

channel is assumed [15]. That is why the perturbation vilociA. First problem: unstable flow

Vy(z,y,2,t) can be expanded in a Fourier series For the Reynolds numbeRe = 10 000, the wavenumber
too pair (a,=1,5,=0) is the only one (in the Fourier ex-
Vola,y,2,t)= Z Vpn(yj)evi(anmwnz)’ (4) pansion (4)) which presents an unstable mode as proven by
R——. the solutions of the classical Orr-Sommerfeld equatiori.[32

This instability can be seen through the poles of the state

_ _ H _ 27 _ 27
where (o, = nao, 6, = 1), With (ao = 77, fo = 77) the auiy an optained by selecting the reduced linearized model

fundamental wavenumber pair and, and L, the streamwise of Poisedille flow (6) at wavenumber pajt, = 1, 3, = 0)
and the spanwise period lengths respectively (see Fig. 1). These poles are illustrated on Fig. 3, in particulavr theabist

The modeling, required to derive existing control laws,as\— 0.00373967 + i0.23752649 are pointed out
consists first of all in linearizing the NSE around the steady ' ' '

state solution (2). Then the continuous linearized model of
the NSE of the flow is reduced by approximation of the g
perturbation velocityVy(x, vy, z,t) at a specifically selected

wavenumber pair(a,,3,) of the Fourier series (4); and

by decomposition of the specifically selected Fourier serie
coefficient V' (y, ) through the evaluation of combinations
of Chebychev polynomial®,, at Gauss-Lobatto collocation

pointsy, as follows

d
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Vi (e, t) =Y pi()®m(ye), With 1 <k < M. (5)
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Fig. 3. Poles and zeros of the reduced linearized systenéo= 10 000,
(an =1, 8, = 0); note that a complex conjugate pair of poles represents a

This second step transforms a system of partial differentiode.
equations (PDE) obtained from (1) into a system of first order

ordinary differential equations (ODE). In this case the flow is initially in the steady state but in an

unstable equilibrium, i.e. a small disturbance velocityuea

Finally, the null boundary conditions of the closed-loo D . )
. . . x,y, z,t) destabilizes the uncontrolled fluid flow. Since
control system is obtained by setting the upper and Iow%p(: 1y 3 io) it is worth mentioning that the distribution

boundaries to the values of the control inputs and y; of the flow velocities is the same in anvblane i.e
respectively. The details of the derivation of the reducecI yp o

linearized model are given in Appendix A. Vi(2,y,2,t)= V' (y,t)e' ) |V 2. @)

b Ailrl]gc;g:ﬁ) l:l\tliaﬁ;tlor;;:;:ai,cg;ee)r(e?g:iirl:nearlzed model is glvei?is therefore obvious to see that the reduced linearizedaino
Y 9 P (6) of the unstable 3D plane Poiseuille flow can be obtained

p"(t)= A"p"(t) + B™u(t) from a single 2D plane = z, of the 3D flow. That is why in
z(t)= CT"p™(t) (6) the sequel of this paper, instead of dealing with the unstabl
p”(0)=p", 3D flow, we choose, as in [15], [16], [29], [28], to address the

ar o . problem of the unstable 2D plane Poiseuille flow destalilize
wherep”(t) = (pI,) is the state vectorA™ is the state matrix, by the perturbation velocity, (. y, ¢).

u(t)= (uy(t),u(t)) is the system control inputs on the upper
and lower channel boundaries, like blowing or suction astio ) .
as proposed for instance in [13R" is the input matrix,C* B. Second problem: transient energy growth

is the output matrix andi(t) is the vector of shear stress The kinetic energy density of the flow perturbation

measurements on the upper and lower boundaries. Vp(z,y,2,1) is given by
Using the reduced linearized model (6), we now review the 1 Vo 1|12
‘seui Enlt)= — [ R ETL gy, (8)
two standard problems related to plane Poiseuille flow. We A VA 2 o3

also present the existing solutions to these problems. whereV,, is the volume of a period of the domain under con-

sideration. Plugging into (8) the above described Foudgr (
and Chebychev approximations (5) of the perturbation vigloc
Vp(z,y,2,t), it is possible to obtain a weighting matri®

In the framework of Poiseuille flow control, two mainexactly as in [22] such that the kinetic energy density reduc
problems have been reported in the literature: the firstlprob to
concerns the case where the flow is unstable [32]; and the E.(t)=p™(t)Qp™(t), 9)

IIl. TWO CLASSICAL PROBLEMS AND THE EXISTING
SOLUTIONS
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wherex’ denotes the conjugate transpose of vestor of the value of the state vectgs™(¢), the observability is

In the case where the Reynolds number is sdRte- 5000 assumed and a state feedback Linear Quadratic Regulator
and the wavenumber pair is set ta,, = 0, 3,, = 2.044) the (LQR), can easily stabilize the unstable perturbed Pdigeui
reduced linearized system is stable since all the poles ftdw, and can reduce the growth of the transient energy
the state matrixA™ lay on the left part of the imaginary limiting thus the risk of an excursion in the turbulent state
axis as shown on Fig. 4(a). However, in this case, it [46], [28]. Considering an infinite time horizon, the LQR
possible to find the worst initial condition which causesignal
the reduced linearized system (6) to present the maximum u(t) = _kTpn(t) (12)

transient energy growth [33]. Indeed, a small perturbation
minimizes the cost function

4000

e - —e0 /0 (P™ (£)Qp™(t) + v’ (t)Ru(t)) dt (13)

wherek is the optimal gain@Q andR. are positive-semidefinite
weighting matrices. MatriR . is used to limit energy consump-
tion of actuators. In order to maintain wall symmetry, maiii
1 is set as a scaled identity matrix [22], iR.= r2I, wherer is
48 05 e w0z 0 o2 % W w0 a real positive parameter. Note that by choosing maiyias
the same matrix involved in expression of the kinetic energy
(@) (b) : .
density (see (9)), this control law can reduce the growtthef t

Fig. 4. 3D flow characteristic®. = 5000, (o, = 0,8, = 2.044): (8) transient energy density limiting thus the risk of an exmms
poles of the reduced linearized system, (b) synchronic amthdbdnic transient jn the turbulent state [16], [28]
energy bounds. ' .

W
S
3
3

2000

-0.05

Imaginary axis
°
transient energy bounds

1000

However, in practice the LQR approach can not be used

velocity valueV, (z, 4, z,t) in the reduced linearized Systemsi:ce it req'uires the unkr_10wn valqe of the true state va_lue
leads to a transient effect which is characterized by a GTO\I\& (t). A _Lmear _Quadratlc G_ausman (LQG) co_ntroller IS
in a short-time behaviour of the kinetic density energyobef US required. This approach is based on an estimated value
a decay occurs. This transient effect, if not controlledy c"(t) of the state vector. The value qfn,(t) is obtained
cause transition to turbulence in the flow as explained in t oM the shegr stress meqsuremez(tz_S) using an observer
following. built .from a Linear Quadrat!c Estimation (LQE) spheme (see
The synchronic transient energy bound at a given tine Section VI-A). Instead of using (.12),'the control signal foe
defined as the maximum value of the kinetic energy densffﬁ?|tput feedback LQG regulator is given by
at timet: — _kTpm
£()= max E,(1), (10) u(t)= -k p"(z(t)), (14)
En(0=1 where vectokk is still the LQR optimal gain ané& represents
where &, (t) is the kinetic energy density given in (9). Thean estimate of the value of. This last control law (14) will
diachronic transient energy bound or the maximum transidm refer to as shear stress based LQG (SSB-LQG) control.
energy growth is the maximum value of the synchronic tran- However as already mentioned in Section I, any observer
sient energy bound over all time defined by suffers from the initialization issue as shown in SectiorA/I
Epa= max Ens(t). (11) In addition in the.case where theAIimiFed shear'stress measur
S mentsz(t) are noisy, the estimate” (¢) is also noisy as shown

The synchronic and diachronic transient bounds are sholfhSection VI-A. Both of these problems are solved by the
on Fig. 4(b). Letp™yorst0) be the initial condition corre- proposed V|S|0|j—based control approach, which is intreduc
sponding the maximum transient energy growth shown witR the next section.

the magenta dot on Fig. 4(b). As already mentioned above, if

no control is applied whem™yorst0) is the system initial V. FUNDAMENTALS OF VISUAL SERVOING

condition, then the resulting highest transient energywgro

could instigate transition to turbulence in the flow. As already mentioned in Section |, visual servoing is a

well-known approach in the robotics and automatic control
o . communities for non linear control of complex systems. This
C. Existing solutions: shear stress based control approach consists in using feedback information from aowisi
Using the classical output feedback controdensor to control the state of a dynamic system [27]. To
uj(t)= —k; z;(t) in (6), whereu; is the single control achieve a vision-based control task, a set of visual feature
input, k; is a scalar gain and;(t) is the shear stresss(t) is selected from the image of the scene. Indeed, only
measurement at a single point, the unstable 2D Poiseuglepart of the image (provided by the sensor) is used to
flow can be stabilized as shown in [15]. However thigefine a diffeomorphic map between the observed scene and
simple proportional controller generally fails to supgesa judiciously selected set of features in the image. A cdntro
unobservable high transient modes which could trigg&aw is then designed so that the visual featus@g reaches
transition to turbulence [15]. By supposing the availapili a desired values* corresponding to a desired state of the
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system. The control principle is thus to regulate the error
vectore(t) =s(t)—s* to zero.

To design the control law, the dynamic of the error vector
must be known. This dynamic is given by

e()="U 4 Lo, (15)

whereu(t) is the system control input®,.(¢) is the jacobian
matrix that encodes the time variation of the visual feature
with respect to the variation of the control signal acting on
the system [34], ande(t)/0t expresses the variation of the

Laser source

Test vein

active control

X

blowing

error vector due to the free motion of the visual features.
A key point in vision-based control is that this control

plane of the flow

technique belongs to the class of sensor-based control of

suction

dynamic systems: the control law is computed in the sensor

frame [35]. Consequently, this approach corresponds lglear Image plane

to an observer-free feedback control.

In the following we apply the visual servoing approach tr50i?e'

5. Fronto-parallel visualization of a 2D flow using adasheet which
is to enlighten the particles seeded in the fldigh is the perspective

the regulation of plane Poiseuille flow. image of the fluid particleM in the sensor space.

V. VISUAL SERVOING FOR FLOW CONTROL

In the particular case of flow control, a control law is
designed from visual features obtained from the visionegyst

sensing the flow. Of course a great advantage of such a sensor

is that it is non-intrusive. This sensor is also an extremely
rich and dense source of information on the flow. Indeed a
large spectrum of visual featureét) could be selected from
the image, such as coordinates of singular points in the flow
or the vorticity map. Nevertheless, to directly compare our
vision-based approach to the SSB-LQG approach we choose
the same data, i.es(t) = p®(t). However, as shown in the
next section, the mgin\ difference between both approaches i
the way to estimate® (¢). We first show in our approach howFig.
p~(t) is estimated from visual measurements, and then we
present the control law.

A. State estimation from visual measurements

Here we consider both the control of the 2D and the 3D
plane Poiseuille flows.

1) 2D plane Poiseuille flow:A laser sheet is used to
enlighten the particles for which the velocities are coregut
(see Fig. 5). Consequently, from this visualization precés  °
is possible to compute dense flow velocity maps from optical
flow techniques. Optical flow can be defined as the apparent
velocity vector field representing the motion of photoneetri
pattern (pixels brightness) in successive image sequé¢B6gs
We first present the perspective projection of a flow particle
then we show how to estimate a flow particle velocity from
its image velocity, and finally we present the computation of
the state vector from the velocity of a flow particle.

a) Perspective projection of a flow particlelet
°M= ("M,(t),°M,(t),°M.(t)) be the space-time coordi-
nates of the flow particleV expressed in the flow framg,.
The perspective projection oY1 is obtained in three steps.

o The first step consists to express in the camera frame.
Let °M= (°M,(t),“M,(t),“M.(t)) be the space-time

6. Perspective projection of a flow particle.

coordinates ofM expressed in the camera frafig. The
relationship betweeAM (¢) and °M(¢) is given by

*M(t) = “R,°M(t) + °t, (16)

where (R, “t,) is the rigid constant kinematic link
between the camera and the flow frames (see Fig. 6). This
rigid link is also known as extrinsic camera parameters.
In the second step, the perspective projection
‘m(t)= (“my(t),“m,(t)) of point °M(t) obtained
from the well-known pinhole camera model is given by:
c _ c‘]\4ﬂi(t) c _ (My(t)
mm(t)_ CMZ(t) ’ my( )_ CMZ(t).
More details on perspective projection models can be
found in [37].
Finally in the last step, the perspective coordinates vecto
°m(t) is expressed in the sensor space (i.e. in pixel unit)
as?m(t)= (Pmy(t),”?m,(t)), by the relation
Pma(t)= Lema(0) vuo, Pmy(1)= Lem, (1) 4 (18)
where [,, (respectivelyl,) is the pixel size (in me-
ter) in the u (respectivelyv) direction, f is the fo-

7
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cal length and(ug,v) is the vector coordinates ofii) Global approaches: prior regularity model on motion

the principal point of the camera. Note that vectoDn the entire image, the goal is to solve a minimization
(fu=f/lu, fo = [/lu,u0,v0) represents the intrinsic problem composed of two terms

camera parameters. Both the intrinsic and the extrinsic _

camera parameters can be determined using the calibra- FIm, v) = falIm, v) + afr(V) (23)
tion method described in [38]. wherev is the velocity field to estimate, and where

b) Estimation of the flow velocity particle from its image e fa(In,V) is the data term or the observation model that
velocity: Now we show in three steps how to compute the ve-  enforces the conservation assumption for instance
locity of a flow particleM from its perspective imagéam. The — the brightness conservation
first step consists in expressing the relationship betwhen t 1 ol

flow particle and its perspective image velocities. From),(18 faIm,v) = 3l =t VI, vds (24)
it is easy to show that the relationship between the image ) @ ) ]

M, (t) where(2 is the domain of the flow in the image; or
velocities”m and the flow velocitieSNI(t)= | M, (t) — a physics-based optical flow equation for laser sheet

ONL(t) illuminated particles in a volume and planar control
is given by surfaces [40]

0Pm 3 2
Y — c o 1 Im, .
Pr(t) = M R,°"M (19) fa(Im,v) = 5/ (aat —|—VIILV—|—IdeVV> ds;
Q

(25)

where the jacobian matrig:= is given by _ o _ _
o fr(v) is the regularization term which enforces a spatial

9Pm Mfiut 0 f%f:(t) smoothness of the minimizing velocity to a degree
oM 6( ) £ fe ﬁi&) . (20) prescribed by the regularization parameterFor a first
M- (1) MZ(t) order regularizatiory,.(v) can be chosen as [41]:

In the 2D case, sincgM.. (t) is constant, we haveM/, (t) =
0 and (19) can be rewritten as

1
fr9)= 5 [ 19w+ Vv, Fds (20

and for the second order regularizatigh(v) can be

chosen as [42], [43]:

1

e = e | | @
fr(v)= f/ (HVdiVVH2 + ||VCUI‘|VH2) ds;  (27)
Q

Pring (t) |~ 9°M M, (t)
whereR, |12 is the restriction of the orientation matrbR,, 2
to its two first columns. ) ) i ... This second matching approach provides a dense vector field
The second step consists to estimate the image velbgity (one per pixel) with spatial coherence
Vector P can be determined by solving a matching problem To sum up X

between two consecutive images. Two approaches exist
solve this matching problem: local and global approaches.

the flow velocity in the imagém can be
eQimated using either a region-based matching approath th
k . ; provides velocity field over local image regions at video
i) Local approaches: region-based matching _ rate [24], [25], [39]; or a global matching approach. Thistla
The goal is to estimate the displacement of the péin(t) aiching approach, although not running at video rate tcau
between two images acquired at a very short time interval BY . ;rrent hardware limitations, provides dense velocigpm
comparing windows (local regions). This comparison can B sne velocity per pixel, with spatial coherence. A coeapr
done by: hensive review of some NSE consistent optical flow methods
» Maximizing a similarity measurement, such as the cross-available in [36].
correlation used in the PIV community; Finally, assuming a perfectly calibrated camera, it becme
« minimizing a dissimilarity measurement, such as thstraightforward to express the flow perturbation velositie
sum-of-squared differences used in the computer vision, (x, y, ¢) from optical flow measurements by inverting (21)
community; and by using (3).
» using a variational approach. In this case, the optical c) Estimation of the state vectoiThis last step shows
flow is computed. The optical flow equation expressdww to computq?l(t) from the estimatiortV,(x, y, t). This is
the brightness conservation at pixeh(t) as follows  done by projecting the perturbation velociti€s, (z, y, ¢) onto
dL(t)  OLn(t) Fourier and Chebychev bases as detailed in Appendix B-A.
0= 22— 2" L VI P, (22) It is worth mentioning that an important contribution ofghi
dt ot method relies on the fact that the initial valp@(t = 0) is
where I,,,(t) is the brightness of pixelm(t) and VI,, therefore no longer of concerned in our approach as shown
is the brightness spatial gradient. From (22), assumiitg Section VI-B. In addition, because of dense flow velocity
thatPm(¢) is constant within a neighbourhodd?m) of maps, the vision-based approach provides less noisy estima
Pm(t), Pm(t) can be computed using the well-knowrtions of the state vector as shown also in Section VI-B.
Lucas-Kanade method based on a least-squares solue now focus on the 3D case by showing how to obtain
tion [39]. the state vectop?l(t) from visual measurements.
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__2) 3D plane Poiseuille flowWe first show the estimation of is obtained from visual measurements instead of shearsstres

Vp(z,y,z,t) from visual measurements and then we computeeasurements as used in (14).

the state vectop®(t) from \7;(%%2,15) In the next section, we compare the SSB-LQG approach
a) Estimation of the flow velocity particle from its im-with the proposed VB-LQG method.

age velocity: The complete 3D flow perturbation velocity

Vo(z,y,2,t) can be reconstructed in a volume using a VI. COMPARISON BETWEEN THESSB-LQGAND THE

stereoscopic pair of images of the flay and I,. Indeed, VB-LQG APPROACHES

let Pm; and”m; be the projection of the 3D poifitM points The major difference between the SSB-LQG and the VB-

in imagesI; andI, respectively. Using (19) in both imagesLQG approaches is the estimation of the state vqﬁﬂit): the

I, and I,, stereoscopic particle image velocimetry (stere&SB-LQG regulator uses an observer built from the LQE ap-

PIV) technique can be used to compMgz, y, 2, ) and thus proach whereas the VB-LQG approach relies on an observer-

Vop(z,y,2,t) in a planar domain [44]. Based on stero-PIMree estimation method. We now highlight the influence of

technique, it is possible to devise an automatic high spetgtse estimation methods on the closed-loop system.

optical scanner which provides many different planes of the

flow, leading thus to the estimation of a 3D volume of th@a, Behaviour of the system closed by the SSB-LQG control
observed flow [45]. It is also possible to observe the flow witfay

three cameras providing thus two different planes of viewnfr We first present the LQE framework and then we present

which the complete velocity gradient tensor can be computqﬂe system closed by the SSB-LQG control. In the LQE
this technique is known as dual-plane PIV [46]. framework, on which the SSB-LQG approach relies, it is

b) nEstimation of the state vectorAs for the 2D goperay assumed that the reduced linearized system (6)
case, p”(t) can be obtamgd by projecting the estlmatloﬁas process disturbanceg and measurements noige. In
Vp(z,y,2,1) onto the Fourier and Chebychey/éaases as dgqditione, ande. are assumed to be uncorrelated Gaussian
tailed in Appendix B-B. Of course, here agaip?(¢) does \ynite noise with covariance matric&, and=. respectively.

not depend orp™ (¢ = 0) as it is the case (demonstrated ifrhg requced linearized system (6) is thus rewritten as
Section VI-A) with the SSB-LQG approach. Singé(t) is

available in both the 2D and 3D cases, the control law can p"(t)= A"p"(t) + B"u(t) + ep(?)
now be derived. z(t) = C™p"(t) +e.(t)
E{epel,} = Ep, E{e.el}=E. (31)
isi E{EZF:;)}:Ov E{epel}=0
B. Closed-loop vision-based control of flows p™(0)= p",,

As mentioned at the very beginning of this Section V, .4 T ) i
we choose the same das&) = pn(¢) as in the SSB-LQG whereE {-} = Tlgr;o 7 Jo {-}dt is the expectation operator.
approach so that our vision-based approach can be directlyet §"(¢) = fﬁl(t) — p”(t) be the estimation error. From
compare to the SSB-LQG approach. In that case, it beconthe plant model given in (31), a consistent estimation sehem
easy to express the dynamic of the error of the visual featuie given by
e(t) (see (15)) around the steady state solution (the equitibriu

point). In the ideal case where there is no state disturlsance p*(t)= A"p*(t) + B™u(t) + Lep(t)

and there is no image noise, from the ideal state dynamic p(t) = 2(t) - C*Tpa(t) (32)
equation given in (6), it is straightforward that the ideabige p=(0) = unknown,

error dynamic given by (15) is such that

where ph(t) is the estimated state vector for an infi-
nite time horizon, andL the optimal gain that minimizes
E{[6™(#)]'[6"(t)]} given by L=xB""E] where x (a

z

de(t)
at

More precisely (28) can be physically interpreted as fotlpwPOsitive-semidefinite matrix) is the solution of the algabr

H i H nT n nlT=—1Mn - _
the term 22) " describes the instationary aspect of the flogficcatl equationxA™ " + Afx —xC? =7 Cx + Zp = 0.

ot . . . . .
image velocity map due to the motion of the uncontrolled flow,N® €M (?) is the innovation term representing the dif-
rence between the current measurement and its prediction

and the termL.(t) encodes the spatial inhomogeneity aspe

of the flow image velocity map due to unsteady actuation (fd'€ higher the value k. the more reactive the system.
instance blowing and suction actions). Using (31) and (32) we obtain the estimation error dynamic

Consequently, around the desired state, (15) can be rewritt 5 (t) = AR 6™(t) + Le.(t) — ep(t)
4"(0) = unknown

= A"e(t), Lo(t)= B™ with e(t)= p(t).  (28)

as (33)
p"(t)= A"p"(t) + B"u(t) (29)
and the simple state-feedback control law

u(t)= -k pi(t), (30)

where A} = A® — LC™". The solution of (33) is

§(t) = M 16™(0) + /t et (77 (Le.(7) — ep (7)) dr.
0

(34)
can be used. We will refer to this vision-based co/n\trol law As shown in (34), the initial error value highly influences
as the vision-based LQG (VB-LQG) control law sinp&(t) the convergence time after whight(¢) equals the true value
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of the state vectop®(t): this is the well known asymptotic be written as\//';(x,y,t): Vp(2,y,t) + e(x,y,t). This noisy
convergence property of the LQE. Modeling the initial cendiperturbation velocity mapV(z,y,t) is used to compute
tion p» (¢ = 0) with known physical statistics about the studiethe estimation of the state vectp®(t) as detailed in Ap-
flow and using a time-varying estimator gdiriz) can reduce pendix B-A. We obtain
the time to whichp®(¢) equals the true value of the state - 1
vector p™(t) as proposed in [21]. But this solution is still p(t)=p"(t) + Ne“(t) (36)
not satisfactory since it needs additional a-priori paramse ) ] ] o

in the model of the initial condition. In addition, (34) shew from which we immediately deduce the estimation error
that the estimation scheme also suffers from modeling error n 1 4

ep and measurements noise. Expression (34) also clearly a7 (t) = (1) 37

N
?hOWS that a compromise on the vaIugIghas 0 be found: | o e vectore™ (t) the projection of the measurements noise
indeed the value oL, must be low to limit the influence of

. : ) matrix e(¢) onto Fourier and Chebychev bases. It is clear
the measurement noise while we have pointed out that Sm (36), that the larger the value of, typically N > 1024

value of L must be high to take into account the INNOVALIOR, - o images, the smaller the state vector estimatioor.err

term o(t). lthou . ; :
gh for a PIV image (based on a correlation technique)
Now we present the system closed by the SSB-LQG contr@.e number of velocity measurements is less than the number

By combining the estimation error dynamic given in (33 f pixels in the image, a PIV image still provides sufficient

gng th_e cor}trcr)]l Ia\I/v (13')' into the first- eq.uatiotr)l of (31)), ttheasurements faN to be large enough to reduce the noise.
ehaviour of the closed-loop system is given by Therefore, in the vision-based case, contrary to (34), the
p"(t) n r estimation error (37) does not depend anymore on the initial

l " ] My, [ p"(1) ] o, [ W

| e-(t) ] (35)

5 (1) 8™(t) estimation error: this is a strong advantage of our approach
We now present the system closed by the VB-LQG control.
6" (0) = unknown As for the SSB-LQG approach, the behaviour of the closed-
AR _BOkT "I o loop system can be also obtained. In this case, the reduced
where M,y = Ok An ] M, = 1L with Iinea_rize_d system (6) controlled by the vision-based apgino
Al = A™ — B"k' andI an identity matrix. Equation (35) (30) is given by
clearly shows that the true state dynangi®(¢) (around the p"(t)= A™p™(t) + B™u(t)
desired state) depends on the estimation error. Therefioieg u(t)= —k ' pi(t) (38)
this error highly depends on the initial unknown estimation 67(t) = e (1), p™(0)= p"y,

error, a poor initialization of the observer could drive th?eadin 1o the followina behaviour:
system to a turbulent state as shown in [22]. In addition the 9 9 '
noise in the measurements propagates in the control law ( H= (A™ — Bk o (4) — iBnkT N4 R (0)= pP

(14)), this is not suitable at all for the lifetime of the aators. B = ( PR (t) N e (t), p"(0) Izsg')

} The initial valuep® (¢ = 0) is therefore no longer of concerned

B. Behavior of the system closed by the VB-LQG CTUOI 8 our approach. In addition for a large number of velocity

We first present the estimation of the state veqbd(t) measurementsV, the reduced linearized system dynamic
in the case of noisy optical flow measurements only in theyuation (39) is less affected by measurements noise since
2D case, and then we present the system closed by the VB-B"k"e"(t) tends to0. This is another great improvement
LQG control. In the case of the 2D plane Poiseuille flowgver the SSB-LQG control scheme that is always noise de-
it_is possible to express the estimation er@t(t) when pendent when noisy shear stress values are used in the LQE
p”(t) is estimated from optical flow measurements. Indeedpproach as shown in (35).
lete(x,y,t) be a 2D independent identically distributed white
Gaussian process. L&, (z, y, t) be theM x N locations size VIl. RESULTS

image of the perturbation velocity map obtained from noise- . _ ) )
free optical flow measurements. From (21), in the practical In this section we validate the proposed theoretical result

case where optical flow measuremefta are corrupted by The validations of our approach do not use real optical flow

a Gaussian noise process, the computed flow perturbatmﬁasurements for the 2D flow or PIV measurements for the

velocities V,, are also affected by Gaussian noise. WithostP flow. We rather use synthetic data sets of spatio-temporal

lost of generality the noisy perturbation velocity map Cay]ariations of the perturbation velocities obtained frone th

Poiseuille flow reduced linearized model presented in (6).
1Theoretically, because of the non-linear process thastoams the 2D Using Matlab codes provided in [22], matricas®, B, C*

image velocities to 3D flow particles velocities, the potehtirawback with given in (6) are computed. We first present the result for the
a stereo-PIV technique is that a small image processing eoud dead to

large error in the estimation of the velocitidé,; In addition a stereo-PIV stabilization of the 2D Poiseuille flow (see'Sectlon Ill'AjCh'
technique rely on an accurate calibration of two cameras e\lngithe effects then we present the result of the reduction of the transient
of image processing and calibration errors is very comple)atT$1why we energy grovvth in the 3D flow (see Section |||-B). Finally
leave for future works the robustness analysis to noise efvikion-based di b h ial ad fth isioaeb
state estimation for 3D flows. Nevertheless in practice tieeras are usually W€ QISCUSS about the potential advantages of the visioeebas

accurately calibrated and the image processing algorithesobust to noise. approach for flow control.
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A. Stablllzatlon Of the u nStab'e ﬂ ow ‘uncor‘ﬂrolle‘d pert‘urbed‘ basé ﬂow‘ " ‘uncor‘ﬂrolle‘d pert‘urbe& basé ﬂow‘

First of all, the behaviour of the VB-LQG approach is shown
in the ideal case, then we compare the estimation of the statq
vector provided by shear stress measurements or by optical
flow measurements. Finally, the behaviour of the closeg-loo
systems are presented in both cases. The following classica
characteristics have been used as in [15], [16] and [28]: the
Reynolds number i&. = 10 000, the length of the channel is (a) (b)
L, = 4, and the reduced model Fourier wavenumber pairis . = = |
(an= 1,3, = 0). The parameter of the weighting matrix it T
is » = 200, penalizing thus high control values. B R

1) VB-LQG control in the ideal caseWe first present
results concerning the VB-LQG control approach (30) in the
ideal case where there is no measurements noise. Fig. 7 show
the different steps in the control of the perturbed flow with
N =252, Fig. 7(a) pictures the desired image of the flow

corresponding to the steady state velocities profile; F{) 7 (©) (d)
shows the image of the flow just before the application of
the vision-based control law where we can see that the flow , *[—umomaeion [E——

1.2} — Controlled flow —— Controlled flow

has become turbulent. Figs. 7(c) and 7(d) show different
steps of the controlled flow at arbitrary selected iteration
numbersk = 1047 and & = 1500 respectively: the control at
each selected instant is represented by green verticabgrro
on the upper and the lower channel boundaries. The contro
law converges since it tends towar@ss shown on Fig. 7(e).
Moreover, Fig. 7(f) depicts the kinetic energy density of (e) (

the flow perturbation where we can see an increase due_to . : ,

. . . Fgg. 7.  Vision-based control (the colour in the figures représ the
the perturbation growth in the case where the flow is no rticity map): (a) desired image of the flow, (b) initial imagétbe flow,
controlled; and then a decrease also towa@d®nce the the perturbation has growh = 750, (c) controlled flow atk = 1047, (d)
control law is applied. At this step, we can see that the finggntrolled flow atk = 1500, (e) control law versus frame iteration and (f)

" . S . N - kinetic energy density versus frame iteration.
velocities profile given in Fig. 7(d) is very similar to the
desired velocities profile in Fig. 7(a). Therefore, the VBG

approach performs as expected. velocity measurements are used. Note tNat 501 is far less

2) Comparison of the estimation methods: this section than the number of velocity measurements available in real
we show that the vision-based state estimation providesrekijtuations where the images size can be at @280 x 960
results than the LQE state estimation. We consider a pedurlf N’ = 1280). Due to a large number of flow particles velocities
flow which is not controlled. Results are given in Fig. 8 iprovided by visual sensing, the new approach is very robust
terms of the square norm of the state vector instead of the mes noisy measurements.
relevant2M (normally greater than 40 for a more accurate 3) Behavior of the closed-loop systeniEhe behaviour of
reduced model) components of the state vector for the sake closed-loop system is shown to be better with the VB-LQG
of clarity and readability. Fig. 8(a) presents the idealecagontrol (30) than with the SSB-LQG control (14). Results
where there is no measurements noise and no initializatigre presented in Fig. 9. Fig. 9(a) depicts the behaviour of
error. From this figure we can see that both estimatiomise control signal in the ideal case (no measurements noise,
perfectly correspond to the ground truth value of the stat® initialization error). Fig. 9(b) depicts the behaviodrtioe
vector. Fig. 8(b) highlights the poor initialization issaed the control signal when the initial value is set 6@(0): 0 by
asymptotic convergence issue in the LQE; these issues aredwfault since the value op®(0) is unknown. In this case
of concerned in the vision-based approach which provides tlye can see that the value of the control signal is 100 times
ground truth value of the state vector. This result confirad t higher than the ideal control signal case which includes the
the vision-based estimation performs better than the LQE fr VB-LQG approach (compare the highest control signal values
shear stress measurements in any case of poor initializatio in Fig. 9(b) and 9(a)). This higher control signal value cbul
the LQE. lead to an unsuitable state trajectory which can cause tie re

The strong robustness to noise of the vision-based state msn-linear system to diverge as shown in [22]. In additian, a
timation is presented on Fig. 8(c) where the standard dewiat expected, the control signal (see Fig. 9(b)) takes more time
(STD) o, on the optical flow noise has been purposely set to converge to) (3000 iterations compared to the VB-LQG
a value 10 times higher than the ST, on the shear stressapproach). This leads to an energy consumption far much
noise. This figure presents an average over a large numbehigfher for the SSB-LQG control than for the VB-LQG control.
realizations of the stochastic noises in the case whete 501 The figures in the second row present the control signals in

-

square norm of the control signals
Kinetic energy density
N

1500 0 1500

500 1000 500 1000
number of iterations number of iterations
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5 0.06¢ LQE from shear stress § 08 E 0.008
% 0.05- p*(0)=p"(0) Sos £ 0008
E é 0.4 é 0.004
i 0.04¢ go2 & 0.002
° s z
g 0.03 0O 50 1000 1500 C'0 500 1000 1500 2000 2500 3000
c 0.02 number of iterations number of iterations
[} . I
g @ (b)
50.01f .
" x10
0¢ . . 1.4X20 14 Uncontrolled flow
0 200 400 600 800 " Uncontrolled flow w12 —— Controlled flow N = 501
number of iterations s 12 — Controlled flow 0,,= 0.03 g ~—— Controlled flow N = 2514
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(a) E 08 E 0.8
0.08 £os Sos
0 Ground truth state vector E o4 % 0.4]
_ 0.07r ° Estimation from optical flow E ;
2 N=252 g 02 $02
§ 0.067  LQE from shear stress J: @ ? 0
g PO~ 10070 - I e
& 0.05
£ o004t (c) (d)
E 0.03 _Fig. 9. Comparison SSB-LQG _and the' VBLQG control _apprpax:!(@)s
g ideal case (no measurements noise, no initialization erfby)initialization
g 0.021 % error in the SSB-LQG control, (c) measurements noise the SSB-tontrol,
2 0.01F (d) measurements noise in the VB-LQG control.
= 0.
o ‘ ‘
0 200 400 600 800
ber of iterati . .
number o fierations B. Reduction of the transient energy growth
(b) : .
In this section we show that the VB-LQG control (30) can
0.08 : : : be used to limit the transient energy growth better than the
007 ¢ Cround truth state vector . | SSB-LQG regulator. We have chosen the following classical
B Estimation from optical flow y L. .
006 N=501, 0,/ =03 | characteristics as used in related works [33], [16], [28F t
' ~ [L;‘%gir;;“«;hejr stress Reynolds number iR, = 5000, the length pair of the chan-

0.05 nel is (L, = 4, L. = 27), and the reduced model Fourier

wavenumber pair i, = 0, 3,, = 2.044). The parameter of
the weighting matrixR is set asr= 128 since it is shown
in [22] that this value of- corresponds to the lowest transient
energy growth.

0.04}

square norm of the state vector

-8

0 200 400 600 x10

- . 800 25 - - -vision-based ABOTF TS - = uncontrolled
number of iterations 2 © Max for vision-based 43941 - - - - - . ®  Max for uncontrolled
5 e w000k N L Wt e
(C) % 2 * Max for LQG control %. . Lo6
= S Y. * Maxfor LQG control
. . . . . . 815 © 3000 s
Fig. 8. Comparison of state vector estimations using sheessstind optical 2 s ’
flow: (a) ideal case, (b) LQE poor initialization, (c) measuests noise with 2 1 2000 )
a large number of velocities measuremeits g g
E 0.5 8211 fromu
a G| o e ~
0 500 1000 1500 0 500 1000 1500
number of iterations number of iterations
(@ (b)

Fig. 10. VB-LQG and SSB-LQG controls for the worst initialnzhtions:
(a) control signals, (b) kinetic energy density.

presence of measurements noise. Fig. 9(c) pictures theotase

the SSB-LQG control where we can see that the control signalLet p™yorst(0) be the initial condition corresponding the
does not converge to zero: although the noise STD has beennsakimum transient energy growth show with the magenta
to a small valueg ;= 0.03, the control signal is very noisy, dot on Fig. 4(b) or the magenta dot on the blue dash-dotted
which is not suitable for actuators lifetime. Finally, Fg(d) plot on Fig. 10(b). In this particular case, if the flow is not
illustrates the robustness of the VB-LQG control where theontrolled the high transient energy could instigate fitaoms

STD in the optical flow noise is 10 times higher than the STB® turbulence in the real flow. Here we apply the VB-LQG

in the shear stress noise: we can see from this last figure tbantrol (30) and the SSB-LQG control (14) in the ideal
the larger the sample of flow particles velocities used teede case where there is no measurements noise. In addition, as
the noise in the control signal. in [22], we assume reasonable to set zero observer initial
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conditions for the SSB-LQG controller, i.@yorsf(0)= 0. suggest that visual servoing can significantly improve fluid
Fig. 10(a) shows the control signals where we can see that flusv control. Future work will be devoted to the validation
maximum control value for the SSB-LQG is 5 times greatef the vision-based control approach using a non-linear flow
than the maximum control value of the VB-LQG approach. Osimulator.
Fig. 10(b) we can see the kinetic energy is effectively bette
reduced by the VB-LQG control (30) than by the SSB-LQG

control (14). This is mainly due to the asymptotic conveggen

of the observer used in the SSB-LQG approach. To sum up, theThe authors gratefully acknowledge the anonymous re-
VB-LQG control (30) offers a better reduction of the kineticviewer for his comments, as well as K. Sodjavi, J. Carlier,
energy density with much lesser control efforts than the-SSB. Heitz and G. Arroyo for fruitful discussions.

LQG control (14).
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C. Discussion POISEUILLE FLOW MODELING

In the previous sections we have demonstrated that our . . . : :
vision-basped estimation scheme clearly provides bettrtse The red_uced linearized system (6) is obtained from (1) in
than the LQE based on sparse measurements of shear st;QgstHOW'ng four steps [28].
Many reasons can explain that.

First, thg LQE approach is not v_veII adapted to this. problem. | inearization about the base flow
Indeed, this approach only provides the asymptotic conver- i ) o ,
gence of the state estimation to the true value of the state!n the first step, equation (1) is linearized about the steady
In addition, as shown by equation (34), this approach d?ase flow
rectly depends on measurements noise .through t_he VEctor 8@% + (Vp - V)Vp= —VP, + V2V,
Moreover, the goal of the LQE method is to provide a state V. Ve © 40
estimation consistent with the linearized model of the flow Ve=0 (40)
but not with the true model. A much better approach is to Vp(x,y==+1,2,t)=0
directly extract consistent 2D velocities with a physicaidal _ )
of the flow by methods described in section V-Alb. In thi¥here Vi = (Viu, Viy, Vi) (see (2)). At a given time,, a

case, by using such methods, the convergence to the true {8fPOral instability is introduced in the base flow (40) tigh

velocities is no longer asymptotic, the robustness witpees & Velocity-pressure perturbation parame(®t,, I5,). The re-
E]mg velocity-pressure parameter is given By + Vo,

to measurements noise is also achieved through an averatf})H i : X
over a dense sample of measurements. » + P,) and the resulting flow motion, obtained from (1)

Second, let us assume the availability of dense shear str@@d (40) after some developments, and assumed periodic in

measurements. In this case, by averaging over a large numibgrz @ndz directions is given by
of shear stress measurements we can expect a less noisy ov, (V, -
estimated state. Nevertheless, such an approach willrsuffe :a:vppf%v2vp
from a lower spatial resolution than the vision-based aggino
Indeed, it seems very difficult to instrument in practice dlwa
with more shear stress sensors than the number of pixels (in
the streamwise direction) of a camera. Therefore, the state| Ve(#,y,2=0,t)= Vp(z,y,2= L:,1)
estimation from a vision-based approach will still be more Vp(z,y=+1,2,t)=0.

robust to noise.

41
Vo(z=0,y,2,t)= Vp(x= Ls,y, 2, 1) (41)

Assuming that the non-linear terfV, - V)V, is negligible
compared to the other terms of the first equation in (41), we

can set(Vp - V)V, =0 in (41), which leads to the linear
In this paper we have proposed a vision-based approach f@édel of the perturbed flow

fluid flow control. This approach uses image measurements to
estimate the flow state. Theoretical proofs have been pegen ( Ve TV Ve v Wor 0P, n LVQVW (42a)

VIII. CONCLUSION

to show the improvements on state estimation and flow contrql 9t B "idy  dx  Re
provided by the vision-based approach over the commonly 9V, Vypy 0B, 1 o
+ Ve 2 = — 2L — VR, (42b)
proposed shear stress based LQG control. Indeed the shéar ot ox oy  Re
stress based LQG regulator limitations concern the limited 0V, v V. 0P, 1 U2y 42
number of shear stress measurements, the measuremets npis H¢ T Voz or Oz + R, Pz (42c)
and the initialization of the observer involved in the flowatst WVpe  OVpy OV,
L C . . + + =0 (42d)
estimation. The initialization issue is not of concernedtia O Ay Oz
vision-based approach. In addition the vision-based &mro | v (z=0,y, 2, t)= V(2= L,,y, 2,1) (42e)
has been shown to be robust to measurements noise since,
edeiatmirivtigl p(@,y,2=0,1)= Vp(2,y,2= L.,1) (42f)
a large number of flow velocities is available in real prac-
tical situations. These results, validated on a linear kitoy Vp(z,y=+1,2,1)=0. (429)
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B. Divergence-free formulation

1) Closed-loop system equatiorin order to ensure zero

The second step consists in a divergence-free formulatigundary conditions in the closed-loop controlied system,
of (42). Indeed, since there is no time derivative in thoundary control inputs are taken into account in the system

second equation in (42d), equation (42) has to be reforedilagduations (43) and (44). Since boundary control consists in
into another equation which implicitly takes into accourfi?odifying the uppey = 1 and lowery = —1 normal velocity,
the constraint (42d). The divergence-free formulation ban 1-€- Vpy(#,y= %1, 2,1) # 0, it is clear that only equation (43)

obtained using the velocity-vorticity approach as done3i.[

Using the velocity-vorticity approach, from (42), we olptai

after some developments, the normal-velocity equation

0 0 2 dQ‘/b.L 8‘/;031 1 2 2 —
(@ + VbI%)V Voy — a2 o EV (ViVpy)=0
(43a)
Vpy(z,y==£1,2,t)=0 (43b)
=+1
avpy(l’ay 7Z7t) :0 (430)
dy
Voy(2=0,y,2,t)= Vpy(x = L, y, 2,t) (43d)
pr(lﬂ,y,Z:O,t): pr(xvyaZ:szt) (439)
‘/py(x7yvz7t0):‘/py0(x7yvz)7 (430

is concerned with changes in boundary conditions.
The boundary control on the upper and the lower channels
can be theoretically modeled by (see Fig. 2)

{ pr(x7yMazat): Xu($>ylazat): wu(%%ﬂfu(yl)
Voy(@,y1,2,t) = xa(z, ym, 2, t) = wi(z, Z,t)fz(yM)7(49)

wherey,, = —1, y1 = 1; x; andy,, verify Neumann boundary
conditions

aXl(mvyJW;'th) =0 3Xu($,y1727t) —0:

dy Ay
wy,(z, z,t) andw;(z, z,t) are sinusoidal functions that verify

the mass conservation condition in the closed-systemthiee.
mass of fluid injected by bIowing equals the mass of fluid

(50)

. 1 2 43 —31
where V,,,0(z, y, ) represents the initial conditions; and théemoved by suction; anfl, (y) = ==2442, f(y) = L£=4+2

normal-vorticity equation

% + 8;/;"” d;/;x + V},w% - R%VQmF 0 (44a)
ny(x,y=+£1,2,t)=0 (44b)
ny(z=0,y,2,t)=ny(r= Ly, y,2,1t) (44c)
ny(z,y,2=0,t)=ny(z,y, 2= L., 1) (44d)
My (2, Y, 2, t0) = nyo(x, Y, 2) (44e)

where
ny(z,y,2,t)= a(;/im (z,y,2,t) — ;/;;Z (z,y,z,t)  (45)

is the vorticity component in thes direction, 1,0 (z,y, 2)

represents initial conditions. Equation (44) is obtained b

simplifying th expressiord(42a)/0z — 9(42¢)/0x. Equation

(43) is obtained in three steps: the Laplacian of (42b) iemiv

by
anV 2 2
- ry A 1 72(v72 A
o Voo =52 + REV (V2Vpy) o
_ Vi Vi 5 dViy 97V
ot or — 2%dy owoy - (46)

The Laplacian ofP,,
(42) (0(42a)/0x + 0(42b) /0y + O0(42¢)/0z), is given by

1 0 0 OV, dVi
2p _ [ T w2 Y v _ j bz
V°P,= (Rev oy Vbz&:) V.V, -2 o dy
(47)
Plugging (42d) into (47) leads to
OVyy dVy,
2p & i
VP,= -2 o dy (48)

Finally plugging (48) into (46) leads to (43).

C. Closed-loop system equation and system output

In the third step we present the closed-loop system equat@md z,..(x;, y1, 2, t)

and the system output.

obtained by taking the divergence of

are spatial weighting functions. More precisely the cdntro
consists to modify the amplitudes of the sinusoidal funtio
wy(z, z,t) and wy(z, z,t): we thus have a two control in-
puts system. Note that in the absence of control, i.e. when
wy, (t, x, z) = w(t, z, z) = 0, the red dashed curves (see Fig. 2)
are aligned with the lower,; and uppery; boundary lines
as expected.

Using the change of variables

‘/Py('rayazat): ‘/17}:/(']:7yazat) +X('r7yvzat)
WhereX(IvyaZ%t): Xu(xayyzat) +Xl($’yazvt)

into (43) leads to the normal-velocity homogeneous formula
tion of the closed-loop equation

(51)

9 9 oin PV (“)V;)hy L o o2irh

e = _ _ v
(325 TV 83@) V Vo dy? Ox ReV (VVey)
B 0 0 9 Ve Ox 1 _y s
- (at +V‘“ax> VXt e e TR Y VY

(52a)
OVI (z,y= +1,2,t)

Vi (z,y=+1,21t)=0, — 5 =0 (52b)
Vp’;(x: 0,y,2,t)= Vp];(x =L, y,2,t) (52c)
Vp’;(x, y,z2=0,t)= Vphy(av,y7 z=1L,,1) (52d)
Vi (z,y, 2,t0) = Voo (2,9, 2). (52e)

2) System output:The flow is usually sensed on its
boundary channel by measuring the shear stress at sev-
eral points on the upper and the lower boundaries. Four
non-dimentionalized measurements of the shear stress at
the point (z,z)= (x;,2;) can be used: the first mea-
surements  vector(zuyu (i, Y1, 2i, t), Zyzu (i, Y1, 2i,t)) ON
the upper boundary and the second measurements vector
(ot (@i, Yar, 2, t), 2yz1(Tis Y, i, t)) on the lower boundary
as done in [22]. Since the computations,, (z;, y1, 2i,t)
are similar to the computations
Of Zayi(2i, Ynr, zi,t) and zyz (24, yar, z:,t) respectively, in
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the following we focus only on the computation ofwith

L, L. —i .
Zoyi(Tis Ynrs zis t) @nd zyz (x4, yar, 2, ). We have g (W)= Jo " Jo T my(@,y, 2, e lan@+6n2) dg dz;
et yar, 21, 1) = 7 (PeeEgpent 4 Mz ) Xul,y1, 2, t) = 2Real fu(y1)gi (t)e "+, (60)
Zyz1(Ti, ym, ziy t) = R% BVpZ(T}}ly,M zil) | 8pr(T5yM o 02 with
(53) Ly L.
In the case where no control is applied, we have no slip ¢! (t)= I L Wy (2, 2, t)e " O TTBn2) qg 4z
boundary condition, i.eV,,(z,yam,2,t)=0 on the lower (61)

boundary for instance, thu®V,,(z,yum,z,t)/0x=0 and 44

OVpy(z,yn, 2,t)/02z=0. On the other hand, in the case _

where a boundary control is applied, since the value of Xi(z,yar, 2, t)= 2Real fi(yar)q] (t)e' @52y (62)
Vpy (@, yar, 2,t) is known, the valuedV,,(x,yar, 2,t)/0x with

and 0V, (z,yn, 2,t)/0z are also known. That is why, the

shear stress measurement vector can be reduced to [47], [16]qln(t) / / wy(, 2, t)e @ +Bn2) qg dz.

1 Ve (iyn,zint) 63
Zxyl (xu YM s Zis t) _ Re oy (54) ) . . . ( )
Zya1(Ti, ynr, zist) ) é W : Finally, the approximation of the normal velocity, obtaine
¢ Y from the change of variable equation (51) and from (56), (61)
The expression of the boundary output in terms of the normghd (63), is given by

velocity and normal vorticity is given in the next section.
Voy(2,y, 2,t) = 2RealVy (y, t)e' (@ 0n2)) (64)

D. Spatial discretization via spectral decomposition where

Since the flow control problem is an infinite dimension v (y, t)= V’m( t) + fu(y1)g™(t) + filyar)gl (t). (65)
problem in spatial coordinates (i.e. an infinite degrees of
freedom system), as a second approximation and last step ) APProximation of the closed-loop controlled system:
towards the state space representation (6), the closqad—l&?re we present the approximation of the closed-loop system

: ; : quations (52) and (44) at the wavenumber pair, 5,,).
linearized equations (52), (44) and the system output () & Using (55), (60) and (62), the approximation of the normal

discretized in space in order to solve the problem in prectiq,emc'ty equation (52), obtained after some developmeats,
1) Projection in the streamwise and spanwise directions:given by

a) Approximation of velocities:We recall that in the

2y/hn 2 2y,/hn
case of temporal instabilities the flow is assumed periodi¢ 9 —K2VI( t)w = — (i, Vie + 2hn ) O Vi
X N X i N X A ot n Vpy Y, 2 n Vbx R 902
in the streamwise and spanwise directions in [47]. Using Y e Y
Fourier series in the streamwise and spanwise direction, KV, Ve k2 hn 1 0*VEr(y,t)
the homogeneous normal veloci®” (x,y,z,t) can be ap- o+ dankn Vie + don 4 RV (y,t) + R. oyt
proximated at a wavenumber pait,, = agn, 5, = Bon) with Ve Kk: .
(ap= 27, Gy= 27) (the fundamental wavenumber pair), by | © (m‘”k Voo +dan—g 2= + *) (fulyr)qu (®) + filyrr)a' ()
2 2 2
| (mnvbw 2'“") (Mg + T )
Vp}L (J}, Y,z t) = QRea(VpZ" (yv t)el(anz—i_ﬁnZ)% (55) 2 Y Y
A ‘ ‘ + (kn (f y1 @ (t) + filyrr)dr’ (1))
where
d*f d? y
L - (Ll gy + PR (66)
Vin(y,t)= VI (z,y, 2 t)e*i(o‘"””rﬁ"z) dx dz. A
py \ y\ D AV (y= +1,t
bk B6) | Very=tLn=0, —He (%y g (66b)
Assuming a similar solution for the streamwise velodify,, VI (y, to) = VI (), (66¢)

spanwise velocityV,,., normal vorticity 7, upper boundary )
control y,, and lower boundary contra); leads respectively to Wherek; = ag + 3.

the following approximations at the wavenumber gaif,, 3,) Using (59) and (64), after some developments, the normal
vorticity equation (44) can be approximated at the wavenum-

Viu(@,y, 2, t) = 2Real V2 (y, t)e! (o thnz)), (57) ber pair(ay, 3,) as follows
with Oy (y,t) k2 1 9y (y,t)
—i(ant z . — a, - n Vbx 7” " 7t - - a5
‘/pralc( = L.L. L fo fo ;DOL Jf 'Yy % t) (@na-+fn )d'TdZv ! ot <OZ ‘/b + ZR )ny (y ) ZRe 8y2
o AVhs - .
‘/pz(ffs,y7z,t)=2Rea(VpZ(y7t)e‘(“””ﬂ“z))y (58) ) +bn db Vo' (y, 0+ B, dy P (Fulyn)alt (t) + filyar)ap' (£))
with (67a)
Vi t) = 75 [ o Vsl y, 2, t)eH@n4002) dadz; 0 (y=+1)=0 (67b)

ny(@,y, 2, t) = 2Realny (y, )= t92)) (59) L My (B T0) = Mo (y): (67c)
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c) Approximation of the system outpufhe approxima- only Dirichlet boundary conditions. On the other hand the
tion at the wavenumber pairv,,, 5,,) of the boundary output approximatioan’;”(y,t) given in (66) satisfies Dirichlet and
(54) in terms of the normal velocity is given by: Neumann boundary conditions as stated in (66b): the decom-

(on s+ zi position of V""*(y, ) in the normal direction is thus obtained
{ Zayl (@i, yor, 21, ) = 2Realzy, ( yM’t)ei((Z ;:5 Z_))) using Chebfghev polynomial&,, (y)), which satisfied both
2ya1(i, Y, 20, 1) = 2Realzg (yar, t)ett s in=) Dirichlet and Neumann boundary conditions. Chebychev-poly
(68) . :
with nomials (., (y))m and(Xm(y))m can be selected in order to

" OV, (yart) produce the best conditioning of the discretized form of the
( fo’lgz g ): L ( ) Laplacian as proven in [22]:

2I\IM > ©

vl Om>3(y1) =0, Om>3(yn)= ())

Now we show how to expresé 2oyt (Un,?) > using the ©,,>3.0dd¥)=T'm(y) — iy

dy
OV (yaust)
dy

anl (yM7 t) _ _ (75)
normal velocity V7 (y,t) and the normal vorticityy? (y, t) ngffhz%ev(er(flzo?&%), 11;2;2%8( )
Fourier coefficients. From the definition of the normal vty m\Yk) = Yk
given by (45) and from (59), (57) and (58), we easily get thand )
Fourier coefficient)! (y, t) in terms of V2 (y, ) andV,2 (y, 1): Em(y)=1=y")Om(y). (76)
My, t) =i (BaV(y,1) — an VI (1, 1)) (69) The normal vorticityn; (y,t) is discretized by evaluation of
Y ) n ’ nVpz\d .

(0 (y))m at Gauss-Lobbato collocation poings as follows:
Plugging (57), (64) and (58) into mass conservation equatio

(42d), leads to
OV (y, )
Jy
Using (69) and (70) we easily obtain the Fourler( co)efncien@m
n n 1 n pr Y t
Ve (y,t) and Vi (y, ¢) in terms ofny (y, ) and —25

Vi (y.1) an 255 = By 0) oy
Vyi(y,t) ﬂnw +anni(y,t) ) However we have chosen the following definition,,, (v)).,
From (71) it straightforward to get

y (Wi t) Zanym Omlyp), 2<k<M—1. (77)

=i,V ] " . 7 . .
iV (Y, 8) + 160 V52 (9, 1) (70) The normal veIoutyVP@" is discretized by evaluation of

m at Gauss-Lobatto collocation poingg as follows:

Voo (s ) Zal,ym m(y), 2< k<M —1. (78)

also proposed in [22]
Ym>s(1)=0, n>s(ym)=0

. 8%V, ) onl( y ,t) d¥,>5(y=y1) A%, >5(y=ynm)
’Z;lyl (@/IVL t) _ 0 Qn pd/yyM = B - dy =0, dy -0 (79)
= . m—1
Z;Lzl(va t) Rck2 B o va Ynm, t) +a, ony gj\b ) X n>s5,0dd= (T = T1) = E 3;2 (P2 —I')
(72) Smzs.even= (Tm — I2) — E=Do=1 (D o — T),

By p_Iugg_ing (65) into (72), we immediately obtained the apg, this case, the normal velocity decomposition is approxi-
proximation at the wavenumber pdix,,, 5,,) of the boundary mated as foIIows

output given by (68):

, 2y/hn . hn <k<M-2. (80
B, t) = gt (e Zp ) g, 2 ) Vo () ;m R ©
+ k2iR ang(t )d fuy(ym) +ang(t )d %ZM)) _ 3) Reduced Linegrized m_odeNow we present the r_ed_uced
n o vm,(yM,t) AT linearized model which consists of a set of ordinary diffeia
2y (Yn, t)= sz (5n +o dy equations (ODE) obtained from the discretization of (66Y,)(
2 . . .
+ (5nqu( )d fu (yn) Bag(t )d fitym) ) and (73) in the_ nor.mal direction.
’“%Re @ dy® 3 a) Approximation of the closed-loop controlled system:
P P (73) Plugging (80) into (66) leads to, after some developments, t
2) Decomposition in the normal directiorNow we show ' 'Y99/N9 ’ P ’
how to.decomposé’p’;”.(y,t? given in (66) andqjj(y,t) given Agay, (t)= Agay, (t) + Bsq(t) + Bgq(t) (81)
in (67) in the normal direction. This decomposition is ob&al ay, (0)=agy,

by evaluation of Chebychev polynomials at Gauss- Lobat\wh :
ere t)= (a” (t m<M—a4 IS @ complex column

collocation points. These points range frgm = —1 toy; = 1 auy( ) (@5ym (D))1<m<nr—4 _comp
and are defined as follows state vectoriq' (t) = [ ¢;' (t) ¢''(t) | is the complex
inputs vector; AZ = (af,,.)1<k,m<rm—4 IS @ constant real

yk: COS((]{/’ — 1)77/(M — 1)), 1 S k S M (74) matrlx glven by a5mk7 kn2m+4(yk+2) + d? Em$4§yk+2),

This distribution of points is suitable for spectral acayra A6 = (6mk)1<km<ar—a IS @ constant complex matrix given
On one hand the approximation (y,t) given in (67) by
satisfies only Dirichlet as presented in (67b): that is Whya6 _ (mnkgwx(sz)ern davb.;(ng) + ’ﬁl Sonta(Yrr2)
the decomposition ofp)’(y,¢) in the normal direction is 2N 2 Y
4 an, d ZnL+4(yk+2) 1 d* Zm+4(1/k+2)
done using Chebychev polynomial®,,(y)).. that satisfied — (Zan%z(yk-‘rQ) + & ) — oz tr T aF
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- . By dOm
B2 = [ b, b2 ] € CM-9*2 s a constant complex — Pz Omsi2(un)
5 = | Psu D cnT kile —dy 1<m<M-2 d

matrix given by 321~ i, dOmia(yn)\ an

. : } . k7 Re dy 1<m<M—2

by = (bsur)1<k<m—a, bgr= (b5)1<k<rr—a iy fulyn) o dfilyn)

Dn— | FR 42 EZR, dy?
and 1 iBn A fulynm)  iBn dfilym)
dy?

. L kLR, . kiRe  dy? o
Vs (vra) | K Similarly we obtain the following discretization of the ugp
by = (Zank%%x(yk+2) + Zan$ + Rf) fu(yk+2)  wall output

. 2k2\ d?f. (v
= (fonVinlynra) + 5 ) i, 2mu(1)= CiTualy (1) + Cifal () + Diya(t)  (89)

) ) 2 4 n | 2 ayu(t)
b?lk: (Zank%%w(yk-ﬁﬂ) + 'Land Vbsz(/ngrZ) + %) fl(yk+2) z u(t)_ |: Znyzu(t) '

; 2k3\ 4 filyrya) . [ (o, d*Smeialyn)
- (Zan%x(yk+2) + RT> —ap CnT MR 1<m<M—4
31u ( iBn dQEm+4(y1)) ’
By = [ b3, b3 ] € CM-9*2is a constant complex L \FiRe  dy? 1<m<M—4
N n _ (1.2 _ dzfu(yk+2)) i (— ifn 7’1@"1“(3“))
matrix given byb%, = (knfu(yk+z) W) ickerr—a onT — 2R, dy 1<m<M—2 and
andbg — (K2 lyess) — 2052 G
61— (FnJi\Yk+2 dy? L <kh<M—4’ L knfe dy 1Sm<M -2
Plugging (77) and (80) into (67), we obtain after some iy 4 fuly)) oy d7fi(y)
Dr — | R a4y k2R, _dy?
developments 1lu iBn dfu(yr)  iBn d*fi(y1)
L mR T a 2R, dy? o
{ An?a?,y(t)Zn Agaly(t) + Agaj, (t) + Bra(t) ©2) Using (84) and (85), the system output is given by
ayy (0)=ajyo z(t)= C3 ' a"(t) + DIq(t) (86)
where aj (t)= (ay,,,(t)1<m<m—2 IS & complex . ]z () a_ | Dia
column state vector; AR= (a? Vi<km<m-2 IS @ with 2(t)= z%(t) |’ D= D} and
constant complex matrix given by? . =i0,12(yit1); B cyl, Cal.

n n . n
AR = (agy,,)1<k<M—2, 1<m<M—4 |sdva( con)stant complex “3 cnl ool
. ; B Wi (Y . 311 321 )
mitrlx . given by agy, = On =G S (Yk); c) Canonical state space representatioNow we
Ag = (ag,p)1<km<n—2 k'25 a constant real ma(\itzréx gl\(/en ?ypresent the canonical state space representation obtaamed
8= (0 Vor (U 41) + 77)Omaa (Vb 1) — T (83) and (86).
2= b2, by | eRM2x2js g constant real matrix If A} is invertible, then (83) can be rewritten as

. n AVi (i
given by bg, = (ﬁn%fu(ykﬂ))l%w_z and a"(t)= ARa™(t) + B2q(t) + B24(t), 87)
b2, = (ﬁn%@““ﬁ(ym)) where A3 = (A?)'AZ, B = (A}) 'B?

1<k<M-2 o 2
Using (81) and (82) the state space representation of the 80A B} = (A})~'B3. Using the augmented state vector
controlled flow is given by pnT(t): [ a"T(t) q'(t) ]T 88)
{ *”fén(f) - Aza™(t) + Brq(t) + B3q(?) (83) expression (87) and (86) can easily be rewritten in the idass
a”(0)=a" state space representation form as follows
. an A2 0 p"(t)= A"p"(t) + B u(t)
n — vy n__ 5
with N a (Ot) < an ), nAl bn[ 0 Az } f)(j()(;_cl'zzpn(t) (89)
A3 = 5 o nl By = { Su 5l } and Y
2 ﬁs 1::9 ! b7, bz where
n__ 6u 61 n n n n
e[ %] 8 B[] o[ §]

b) Approximation of the system outpulRlugging (77)
and (80) into the system output on the lower wall (73) leads,

APPENDIX B
after some developments, to

VISION-BASED STATE ESTIMATION
z"(t) = Cgﬂa{,‘y(t) 4 Cg;af,‘y(t) +D%q(t) (84) A. 2D plane Poiseuille flow
. In this case the state vectorp™(t) equals
with 2% (t) = [ anyl(t) ] (aly (t),qy(t),q(t)) since only (81) is used to derived
2%y (1) the reduced model at the wavenumber gaiy, = 1, 5, = 0).

(k’?ﬁ W) Indeed at this wavenumber pair, equations (81) and (82) are
Ciii= ;ﬁn A% (yar) temsM=d decoupled becaus&g = 0; moreover the control signaj(¢)
(k%Re dy? )1Sm§M*4 has no effect in (82) sincB7 = 0.
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We have shown in Appendix A-D that Similarly the coeﬁicient&f(t) for the lower boundary can

p"(t) = (ay (1), qu(t), ai(t)) are coefficients of be expressed as
decomposition of the normal velocily,, (z, y, z, t) over both — . 1 .
analytical Fourier and Chebychev bases [33]. Note in this qi'(t) = qi'(t) + Nfz(y1)51 (®) ®7)

caseVyy (. y, 2, t)= Vpy(x,y,t) as shown " Se.ct|on HI-A. In the second step we compute the homogeneous coeffi-
Here we show the three steps for estimation () i

. ~ : .
from the perturbation velocity mapV,(y,z,f) (transpose F:lents vectorVpe. From the Fo_ur_ler transform oLQSl) given
of Vp(z,y,t)) in the general case where the optical flow? (65), the homogeneous coefficient measuremefjfs(y;, ¢)

measurements are corrupted by a Gaussian noise. are given by the expression
Let Vi (w5, = Vi (93, 1) = (0 fuly) — 7 (D fily). (98)
Voy(yi,21,t) - Vipy(y1, 2N, ) Using (93), (96), (97) and (65), it is easy to rewritte expies
Vpy(y,2,1) = (@8)as ;
Voy(ynr, z1,t) - Vipy(yamr, on,t) 50) Vi (y;, t) = Vo (y;, t) + NE?"(t)a (99)
be the ideal normal perturbation velocities, whéfeand M  where 5?"(1&): (5?(75) — }czgﬁs?(t) — Jﬁ:l((y%)) s’}vj(t)) and

are the number of velocity measurements of the image p& 1,... M. The homogeneous coefficients vector is thus
the flow in the streamwise and normal directions respegtivebiven by
Since optical flow measurements are corrupted by a Gaussian

, : o 0 0
noise, the normal perturbation velocities are also coedly 0 B o
a Gaussian noise (see (21)): Vo' (y2,1) Vpy' (y2,1) R ()
Vi (U5, i t) = Vi (45, i, t) + 5i(t 91 - . N
:Dy(yjax 1) py(yjal' )+€J (t) (91) V;;,"(yM_ht) VP]L (yrr—1,1t) 5%/[—1@)
wheree j;(t) is random Gaussian noise on the velocity value gt 0 0 0
each location (independently) with standard deviationQ{ST (100)
o,; and0 mean. Let In the last step, the vector of Fourier serigiand Chebychev
polynomials decomposition vector coeficients, (¢) is given
en(t) - ewn(t) by
t)= . . . 92 — /\n
() S 2) () Vi (s, 1)
emi(t) - emn(t) ag, (t)= : —x! , (101)
be the Gaussian noise matrix. In the following we show how ) VI (yar—,1)
to obtain (36). H
We first compute the Fourier series coefficients of thgnere
measured image velociti€¥,, at the wavenumbedy,, = 1. Es(ys) o Ealys)
Indeed by multiplying the sum of (90) and (92) by the Y= : ;
transpose of the vector Ss(yar—2) oo Sar(yar—2)
1 [ e—iomT .. g—icnTy ] is obtained by evaluation of combination of Chebychev basis
N ’ on collocation points (79).
we obtain the Fourier series of the noisy velocities Plugging (100) into (101) leads to
hn
vn n n €3 (t)
Viy(v1.1) Vru(v1:1) () an(=at )+~ |, oz
. . 1 . vy vy N .
. = . + N . . (93) 5hn (t)
Irn n n M—2
sz (va t) ‘/Py(y]w’ t) €M (t)

Vp’;n(yfivt)
Since the upper boundary condition is a sinusoidal functigfjycean (¢)= 2" : . Finally by letting
(see (49)), its Fourier series coefficient is given by Y W

Vo (yar—2,t)

Vi (ar, )= @) fulyar), (94) : o) 1T
from which we deduce that a®(t) z! :
— L I p*(t)=| q¢*(t) | ande™(t)= el (t) ,
qn(t)= fu(yM)pr(yM’t) + Nfu(yM)EM(t). (95) ' (t) : (ly )5?(15)

Pluggingq;; (t) = 7y Vi (yas, ) into (95) leads to L rameu®)

— N n 1 " it is easy to express the estimated coefficiﬁ'a(t) in terms
¢ (t) = qu(t) + Nfu(yM)EM(t)' 98)  of the ideal one and the noise as given in (36).
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B. 3D plane Poiseuille flow

Suppose that the 3D velocitie¥, = (V,y, Vpy, Vp2) Of
the flow are measured in a x M x N, size volume [§]
using a stereo-PIV technique with no image measure-
ments noise. Here we show how to compute the state
vector p*(t) from V(z,y,z,t). The state vectorp™(¢t) [9]
includes not onlyg;(t) and ¢j'(¢) but also coefficients
aj, (t) and aj (t) (see Appendix A-D3a) of decomposition[lo
of the normal velocityV,,(z,y, z,t) and normal vorticity [11]
ny (2, y, 2, t) = Deelrwzt)  OVpelrw2l) regpectively, over
both analytical Fourier and Chebychev bases [33]. The stgt%]
vector p”(t) is thus obtained by projecting both the normal
perturbation velocityV,,(z,y, z,t) and the normal vorticy [13]
ny(z,y,2,t) onto Fourier and Chebychev bases as shown
below. [14]

Coefficientsay, (t), ¢, (t) and g;'(t) are obtained exactly
as in the 2D case (see Appendix B-A), except that he{&

(7]

] A. Seifert, A. Darabi, and |I. Wygnanski,
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B. Protas and J. Weisfred, “Drag force in the open-looptrd of the
cylinder wake in the laminar regimePhysics of Fluidsvol. 14, no. 2,
pp. 810-826, 2002.
M. Bergmann and L. Cordier, “Optimal control of the cylimdeake
in the laminar regime by trust-region methods and POD reduceelo
models,”Journal of Computational Physicsol. 227, no. 16, pp. 7813—
7840, 2008.
T. Bewley, “Flow control: new challenges for a new rerssaince,”
Progress in Aerospace Sciencesl. 37, pp. 21-58, 2001.
“Delay of aiifostall by
periodic excitation,"J. of Aircraft vol. 33, no. 4, pp. 691-699, 1996.
D. Greenblatt and |. Wygnanski, “The control of flow segtgon by
periodic excitation,Prog. Aero. Scivol. 36, no. 7, pp. 487-545, 2000.
A. Brunn and W. Nitsche, “Active control of turbulentsrated flows
over slanted surfacesiit. Journal of Heat and Fluid Floywol. 27, pp.
748-755, 2006.
M. Rouneas, P. Gilleron, and A. Kourta, “Analysis and control of the
near-wake flow over a square-back geomet@gdmputers & Fluids
vol. 38, no. 1, pp. 60-70, 2009.
B. Protas and A. Styczek, “Optimal rotary control of thdimder wake
in the laminar regime,Physics of Fluidsvol. 14, no. 7, pp. 2073-2087,
Jul 2002.

S. Joshi, J. Speyer, and J. Kim, “A systems theory apprdacthe

we suppose no measurements noise and the Fourier serieSfeedback stabilization on infinitesimal and finite amplitudstutbances

coefficients are given by

[16]
Voy (9. ) NN Z Z Vi (s Tk » 25, Yo (Onha t0nz0s), [17]
ke=1k.=1
(103) g
with k=1, .., M.

The coefficientsay, (t) are obtained by decomposition of
the Fourier series coefficients of,(x,y,z) on Chebychev [t
polynomials evaluated on collocation poinis [22]:

[20]
My (y2,t)
n _ —1
any(t) =0 : (104) [21]
Ny (Ynr—1,t)

O3(y2) Owm(y2) [22]

where  ©= : : and
23
_ O3(yn—1) On(yYnr—1) 12
Ty (yk‘7 t) = Z(ﬁnvprgly (Z/k, t) - OéanZ (yka t)) with [24]

N N.
—i(anThy+Bnzk. )

V (ykv N Zl kz_l VP® Yk Tkyy 2k, ) ’[25]

n —i(anTk 2k 26
‘/pz(yIWt NN Z Z sz Yks They s Zk., ) (an@r, +PBn kz).[ ]

ko=1k,=1
[27]
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