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Abstract

This report discusses how considering spatial and temporal dimensions
at the modelling stage may have an influence on the outcome of the study
in collective phenomena. We compared different models built on the same
initial individual behaviour hypothesis of one collective phenomenon known
as “free-riding” (that can be observed in peer-to-peer file sharing networks).
Those models are conceived to answer questions related to the convergence
and stabilization of the sharing behaviour of the users in those networks,
where the non-cooperative behaviour of a subset of users may lead to the
collapse of the entire network. Building up from this same individual be-
haviour, we study one global analytical model and four multi-agent models,
the latter ones adding space and time dimensions, which are rarely seen
in the literature discussing aggregated models of the collective phenomenon
in question. After discussing the a priori and the experimental conditions
under which the models are equivalent, we show that the same individual
decision algorithm can lead to contradictory information and results.

Keywords: simulation, multi-agent simulation, behavioural mod-
els, multiple models, collective phenomena, free-riding, peer-to-
peer.
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Introduction

Collective phenomena result from the interactions of individuals in a system.
That is, it is not determined by one single individual.

Multi-agent models have been recently used in different disciplines such as
ecology, sociology and economics to study collective phenomena (Grimm and
Railsback, 2005),(Goldstone and Janssen, 2005),(Macal and North, 2010).
This modelling paradigm is appropriate (Ferber, 1999; Phan and Amblard,
2007) for simulating complex distributed systems, such as collective phenom-
ena because it permits to include individual level descriptions and to study
the collective level behaviour of the system.

A multi-agent model can be used to answer questions at the individual
level as well as at the global level. Given the computational nature of the
multi-agent paradigm, multi-agent models have to be simulated in order to
answer the questions.

It is common practice to establish a multi-agent model by defining the
individual behaviour of the participants of the system being modelled as
well as the environment of the model. Usually, hypotheses concerning the
behaviour of the agents are carefully stated. However, when the interactions
among the agents of the model are not clearly stated, in terms of time and
space for example, the answers given by the model might be partial or biased.

We present a study case where one same behavioural hypothesis is im-
plemented in different multi-agent models and show that the answers given
by the different models are not always compatible.

Our study case takes place in the context of free-riding, a collective phe-
nomenon present in peer-to-peer file sharing networks. The models of the
phenomenon used, are meant to answer questions pertaining the convergence
and stabilization of the system. The remainder of the report is structured as
follows. The next section deals with the modelling of collective phenomena.
Section “Modelling free-riding” details the five proposed models. These mod-
els are then compared in terms of the answers they give. Finally, we highlight
the cases where these answers are compatible or contradictory from the point
of view of the models and of simulation.

Modelling collective phenomena

Modelling

A model is a simplified representation of a phenomenon. As Minsky says
(1965), a model exists as long as we can answer to certain questions regard-
ing the modelled object by observation and manipulation of the model. The
role of the the model creator is thus as important as that of model itself, be-
cause before creating a model, the questions that it should answer should be
defined. We are here interested in the influence of taking into consideration,
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or not, certain dimensions when creating a model regarding the questions to
be asked to the model.

Our study takes place within the domain of collective phenomena. We
specifically centre our attention on phenomena where none of the compo-
nents of the system can fully perceive the whole system and where the set
of individual behaviours and interactions between the participants produces
a global outcome or a collective behaviour. These systems are characterized
at least by two levels of description. The first one, the individual level, is
focuses on the behaviours of the entities in the system and their interactions.
The second one is associated to the behaviour of the whole system. Specif-
ically speaking, two categories of models can be used to study collective
phenomena.

Analytical models

Analytical models (also known as equation-based, aggregated) offer a de-
scription of the phenomenon based on macroscopic parameters. They de-
scribe the variation of these parameters in terms of time. They are intended
to explain the global dynamics of the phenomenon focusing only on a global
and average behaviour.

Depending on the type of equations, they can be mathematically solved
(for example in case of convergence of values towards a fixed point), or their
solution can be found using iterative numerical calculus methods. However,
it is not always possible to find a solution or, the solution implies deeply
simplifying hypotheses. Moreover, by definition, analytical models lack of
the individual dimension.

Multi-Agent models

Multi-agent models provide concepts to describe collective phenomena as a
set of agents that interact via their environment. Agents are autonomous
(there is no central entity that dictates their behaviour) and they have lim-
ited perception of their neighbourhood (no global information). Within this
approach, the global dynamics of a system, at the macroscopic level is the
outcome of the interaction of the agenst, described at the microscopic level.
Because of their explanatory abilities, they are good candidates to study the
influence of local behaviour on the global outcome (Parunak et al., 1998). By
limiting the perception of agents, by using heterogeneous behaviour in time,
we can modulate the space and time representation and study the influence
of these choices by comparing system outcomes.

Time and space dimensions in modelling

Work has been done to point out the influence of the choices made regarding
time and space dimensions on the simulation results. Such choices make the
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results different in a significant way. Regarding the time dimension, (Hu-
berman and Glance, 1993) have demonstrated, within the framework of the
prisoner dilemma, that the results of the simulations concerning cooperation
can be very different depending on the way decisions are taken (synchronous
or not). The work of (Axtell, 2001) is centred on the modelling of the topol-
ogy of interactions and on the way to update different multi-agent systems.
It shows significant differences on a study of the moment to retire from work,
when the space model is a lattice, a random graph or a small-world graph.

(Kittock, 1993) studied the emergence of social conventions within multi-
agent systems. By adding a space dimension he found that the global struc-
ture of a multi-agent system has an important influence on the evolution
of the system. Within the same context, the work of (Shoham and Ten-
nenholtz, 1997) demonstrated that increasing the update frequency of the
agents slows down the convergence. More recent work within the same con-
text have demonstrated that the structure of a multi-agent system has an
influence on the evolution of social conventions. For example, (Delgado,
2002) has found that emergence is more efficient when the agents are organ-
ised in a complex graph (either small-world or scale-free) rather than in an
equivalent regular graph with the same amount of edges per vertex. (Sen
and Sen, 2010; Villatoro et al., 2011) consider different topologies in a study
of speed of convergence of norms in social networks. (Mitchell et al., 2006)
have demonstrated that spatial coevolution performs noticeably better than
other evolutionary methods in non trivial learning tasks.

The way to handle time evolution, whether it is asynchronism in cellu-
lar automata (Cornforth et al., 2005), the choice of conflict resolution in a
simple multi-agent system (Fatès and Chevrier, 2010) or the way to execute
updates in an energetic profile study (Caron-Lormier et al., 2008), has also
an influence on the qualitative as well as quantitative results of simulation.
(Chevaillier et al., 2009) present a list of different sources of biases (regard-
ing the differences in the results of a simulation) in terms of time and space
discretization within the framework of a multi-agent model of an ecosystem.

All these studies demonstrate that the collective behaviour may be differ-
ent depending on the choices made regarding the time and space dimensions,
while keeping the individual behaviour unchanged. Hence, the collective be-
haviour produced by a system may be influenced by the modelling choices
and not only depend on the individual behaviour.

In this report we show that models of different natures (analytical and
multi-agent), with or without modelling hypotheses about time and space
dimensions, can provide results compatible or contradictory according to the
ranges of parameters.

4

ha
l-0

07
00

64
3,

 v
er

si
on

 1
 - 

23
 M

ay
 2

01
2



Study case: the free-riding phenomenon

In a system attempting to fulfil its objectives mainly by the organized coop-
eration between all the stakeholders, a free-rider is a participant that refuses
to cooperate. Thus obtaining the expected benefit from participating in
the system without collaborating is called free-riding. We concentrate on
free-riding in peer-to-peer (p2p) file sharing networks.

Free-riding in a p2p file sharing network means downloading files while
not sharing any. Extensive presence of free-riders in a network can degrade
its performance up to the point of rendering it useless. (Ramaswamy and Liu,
2003) and (Ge et al., 2003) are some of the first to begin to investigate the
effects of free-riders on network performance, although the presence of the
phenomenon was first reported in year 2000 (Adar and Huberman, 2000).
Most of the existing models are based on game theory as can be seen in:
(Vassilakis and Vassalos, 2007; Jian and MacKie-Mason, 2008; Yusuke et al.,
2010; Hua et al., 2011).

There is one characteristic common to all those models (given their global
nature): they do not take into consideration network related aspects as the
topology, churn, heterogeneity of the participants, latency of connections,
etc.; and they do not include heterogeneous behaviours of users. Multi-
agent models answer to the afore mentioned limits and have already been
used to model p2p systems (Costa-Montenegro et al., 2008; Miralles et al.,
2009). Nonetheless, to the best of our knowledge, no previous work has been
done to compare different multi-agent models in the context of free-riding as
a collective phenomenon.

We want to evaluate the implications of stating hypotheses concerning
time and space dimensions in regard to the behaviour of the system. To
perform the evaluation, we shall use, besides an analytical model, multi-
agent models, following a methodology inspired from (Parunak et al., 1998).

We shall compare five models built upon the same user behaviour. In or-
der to do this, we take an existing analytical model as basis and we gradually
add new dimensions such as time and space.

Modelling free-riding

General aspects

We are interested, within a p2p network, in the amount of users that coop-
erate. With this in mind, we follow the model proposed by (Feldman et al.,
2006). We characterise the phenomenon by x the contribution level (the
proportion of users that share in the network), xinit and xf (respectively
the initial contribution level and the final contribution level). The questions
that we would like to answer are three: (1) Is the (global) behaviour of the
system convergent? which we translate as “is the value of xf stable ?”, (2)
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In case of stabilisation, what is the value of xf?, (3)Is there a relationship
between xinit and xf?

All the models we present here are based on a rational behaviour of the
user. A user (i) is characterized by its generosity (θi) and by its boolean
state (sharing) that indicates if the user is sharing or not. A user shares if
its generosity θi is higher or equal to the cost of contributing, given that the
cost corresponds to the reciprocal of the contribution level: 1

x . Intuitively
speaking, the more users in the network share, the less it costs to share. This
decision mechanism is presented in algorithm 1; it will be referred to as the
agent function “decide()” in the remainder of the report.

Algorithm 1 Agent decision function
if generosity ≥ cost then
share← True

else
share← False

end if

We wish to highlight once more that, even if we add new dimensions
to the models, the decision mechanism remains unchanged through the new
models. Table 1 makes a resume of the different dimensions present in the
models that we present.

Analytical model

Assuming (1) a particular distribution of generosity among the users of the
p2p network (the distribution of θ is uniform between 0 and a maximum value
θmax), (2) a synchronous decision of agents, and (3) a complete perception of
the network; it is possible to obtain an exact solution to the corresponding
analytical model. The interested reader can consult (Feldman et al., 2006)
for all the details of the solution.

This analytical solution yields a fixed point dynamics with two attractors:
x1 and x2. The final contribution level of the system xf with an initial
contribution level xinit will be given by:

xf =

{
x1 if xinit ≥ x2,
0 if xinit < x2.

Although the model allows to describe the global dynamics of the system
(convergence towards a known value given known initial conditions), there
are two important hypotheses in it: it implies a synchronization of the actions
between all users and also that all users have “perfect” and “global” knowledge
of the system.

6
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Multi-agent models

The following models address the afore mentioned dimensions while keeping
the same decision function for the agents and the same initial distribution
of generosity.

We propose four multi-agent models that allow to take into consideration
the following two dimensions:

1. Time. A model including a time dimension can describe users that
take actions at different moments.

2. Space. A network that represents the interactions between users can
describe users that estimate the contribution level based on their local
perceptions.

In these models, the users are represented by agents and the p2p network is
represented by the environment in the model. The agents interact inside the
environment that they perceive through the information they obtain from
their file sharing client.

Iterated model

This model is a direct numerical translation of the analytical model. Here,
the users have a full knowledge of the contribution level of the system at
any moment and change their state only after all the other users have taken
their decision. We have N agents with an identical decision mechanism who
decide in a synchronous manner. This is depicted in algorithm 2

Algorithm 2 Iterated model
for all timeStep do
x← calculateGlobalContributionLevel()
cost ← 1

x
for all agent do
agent.decide()

end for
end for

Asynchronous model

Within this model, all the participants of the p2p network react at differ-
ent moments: only a percentage of agents, uniformly and randomly chosen,
change their state at each time step. Algorithm 3 represents this.
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Algorithm 3 Asynchonous model
for all timeStep do
x← calculateGlobalContributionLevel()
cost ← 1

x
set← randomAgentSet()
for all agent ∈ set do
agent.decide()

end for
end for

Topological model

In this model we question the fact that all participants have a perfect and
global knowledge of the system. In this model, the users do not have access
to the real contribution level and will be forced to estimate it based on
their interactions with the other users. In order to realize this, we add a
space dimension by organizing the users in a Small-World network (Hong,
2001; Jovanović et al., 2001; Stutzbach et al., 2008), following the algorithm
of (Watts and Strogatz, 1998) that enables to create various rich network
structures by using only two parameters: p and k.

This characteristic enables the analysis of the pertinence of our experi-
ences in regard to the knowledge of the structure of the network by modifying
only parameter p.

In this model, before taking the decision, an agent estimates the global
contribution level by using what we call “local” contribution level: the pro-
portion of the neighbours of an agent that share. Algorithm 4 describes this.
When an agent estimates the contribution level by taking into considera-
tion only its direct neighbours, we say that it performed an estimation of
depth d = 1. An estimation of depth d = 2 means that, besides its direct
neighbours, an agent will take into consideration the direct neighbours of his
direct neighbours, and so on for other values of d.

Algorithm 4 Topological model
for all timeStep do

for all agent do
x← calculateLocalContribution(depth d)
cost ← 1

x
agent.decide()

end for
end for

Asynchronous and Topological model

In this model, the agents perceive in a local manner (from a topological
point of view) the information elements necessary to take the decision and
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only a percentage of the agents will act at each time step of the simulations.
As with the topological model, we have used a Small-World network with
identical characteristics. Also, as with the asynchronous model, at each time
step, only a percentage of the agents, chosen in a uniformly random way, will
be scheduled to estimate the contribution level and decide to share or not.
This is described in algorithm 5.

Algorithm 5 Asynchronous and topological model
for all timeStep do

set← randomSetofAgents()
for all agent ∈ set do
x← calculateLocalContribution(depth d)
cost ← 1

x
agent.decide()

end for
end for

Decision in
Model Time Space

Analytical Synchronous Global
Iterated Synchronous Global
Asynchronous Asynchronous Global
Topological Synchronous Local
Asynchronous and Topological Asynchronous Local

Table 1: Different dimensions present in the models of our study.

Simulation

In this section, we shall compare the behaviour given by the models, based
on analytical and experimental results.

Analytical models yield immediately the collective behaviour of a system,
but in contrast, multi-agent models have to be simulated to get the collective
behaviour.

We are interested in finding out if the system will collapse or stabilize,
and in case it stabilizes, what is the stabilization value. We shall measure
the mean stabilisation value. In the simulation scenarios, the values given
to the different parameters of the models are as shown in table 2.
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• xinit varies from 0.05 to 1 by 0.05 increment

• The number of users N is 1000

• θ follows a uniform distribution probability U(0, θmax) where θmax = 10.

• End of simulation criteria: a maximum of 200 time steps.

• The percentage of active agents varies from 5% to 95% by an increment of
5%

• Neighbourhood depth: d = {1, 2, 3}

• Small-World network: k = 10 and p = {0, 0.25, 0.5, 0.75, 1}

• Each scenario is run 100 times

Table 2: Simulation scenarios resume

Analytical Results

The solution of the analytical model yields a fixed-point dynamics with the
attractors x1 = 0.88729833 and x2 = 0.11270167. This means that the
contribution level stabilizes at 88.7% when the initial contribution level xinit
is higher or equal to 11.2%, and that the contribution level will drop to zero
if the initial contribution level xinit is lower than 11,2%. Figure 1 illustrates
the expected behaviour, according to this solution.

In the figures describing the simulation results, the attractors x1 and
x2 predicted by the analytical model are identified where necessary with a
horizontal and vertical line, accordingly. Each point represents the mean
observed value after having executed 100 times the simulation of the model.
We present as well in the figures the minimum and maximum values observed
during the simulations.

Iterated model

The experiments reproduced the results predicted by the analytical model
nearly all the times. In some of the experiments, around the attractor x2,
the final contribution level was not the one expected. This can be observed
in figure 2a. We suppose that this is due to rounding errors. So, we consider
that the system behaves in the same way as the analytical model predicts
but within an error range resulting from the numerical simulation.

Asynchronous model

In the experiments done with this model, the proportion of active agents at
each time step varied from 5% to 95%, in steps of 5%.
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Figure 1: Contribution level evolution as given by the analytical model with
θmax = 10 and different values of xinit.

It can be seen in figure 2c that, when there are 25% or more active
agents in the system, the contribution level dynamics is the same as that
of the iterated and analytical models. On the other hand, it can be seen
in the figure describing the results of the asynchronous model with a small
proportion of active agents (figure 2e) that the smaller the proportion of
active agents, the more the final value will be close to 80%, which is less
than the value of x1 of the analytical model. In the inset of figure 2e, we
can see that if the value of xinit is lower than 0.88, the value of xf seems to
approach asymptotically x1. Also in the inset, we can see that if the value
of xinit is higher than 0.88, xf approaches asymptotically 0.88, remaining
higher than 0.88.

Topological model

With the topological model, the experiments consisted of varying, on one
hand, the depth degree d of the neighbours used by each agent to estimate
the cost of sharing, and on the other hand, the probability p that makes the
network structured, Small-World or completely random. The values used
for d are 1,2 and 3 and the ones for p are {0,0.25,0.50,0.75,1}. We present
here only the results for d = 1 and d = 3 in figures 2b and 2d respectively
because they are sufficiently representative. For the network configured as
a circular lattice (p = 0) the final contribution level starts to stabilize to
a value higher than zero at values of xinit higher than 3% for d = 1 and
higher than 5% for d = 3. For the other configurations of p > 0, the
stabilization of the contribution level to a value greater than zero starts at
around 5%. For all these cases, the stabilization values greater than zero
obtained when xinit < 7% are not close to the value of the attractor x1. Yet,
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it should be noticed that for a depth degree d = 3, the system exhibits the
same behaviour as that of the iterated model except for the case where the
network is configured as a circular lattice (p = 0). This can be observed in
figure 2d. Further, it should be noticed that, for the values of d = 1 and
d = 3, when p = 0 the contribution level starts to stabilize at values higher
than zero, sooner (in terms of xinit) than when p > 0. This can be seen
in figures 2b and 2d. Also, it can be seen in the same figures, that when
the users have a poor perception of the global contribution level (d = 1),
the system will start to stabilize to a value other than zero (that is, will not
collapse) at a proportion of sharing peers lower than that predicted by the
analytical model.

Asynchronous and topological model

For the experiments done with this model, the values of d varied among 1,2
and 3, and also the values for the proportion of agents active at each time
step varied from 5% to 95% in steps of 5%. We present only the results of
the simulations for d = 1 in figure 2f since they are sufficiently representative
of the other values of d.

As depicted in figure 2f , the final contribution level xf becomes zero
when the proportion of active agents per time step is lower than 25%. It can
also be seen in the figures that when the initial contribution level is greater
than 25%, the contribution level stabilizes at values around 80% when the
proportion of active agents per time step is near 95%.

It shall also be noticed that:

• in figure 2c the asynchronous model with 25% of active agents stabilizes
at the value predicted by the analytical model.

• in figure 2b the topological model (with 100% of active agents) stabi-
lizes at the value predicted by the analytical model,

• in figure 2f the asynchronous and topological model with 50% and
75% of active agents per time step stabilizes at values between 35%
and 65%, far from those predicted by the analytical model.

Finally, we observed in the experiments conducted with the asynchronous
and topological model, that when the network has a structure that is close
to random (that is, as p grows to values near 1), the stabilization values will
be higher, in regard to the proportion of agents active per time step.

Discussions

The question motivating our study was to evaluate the implications of addi-
tional time and space dimensions, in regard to the behaviour of the system
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Figure 2: Experimental results of the multi-agent models.
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(which in turn is the object of study of our models). It is possible to answer
to the question according to two different points of view.

The first one is the quantitative behaviour of the system, that is, is the
network stable at the same proportion of sharing peers, no matter which
model is used? The second one is concerned with the qualitative behaviour.
It can consider different aspects such as: is the system active or has it col-
lapsed? Is the system stabilizing (at different proportions of sharing peers,
depending on the model)?

In the following sections we intend to answer these questions, using the
models when possible or using the experimental results.

A priori equivalence conditions of the models

A starting point to compare the different models, is identifying the a priori
equivalence conditions under which the models should agree in their answers.
Table 3 shows a resume of the equivalence conditions.

Model Equivalence Condition
Iterated Equivalent ± precision of numerical calculus
Asynchronous % active agents → 100
Topological d →∞
Asynchronous and d →∞
Topological % active agents→ 100

Table 3: A priori equivalence conditions of the models. The multi-agent
models can a priori, under certain conditions reproduce the results of the
analytical model. Conversely, this table emphasizes that the analytical model
can not reproduce a priori the whole spectrum of results of the multi-agent
models.

If we use the iterated model, we can expect to see the same results as those
of the analytical model, plus the error induced by the numerical calculus.

In the case of topological model, there can be two kinds of equivalence
when an agent has a perfect global knowledge of the contribution level: if
an agent can interact with all the other agents and if an agent can estimate
the contribution level at the maximal depth possible

From a broader perspective, the higher the depth or the more the graph
is completely connected, the more the results should be close to those of the
iterated or analytical models.

The asynchronous model is equivalent to the iterated or analytical model
if all the agents decide to share or not at the same time step. We can assert
from a broader perspective that the more the proportion of agents are active
at a time step, the more the results will be close to those of the analytical
or iterated model.

14

ha
l-0

07
00

64
3,

 v
er

si
on

 1
 - 

23
 M

ay
 2

01
2



Finally, the asynchronous and topological model needs to fulfil two con-
ditions at the same time to be equivalent with the other models: on the one
hand, a big proportion of agents must be active at each time step, and on the
other hand, the agents should be able to interact with a lot of other agents.

These equivalences are confirmed by our experimental results.

Comparison of the models in terms of the experimental results

The simulation results show that, although we could identify equivalences
between the models in some cases, they only appear under certain conditions.
For example, both the asynchronous model and the topological model show
the same qualitative behaviour as the analytical or iterated model when
xinit ≥ x2 (stabilisation at a fixed value), but it is not the same case when
xinit < x2 (there is no systematic collapse of the system). The asynchronous
and topological model has the inverse behaviour: it agrees with the analytical
and iterated models when xinit < x2 (collapse) but when xinit ≥ x2, it
stabilizes with a certain deviation around the final stabilisation value.

Another point of view to consider is the resolution time. With the ana-
lytical model, we have an immediate answer to the question of the dynamics
of the phenomenon without needing to feed it with the amount of users in
the system, provided a solution to the model is available. This is not the
case with the multi-agent models, where we are forced to give values to the
parameters of the model before simulating. In our study case, this implies,
for instance, to have an estimation of the amount of users in the system,
the kind of network, the rate of connection and disconnection or their up-
date frequency. Moreover, the behaviour of the system will be obtained by
aggregating the individual values of the contribution level.

Given that we have some equivalences, it is possible to determine which
model to use, depending on initial conditions. Specifically, we could say
that for the models that give answers similar to those of the analytical and
iterated models when xinit ≥ x2, we do not have to run simulations to know
which is going to be the final stabilisation value, and even less, to specify
the initial parameters (namely, those of the graph building algorithm).

Nonetheless, if we are interested in the process that leads to the results,
or in the variability of the final values, only the multi-agent models allow to
answer to this question.

Generally speaking, the multi-agent models are richer than the analytical
model because they allow to modify the time during which the users are in
action, and also, they allow to modify the space in which they find themselves
and thus their perceptions of the environment. Hence, they are easier to be
used to answer to a whole family of questions holding some wide hypotheses.
Therefore, passing from the model proposed by (Feldman et al., 2006), to a
model where generosity follows a distribution other than uniformity, is easy
with the multi-agent models, but can be complicated with the analytical
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model.

Conclusion

This report studies the influence of the integration of time and space dimen-
sions when modelling a collective phenomenon. We compared five different
models of the free-riding phenomenon where the individual decision mecha-
nism remains unchanged while different hypotheses about the modelling of
time and space are made. We have demonstrated that such hypotheses can
produce contradictory results. We claim that care must be taken when mod-
elling and simulating collective phenomena. In particular, attention must
be paid when using multi-agent models, that include time and space dimen-
sions. The hypotheses made about these dimensions have an influence on
the answers given by the model.

Moreover, this may be the case both at the qualitative level and at the
quantitative level, as shown by the results obtained with the asynchronous
and topological model. We found equivalence criteria between the models,
as well as value ranges under which a model with a global point of view (an-
alytical model) can be used to answer questions regarding local parameters.
Multi-agent models are well suited for modelling collective phenomena be-
cause they include both, the individual level of description, and the global.
This is an advantage over analytical models that directly describe the global
behaviour because they allow to study the influence that local interactions
have over the global behaviour of the system. Nonetheless, when using a
multi-agent model, special attention must be paid to the way the time and
space dimensions are defined in it. If the hypotheses made regarding those
dimensions are not fully stated, the range of applicability of the answers
given by the model may be uncertain. Our work shows also that analytical
models and individual-based models may be complementary (Grimm and
Railsback, 2005). In our results, we find (generally speaking) two attractors
in the dynamics of the system (either the contribution level stabilizes, or it
becomes zero). However, the analytical model cannot specify the exact value
of the attractors (nor its variability) for each of the network configurations,
no matter if it includes the time or the space dimensions (local characteristics
integration). Also, it cannot describe the process underlying the dynamics
but it captures the essence of the dynamics (stabilisation).

In a broad sense, our work in centred around knowing the validity do-
mains of a group of models. That is, to know under which limits the results
given by a model can be considered as useful. This question is unavoidable
and very important when the model is to be used beyond the comprehension
of the phenomenon it represents: for instance, when the model outcomes are
used as predictions of the behaviour of the system for regulation purposes.
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