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Local existence of analytical solutions to an incompressible
Lagrangian stochastic model in a periodic domain

Mireille Bossy* Joaquin Fontbona' Pierre-Emmanuel Jabin?

Jean-Francois Jabir®

October 4, 2012

Abstract

We consider an incompressible kinetic Fokker Planck equation in the flat torus, which is a sim-
plified version of the Lagrangian stochastic models for turbulent flows introduced by S.B. Pope in
the context of computational fluid mechanics. The main difficulties in its treatment arise from the
pressure type force in the equation that couples the Fokker Planck equation with a Poisson equation
involving second order moments. In this paper we prove short time existence of analytic solutions
in the one-dimensional case, where the pressure force is explicit, and for which we are able to use
techniques and functional norms that have been recently introduced in the study of a related singular
model.
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1 Introduction

Let T¢ := R?/Z% denote the flat d-dimensional torus and 3 > 0, ¢ > 0 and « € {0, 1} be fixed constants.
We consider the following partial differential equation in T x R? with unknown (scalar) functions
f(t,z,u) and P(t.x):

Oflt,z,u)+u-Vef(t,z,u) =V f(t,z,u)- <V1P(t,z) + 4 <uoz/ vf(t,x,v)dv))
Rd

+ %Auf(t,x,u) +Bdf(t,x,u) on (0,7] x T x RY,  (1.1a)
f(0,z,u) = fo(x,u) on T? x R? and (1.1b)
/ f(t,z,u)du=1on [0,T] x T (1.1¢)

R

This “constrained” equation of kinetic type can be understood as a the Fokker-Planck equation associated
with the following stochastic differential equation in T¢ x R?,

t ¢ t
X, = {Xo —|—/ U, ds] , Uy=Uy+oW;— / V.P(s,Xs)ds — ﬁ/ (Us — aE(Us| X5))ds (1.2a)
0 0 0

law(Xo,Uy) = fo(z,u)dx du, (1.2b)
P(X; € dz) = dz, for all ¢t € [0,T], (1.2¢)

(x — [z] denoting the projection on the torus) which constitutes a laboratory example of the class of
Lagrangian stochastic models for incompressible turbulent flows, introduced mainly by S.B. Pope in the
eighties in order to provide a fluid-particle description of turbulent flows and develop probabilistic numer-
ical methods for their simulation. We refer the reader to [16] for a general presentation of this turbulent
model approach in the framework of computational fluid dynamics, and to [2], [8] for a survey on mathe-
matical problems raised by the Lagrangian stochastic models. In physical terms, when oo = 0, the process
U; representing the velocity of a fluid particle reverts towards the origin like an Ornstein-Uhlenbeck pro-
cess with a potential given by the standard kinetic energy E|U;|?>. When o = 1, reversion towards the
origin in (1.2a) is replaced by reversion towards the averaged velocity or bulk-velocity, E(U;| X; = x),
which can be associated to the local-in-space potential E(|U; — E(U;|X;)|?|X; = x), interpreted as the
turbulent kinetic energy (notice that under condition (1.1c) or (1.2¢) [z vf (¢, 2, v)dv is the conditional
expectation E(Uy|X; = z)). In both cases, the additional drift term V,P(¢, z) is interpreted as the gra-
dient of a pressure field intended to accomplish the homogeneous mass distribution constraint specified
by equations (1.1c) or (1.2c), in other words to force the particle position X; to have a macroscopically
uniform spacial distribution.

In spite of its relevance for the simulation of complex fluid dynamics (see e.g. [17], [13] and the
references therein), a rigorous mathematical formulation of the Lagrangian stochastic models, and in
particular of the uniform mass distribution constraint, has not yet been given. Indeed, equations (1.1)
and (1.2) exhibit several conceptual and technical difficulties, and to our knowledge there are so far no
direct strategy for its study or mathematical results about it, neither in the field of stochastic processes
nor in that of kinetic PDE. In [8], first well-posedness results on a simpler kinetic model were obtained,
which featured nonlinearity of conditional type. From a probabilistic point of view, the conditional
expectation was treated as a McKean-Vlasov equation. This enabled the authors to also construct
a mean field stochastic particle approximation of the nonlinear model. Combined with an heuristic
numerical procedure to deal with the constraint (1.2¢) and the pressure term, that particle scheme gave
raise to a stochastic numerical downscaling method studied and implemented in [2]. Extensions of some
of those results to a relevant instance of boundary value problem were obtained in [6] and [7]. However,
in spite of the formal resemblance of the uniform mass distribution with the case of the incompressible
Navier-Stokes equations, there is so far no rigorous mathematical evidence that (1.2c) can be satisfied
by adding a force term of the form V,P(¢,z) in the linear Langevin process (a trivial exception is the
situation VP = 0 of the stationary Langevin process, considered as a benchmark for the stochastic
downscaling method in [2]).

The aim of this paper is to address for the first time the well-posedness of a relatively simple instance of
Lagrangian stochastic models, yet satisfying in a non trivial way the uniform mass distribution constraint.



A first step in our study will be to establish an alternative formulation of the previous equation. In the
Lagrangian modeling of turbulent flow, the constraint (1.2c) is indeed formulated heuristically (see e.g.
[16]) by rather imposing some divergence free property on the flow, which in the case of system (1.2)
would correspond to a divergence free condition on the bulk velocity field:

V. E(U| X, = 2) =0.

By taking the divergence of a formal equation for the bulk velocity derived from the Fokker-Planck
equation, and a classical projection argument on the space of divergence free fields, it is then assumed
that the field P verifies an elliptic PDE, which in our notation is written as

d
= 00 B (00X, = o) (13)
i,j=1

(see [17] for a precise formulation and related numerical issues). Consistently with this heuristic point
of view, we will rigorously show below that, under natural assumptions on the initial data, any smooth
pair (f, P) that is a classical solution to (1.1) must also be a solution to the system

atf(tax,u) +u- sz(t,l',u) = ?Auf(tv‘rau) + ﬂdf(taxvu) +ﬁu : vuf(taxvu)

+ Vuf(t,xz,u)- (VxP(t,:c) — ﬁoz/ vf(t, z,v) dv> =0, on (0,T] x T x R¢,
Rd

f(0,2,u) = fo(w, u) on T4 x R%, (1.4)

ALP(t,x) Z (9%%/ v f(t, z,v)dv, on [0,T] x T,

i,j=1

where, plainly, condition (1.1c) has been replaced by the above Poisson equation. The two systems
however seem not to be equivalent in general. From the PDE point of view, the interest of formulation
(1.4) is that it allows us to see the original problem as an instance of Vlasov-Fokker-Planck type equation,
albeit highly singular: the gradient of the pressure field turns out to be the convolution of the derivative
of the periodic Poisson kernel with the function — Zijzl Oz, fRd v;v; f(t, z,v)dv. Existence of smooth
solutions to nonlinear kinetic equations with singular potential has been addressed in several situations,
mainly recently. In particular for the nonlinear Vlasov-Poisson equation see e.g. [1], [L4]; for gyro-kinetic
models see e.g [4, 3] and [11].

In the case d = 1, we can specify P(t,z) on [0,T] x R by P(t,z) = — [, u?f(t,,u)du. Hence, in the
present paper, we restrict ourself to the simpler situation of the one-dimensional equation

atf(taxvu) +u- azf(tvmvu) = gazf(tvxau) + ﬂf(tvl'vu) + 5uauf(t7xa 'LL)

+ Ouf(t,x,u) <8$P(t,x) - ﬁa/ vf(t,a:,v)dv) =0, on (0,7] x T x R,
R
ft,z,u) = folz,u), on T x R,

(1.5)

P(t,z) = —/Rqu(t,:c,u)du7 on [0,T] x T.

Till recently, a closed formulation (in terms of regularity) of such Vlasov type nonlinear system was not
available. To tackle the system (1.5), we will follow new ideas introduced in [12], in order to obtain a
local existence result of analytical solutions. Our main results are valid irrespective of wether o > 0 or
o =0, and are indeed valid for any 8 € R. We summarize them in the following simplified statement:

Theorem 1.1. Let A > 0 and s > 4 be an even integer. There exists a constant ro = ko(A, s) and a
positive function r — k1(r, A, s) such that if fo : T X R — R of class C* and T > 0 satisfy:

o [ fo(z,u)du =1 and 9, [qufo(z,u)du =0 for all x € T,

o ||(1+u2)20L0k fol s Cokt\w for some n,m € N, all pair of indices k,l € N and a constant
Co < ko(A, s), and



e T < k1(Co, A\, 8),

then, a classic smooth solution f to equation (1.5) exists in [0, T]x T xR which satisfies [, f(t,z,u)du =1
and 9y [pquf(t,z,u)du =0 at all (t,z) € [0,T] x T .

This result will allow us to deduce the following one on the * incompressible Langevin SDE” (1.2):

Corollary 1.2. Under the assumptions Theorem 1.1, in the case o > 0, there exists in [0,T] a solution
(X¢,Uy) to the stochastic differential equation (1.2). Moreover, the drift P(t,x) therein is the spatial
gradient of the unique solution of the periodic elliptic equation (1.3).

The remainder of the paper is organized as follows:

In Subsection 1.1 we briefly establish the validity of system (1.4) for any solution to equation (1.1) in
arbitrary space dimension, and state additional conditions required in order that, reciprocally, a solution
to the former also solves the latter. From Section 2 on, we restrain ourselves to the one-dimensional case.
We recall therein the analytical norms and seminorms introduced in [12] and we state useful properties
of them. Following their strategy, in the case 8 = 0 we then introduce an equivalent formulation of
equation (1.5), in order to deal with the integrability problems posed by the first and second order
velocity moments involved in the equation. We then show that solutions to (1.4) in these particular
spaces of analytical functions actually do satisfy the conditions required to be solutions of (1.1). Using
the fixed point argument of [12], we will then prove a local existence result in these analytical spaces,
which indeed is a slightly more general version of Theorem 1.1 restricted to the case 5 = 0. In Section
3, we extend the previous result to the case § > 0. In Section 4 we deduce from the previous sections
a local existence result for the stochastic differential equation (1.2). Finally, some technical results are
proved in the Appendix section.

We fix some notation to be used throughout:

e T > 0is a fixed time horizon.

e Functions [0,7] x T4 xR¢ 3 (¢,z,v) — ¢(t,z,v) € R are identified with functions [0, T] x R¢ x RY >
(t,z,v) — é(t,z,v) € R that are 1- periodic in the variable z. Similar identification are made for
functions defined on [0, 7] x T¢ and T

e Given 7' > 0 and d € N, a function ¢ : [0,T] x E — R with £ = R x R4 T¢ x R or E = T% is
said to be of class C*! for k € {0,1} and | € NU {oo} if it has continuos derivatives up to order
kin t € [0,7] and up to order [ in y € E (or of all order if [ = co0). For functions ¢ : E — R the
notation C' is used analogously.

1.1 The Lagrangian stochastic model coupled with a Poisson equation

We start by establishing connections between conditions related to the homogeneous mass distribution
constraint, which are valid in arbitrary dimension:

Lemma 1.3. Assume that f is a classical solution to equations (1.1a) and (1.1b) for some function
P:[0,T] x T¢ — R of class C®2. Moreover, assume that

p(t,z) = f,z,u)du, V(t x) ::/ wf(t,z,u)du
R4 Rd

are functions of class C*' in [0,T] x T%, that [y, u?*|D™ f(t, 2, u)|du < 400 for each multiindez |m| < 2
and each (t,z) € [0,T] x T¢ (where D is the derivative operator), and further that for all t € [0,T) the
function

x / v f(t, ,v)dv
Rd
is of class C%. Then, the following system of equations is satisfied for (t,x) € (0,T] x T4:
op(t,z) +V, - V(t,x) =0,

d
(Ve - V(t,x)) + BV, - V(t,z) + V- (p(t,x) (Vo P(t,z) — BaV (t,x))) + Z Oz,; /d v f(t, z,v)dv =0

i,j=1 R



We deduce:
a) p(t,x) = p(0,z) for every (t,z) € [0,T] x T? if and only if V, - V(t,x) = 0 for every (t,x) €
[0, 7] x T<.

b) Vo -V(t,z) =e PV, -V(0,z) for every (t,x) € [0,T] x T¢ if and only if P satisfies the equation
of elliptic type:

d
Vo (p(t,z) (Vo P(t,z) — BaV(t,x))) = — Z Oz, /d v f(t,x,v)dv, (t,z) € (0,T] x T%

Q=1 R

¢) If in addition to (1.1a) and (1.1b), condition (1.1c) is verified, then P(t,x) is a solution to the
Poisson equation

d
AP )= -3 B, /R iy f(tz, o), (t,2) € (0,7] x T,

ij=1

d) Set p(t,x) := p(t,z) — 1. If in addition to (1.1a) and (1.1b) we assume that the Poisson equation
in part c) holds, we have:
when o =1, 8,(V, - V(t,2)) + V- (p(t, ) (Vo P(t,z) — BV (t,z))) = 0;
when a =0, 8,(Vy - V(t,2)) + V- (p(t,2) Vo P(t, x)) + BV, - V(t, x) = 0.
Proof. The first equation is obtained by integrating equation (1.1a) with respect to u € R?, and using

the assumptions in order to integrate by parts and get rid of integrals of divergence type terms. To get
the second equation, we first take the derivative with respect to the variable x; in equation (1.1a), then

multiply it by w; and sum over ¢ = 1,...,d, before integrating and proceeding as before. Statements
a),b),c) and d) are then easily deduced. O
Remark 1.4. a) According to Lemma 1.3 part ¢), finding a solution to equation (1.1) requires in

particular to find a solution to the highly singular Vlasov-Fokker-Planck equation (1.4).

b) If conditions (1.1a) and (1.1b) hold, and the Poisson equation in Lemma 1.3 part ¢) is satisfied,
the equation obtained in Lemma 1.3 part d) together with the continuity equation

Bup(t,x) + Vy - V(t,z) =0

furnish a system of two equations that the pair (p, V(t,x)) must satisfy. Thus, a strategy to prove
in that situation that (1.1c¢) also holds is to prove that such a system has the unique solution
p(t,x) =V, - V(t,x) = 0 when starting from (0,0). We will be able to do this in the functional
setting that we will consider, deducing thus a solution to (1.1) from a solution to (1.4).

2 Local analytic well-posedness in the vanishing kinetic potential
case (3 =0)

In this section, we construct an analytical solution to the nonlinear Vlasov-Fokker-Planck equation
associated with the incompressible Lagrangian stochastic model up to some small time horizon T, in
the case § = 0. Using the weighted analytical functional space introduced in [12] and a fixed point
argument developed therein, we shall give in Theorem 2.5 below a local-in-time well-posedness result for

the nonlinear Vlasov-Fokker-Planck equation:
2
P P p (2
dff + Ud:l:f - 851?Pd’lt.f - ?dgf =0on (OT} X RQ? (V’FP)
.f(07g77/u’) - .fo(:l;v u) on sz

where

P(t,x) = —/ u?f(t,z,u)du, € R
R



(In order to lighten the notations, we will write implicitly the dependency w.r.t. (¢,z,u) of the function
in the interior equation). Notice that periodicity is not yet imposed. Then, we will show in Corollary
2.6 that if the obtained local solution f(t,z,u) of (VFP) satisfies at ¢ = 0 the condition

(Hunitr)) :
f(t,z,u) is 1 — periodic in z for all u € R,
/ ft,z,u)du =1 for all x € T (Uniform mass repartition in T),
5‘f fR uf(t,x,u)du = 0 for all x € T (Mean incompressibility in T),
it then satisfies a fortiori the same properties for all ¢ € [0, T]. To establish the latter result, the choice

of analytical functional spaces and the use of the analytic norms in [12] will also be fundamental.

2.1 The nonlinear Vlasov-Fokker-Planck equation in analytic spaces

We start by defining the functional spaces where an equivalent version of equation (VFP) will be studied.
A function R? 3 (z,u) + 9 (x,u) € R having bounded derivatives of all order is said to be analytic

if there exists C' > 0 and A > 0 such that for all k,] € N ||0%0}1)||oc < CAFFEN, for || - || the uniform

norm on R? and using the convention 0! = 1. For such functions, we introduce the analytic norm:

[l = 30 2 i .

k,leN

We further introduce the A-derivatives of these norms for each a € N,

(k+1)! ANeflza & Al
Hw”A k;a (k+l—a)! L Ha 8u¢”oo

Xm

Notice that [|9]/x,0 = ||||x. We then define respectively a norm and a seminorm by
O 1 - o CL2
[llen == Wlllﬁllx,a, 1l = W\lwllm-
aeN a>1

Last, we define the functional spaces associated with the norm ||¢[[s/ y and the seminorm ][5 | :

H(A) == {¢ € C*(R?) such that [[¢)[|3,n < 400}, (2.2a)

H(N) = {w € C*°(R?) such that ]| , < +oo} . (2.2b)
The next two lemmas giving some insight about these (semi)norms will be useful later on:

Lemma 2.1. Let v : R? — R of class C* be such that ||0L0Fv]|o < % for some C,\ > 0,

some m,n,j € N and all k,1 > j.

a) If the previous holds for j =0, (in particular if ||v||5 , < +00), then v € H(A) for all A € [0, ).
b) If the previous holds for j =1, (in particular if |[v||5, < +00), then v € H(X) for all X € [0,X).

Proof. For a > j and A € [0,\) we obtain from the assumption that

d° C (k+ DU E+m)!(l+n) ,  — (k+i-a)
——ollno <=2 Y (\/2)
X X2, MGkt l—a)l
C (k+1—(m+n)E —\ (k41— (a+m+n))
DY k—m)l(l —n)i(k+1— (/)
X jisarmimismisn K= =)k +1~ (a +m +mn))!



(k+1—(m+n))'k!!

changing indexes k+m to k and [ +n to [. Since m

<1 for k > m,l > n, we deduce that

da+m+n

de C (k+ 1) — (k+l—(a+m+n)) C ot
a”v ’ <ja Z (A/A) = sa at+m+n Z r -
dX by et o (k+1—(a+m+n))! x| dratmt et

r=A/\

Observing that for 7 € [0,1), > ;e rhtl = (X jen ri)? = ﬁ and |%ﬁ| < (14 a)!, we conclude
that

oo oo
1 de 1 (a+1)---(a+m+n+1)
Il =2 o el < €2 5 - < +o0 and
= a? de CX1(a+1)-(a+m+n+2)
||”Hﬁ7>\:z::WW V||, <i;? o < 4o00.
O
Remark 2.2. Notice that Lemma 2.1 in particular implies that .... wusual analytical spaces..... are

included in...... if
Lemma 2.3. Let ¢ be an analytic function defined on R%. Then:
=0 a+ 10ut]|x.a. We deduce that

19155 = 1020 ll7.x + [0utbll2e.2-

(i) Moreover,
L llren = 1l
(iii) Last, for any pair 11, of analytic functions defined on R?
[P1902llx < llibaflallebz]lx-

Proof. (i). The first identity follows from

dett (m+1)---(m+1—a—1)\mtlza"t
Ilxa+s = Sazmllvline = > T 10501l o
m+l>a+1
m+l_1...m_a+l_1)\m—a+l—1 .
-y ! ol el |07 0L

m+1i>a+1,1>1

Z (m—1+10)---(1—a+m—1)\-atm-1

* m— )l

107 013 oo

m+i>a+1,m>1 (

by respectively changing the indexes [ to [ + 1 and m to m + 1 in the first and second sums in the
2

last expression. Multiplying by (;‘W both sides of the previously established identity and summing the

resulting expressions over a > 1 yields the identity for ||| ,. (ii) readily follows from

1 1 a?
e = dAZ aEl¥lhe = cmlvhen = X =gt = 3 bl = ¥l

a€eN VT a>1 a>1

Finally, since ||a§ai (7/)1¢2) lloe < Zﬁ:o ZL:O Clzcln”8;837/)1||00||a]::_Talu_n¢2“oo; we have

T aQn C C T n
[1¢2]lx0 = Z i Ha’“al (W1¥2) lloo < Y 1050001 [loe DY —E kl,l, |ak 0l ™Moo
k,leN r,neN k>ri>n
T N A(k m+(t-n) k r l n
r,neN k>rl>n
which provides (iii) by changing the indexes k to k + 7 and [ to [ 4+ n in the inner sums. O



We now observe that finiteness of the analytical norm of a solution f to (VFP) is not enough to
provide a control of the function (¢, x) — [, u®f(t, ,u)du. This is the reason why we introduce a weight
function intended to truncate the velocity state space in a suitable sense. More precisely, assume that
f:]0,T) x R? — R is a C* solution of equation (VFP) with bounded derivatives of all order, and set

g(t,z,u) == wu) f(t, z,u), (2.3)

where w : R — (0, +00) is a weight function such that [ #z)du < +o00. Then, the regularity of velocity
moments of f is easily controlled in terms of the regularity of g:
sup

2
6§/u2f(t,:z:,u)du = /u—ﬁig(t,x,u)du
R (t,2)€[0,T] xR ]Rw( )

< sup |3gt:17u|/
T)xR?

sup
(t,x)€[0,T1xR

(t,z,u)€]0,
Moreover, since d,f = 0,9 — g(0uInw) and wdf = 929 — 2(0, In(w))(Dug) + g(2|a uel” aiTw), the
function g defined in (2.3) is seen to satisfy the equation
Org + u0,g — [0, P — Oy Inw] d,g (92q = 90, POy Inw — gh on (0,T] x R?,
u’ (VFPw)

P(t,x) = 7/]1% @g(t,m,u)du,
9(0,z,u) = go(z,u) on R?,

where
02w (u)

h(u) = 2uw(u) — 0y In(w(u))|?;

reciprocally, given a solution g to (VFPw), the function f defined by (2.3) is a solution to (VFP).
In all the sequel, we shall assume that w : R — (0, +00) is a function of class C* such that
w(u)

|u|— 400 |u|

(

Moreover, for some Ag > 0 we have ln(w) € H(X\o) and h € H()o) .
The following result provides examples of such functions w, as well tractable conditions on the initial

condition fy ensuring the type of bounds on gy required for our results on equation (VFPw). Its proof
relies on Lemma 2.1 and is given in Appendix A.1.

(H,) u=1.

Lemma 2.4. i) Let s > 4 be a positive integer. Then, condition (H,) holds for the weight function
w(u) = c(s)(1 +u?)2 for all value Xo € (0, %), where c(s) > 0 is such that fR o du=1.

i) Let fo : R? — R be a function of class C* such that for some even integer s > 4, constants
Co, A >0, some m,n,j € N and all k,1 > j, one has

o k+m)l(l+n
(1 +u) 2050 follo < Col /\k-?-l( E (2.5)

Then, the function go(z,u) = w(u)fo(z,u) with w(u) as in i) satisfies the assumptions of Lemma
2.1 with C := C{) = Cyr(s)e” and k(s) > 0 a bound for the absolute values of the coefficients of the
polynomials w, Oyw, ..., 05w. In particular, if for some n,m € N condition (2.5) holds all k,1 >0,
then for all A\ € [0,)\) one has

197, SCOKJ(S)P/S\,U/(X, m+n+1) and
A
e —
loll s <Cors) SR, m+n+2)

where (X, p) == oo, %w < +o0 for allp e N,p > 1.



2.2 Main results
Given K, T and )¢ strictly positive real numbers such that A\g > T'(1 + K), and the function

A(t) == Ao — (1+ K)t,

we now define the spaces

Hro k.17 = {w ech ([0, T x R?) such that 5up 19 () |3,00) < +oo},
te[0,T

Hag KT 1= {w € C1>°([0,T] x R?) such that / ()]l 77 5yt < +00
o :

and their subsets defined for a positive constant M:

B%,K,T = {1/) € Hx,, kT such that s[tép 1Y) |l a) < M} ,
te

BY pi= {¢ € Hy,. k. such that / ()57t < M}

We are ready to state the main result of this section:

Theorem 2.5. Let M, T be positive constants and w : R — (0, +00) be a function of class C* satisfying

(Hy,) for some Ao > 0. Introduce the finite constants vo := || In(w)|lz 5, and v = [k, and assume
that

a) T < 72+/\0+4,YO

b) M < (K — Xo — 4v0 — 1) for some K in the nonempty interval (1 + \o + 470, 20 — 1) and

¢) M(1+~0)exp{(M~yo+ )T} < 1.

Assume moreover that fo : R? — R is a function of class C* and that go(z,u) = w(u)fo(z,u) satisfies
d) max{llgoll2¢.x0, Tllgollsz \,} <M and
e) Ilg0ll¢.x0 exp(T'(71 + 1670)) < M exp(—(16 + 7o) M).

Then, equation (VFPw) has a unique smooth solution g € B%’K,T N E%’K’T. In particular, under the
previous assumptions, a solution f € CH*>° to (VEP) with initial condition fo emists.

Corollary 2.6. Let f be the solution to (VEP) given in Theorem 2.5 and assume that (Hyyigo)) holds.
Then, f(t,x,u) satisfies (Hunie(r)), for all t in [0,T]. In particular, if the assumptions of Theorem 2.5
and condition (Hynig)) hold, then a solution to (1.1) with 3 =0 exists.

Remark 2.7. For instance, let fy : (RY)? — R be a function of class C* and Co, A\ > 0 , n,m € N be
numbers satisfying condition (2.5) for every k,l > 0. Suppose moreover that for some Ay < min{\, %}

one has
1 In2

26(s)er (A, m +n+ 1) (16 + [[In(w)|7.,)

for w as in Lemma 2.4 i). Setting M := 2Cok(s)e*u(X,m +n + 1) and yo = | In(w)|l7.,, we then have

Ch < K()(X,S) =

- A 220\ 1) In(M(1 In2 — M(16
k1(Co, A, 8) := min{ 0 pAm+n+1) _n( (L+1)) In ( +%)}>0.

16M + X\o + 4o + 2’ ’u,(X, m+n+2) ’ M~y +m ’ Y1 + 1670

Taking T < k1(Co, \,s), conditions a) and c) of Theorem 2.5 are trivially satisfied, condition b) is
satisfied (with equality) for K := 16M + Ao + 4v0 + 1, and conditions d) and e) hold because of the
estimates in Lemma 2.4 ii).



The steps of the proof of Theorem 2.5 are the following: first we will establish in Section 2.3 the
existence of an analytic solution to a suitable linear version of (VFP) in a small time interval, along
with useful estimates. Then, under additional constraints we construct in Section 2.4 a solution to the
nonlinear equation (VFP) by means of a fixed point argument.

Before proceeding, let us prove Corollary 2.6:

Proof of Corollary 2.6. Periodicity of the solution is an easy consequence of the fixed point method
employed in the proof of Theorem 2.5 (see remark 2.16 in Section 2.4).
Now, thanks to the assumptions on w and the fact that f(¢,z,u)w(u) belongs to H(A(t)) for each

t € [0,T], the assumptions of Lemma 1.3 are satisfied (in particular the integrals fR ud? f(t, x,u)du =
S Ouf(t, @, u)du = [; O2 f(t, 2, u)du exist and vanish; moreover, we have Jp ubu f(t,z,u)du = — [ f(t,z,u)du).
Therefore, thanks to Lemma 1.3 b), the functions p(t,z) := p(t,z) — 1 = [ f(t,z,u)du — 1, V(t,z) :=
Jeuf(t,z,u)du and P(t,z) = — [pu®f(t,z,u)du satisfy the following system of equations: for all
(t,z) € (0,T] x R,

Op(t,x) = =0,V (t, ),

O (0. V (t,x)) = =0, (p(t, )0, P(t, x)).

From the latter and from Lemma 2.3-(iii), we obtain, for each A € [0, \g),

{ Allp®)Ix < 102V ()]s

_ ) B (2.6)
/|0 V () [[x < [10=P@)|[A0=P()||x + 0P @) A [IA(E)]]5-

Since [|0,p(t)[|x = £ [[p(t)]|x by Lemma 2.3-(ii), (2.6) rewrites as

B, A(t,\) < B(t,\),
0:B(t,\) < (|0 P()[[xOAA(t, A) + [|[02P (1)) [N A(t, A),

for A(t,\) 1= |[3(0)]]x and B(t,\)
PeBY p NBY i, we have

|0V (t)||x. Since t — A(t) is decreasing and, by Theorem 2.5,

102 P(8)l[ 1)

102P(t)[|ary < 102P()]Ia) < 453(?)%] 1P ()]0 (5) < 4M.

IN

0, P(t < P o < M,
H ( )”)\(t) S Sgﬁ% H (S)HH,,\( ) S

We deduce that for all A € [0, \(T

because 0y A(t,\) > 0. Now set Y(t, A A(t,\) + bB(t,\) where b is a positive constant that we will

t,\) < B(t,\)
(2.7)
t,\) < MONA(t,\) + AMA(t, \)
y
specify later. Since also 9\B(t, \) > 0, f10m (2.7) we obtain

BV(t, ) < B(t,\) + 4bMA(t, \) + bMOyA(t, \) < (2 Y, 4bM> V() + bMOAY(E, N).

That is, with by :=bM > 0 and by := (% V 4b]\1) > 0, it holds that

BV, N) < bV, \) + bada (L, N), Ve € [0,T], YA € [0, A(T)).

We now observe that the function ¢t — Y(¢,~v(t)) with v(¢) := M\(T') — bat is constant for all ¢ € [0, %ZT))

Indeed, we have
(Yt (1)) = (V) 7(t)) — b20A Y (E,7(1)) < b1 V(E, (1)),
and Gronwall’s lemma, together with assumption (Hyni¢(o)) implying that 3(0, ) = 0 for all non negative

A, yield Y(¢,v(t)) = 0 for all ¢ € [0, %f)) This shows that p(t,z) = |0,V (t,z)| = 0 for all t € [0, %Z))
Choosing b = A\(T')/(MT), we conclude the result, using also the uniform bounds available up to time

t="T. O

10



2.3 The linearized equation

Consider the linear equation

2
) Y (s A y 9 92 \ ) 2
019 + 10,9 — (0,Q — Oy(Inw)) Ouyg 5 029 = 9g0,Q0, Inw + gh on (0,T) x R*, (FPw)

9(0,z,u) = go(z,u) := w(u)fo(z,u) on R?,

where @ : [0,7] x R — R is a given function, with uniformly in ¢ € [0,T] bounded derivatives of all
order in z € R. Equation (FPw) is easily seen to be equivalent, through the relation (2.3), to the linear
version of (VFP):
2
O f + ubpf — 0,Q0uf — %Bﬁf =0on (0,T) x R2

1(0,2,u) = fo(x,u) on R

(FP)

Existence and uniqueness of a C*°-solution to the two previous equations is recalled in Theorem A.1
in Appendix A.2. We next prove that the solution g to (FPw) is indeed analytic whenever the inputs go
and @ have small enough analytic norms and the time horizon T" > 0 is small enough:

Theorem 2.8. Assume that for some \g > 0 condition (H,) holds, and that go : R> — R is a function
of class C* such that ||go||l+,x, < +00. For vy and 1 as in Theorem 2.5, let T > 0 and M; >0 be a time
horizon and a constant satisfying

a) T < and

Ao
2+Xo+4v0
b) My < (K — Xg — 470 — 1) for some K in the nonempty set (1+ Ao + 470, % —1).

Then, for any Mz > 0 and Q) € B%lKT N gf‘\/é"‘KT, equation (FPw) has a solution g of class C1>° such
that A A
N M
9 € B\, ko N By, k.7

where M = llgo 17,20 €xp {T (71 + 1670) + (16 + vo) M2 }.

In the proof we need to deal with truncated versions of the analytic norms previously introduced.
For an arbitrary function ¢ of class C*° and a fixed A € N, set

Pl kol
A:={0,---, A}, H¢||A;A = Z W||815U¢H007
IS
_a B (k+1) Netlma
||w||A,G§A T WHWL\;A - Z (]f ril— a)' L HazauwHoo7
klehk+>a
1 a?
[l = WH#’HM;A’ WSS WWHM;A-
a€ch a€h

Using a maximum principle for kinetic Fokker-Planck equation, stated in Appendix A.2, we start
the proof by establishing estimates for the time evolution of the norms [|g(t)||7¢,xt);4 and |lg(t)] 5 oW

along a solution g of the linear equation (FPw), in terms of [|Q (%)t [|0u In(wW)[l#,20)» 1Pl 5 A(ry and

||Q(t)||ﬁ,>\(t)-

11



2.3.1 Regularity estimates
Let g be a smooth solution to (FPw). Observe that, for all (¢,2,u) € [0,T] x R?,

OkaL (ud,g(t, 7, ) j£j<ﬁl (O10) (D510 g (¢, 2, w)) = wdEH Ok g(t, v, u) + Loy 10510 g (t, 2, )

k
050, (0:Q(t, 2)Dug(t,z,w) = Y CR(O7 ' Q(t,)) (05" g(t, x,u))
m=0
k—1
= 8EQ(ta ‘r)almcafjlg(taxau) + ]]-{k21} Z C?a£7m+1Q(ta‘r)aglai+lg(taxau)7
m=0

!
kAL (9, In(w(u))dug(t, z,u)) = Z Crol " n(w(w))or ok g(t, z,u)
n=0
-1
= 8U lnw(u)dlfla’;g(t, x, U) + ]1{121} Z Cln aqllfnJrl lnw(u) 63+1a§g(ta x, U),
n=0

l k
930, (0:Q(t, 2)0u In(w(u))g(t,z,w) = Y~ > CLOFa ™ 1Q(t,x) 0" Inw(u) 95 g(t, z, ),

n=0m=0

l
030, (g(t.x, w)h(w) = Y CP O30 g(t, x,u) O "h(w).

n=0

By applying the differential operator 9¥9! to (FPw), we deduce,that

2
01(050,9) + uda (950,9) = (9.Q — Du Inw) 0,(950g) — T-02(9%0,9)

k-1 -1
= —185“85’]9]1{[21} + Lg>1y Z Croi—mo,Qamol g — Ly>1y Z Cro, " nwd) T okg
m=0 n=0

l l k
+ Y Crokorgoth+ Y Y CRCRokT QoL Inwd dyg.
n=0 n=0m=0

The function 9% g is thus a classical solution to a linear Fokker-Planck equation. Applying the
maximum principle stated in Theorem A.1 in the appendix section A.2, it follows that

k—1
d - m m —m
1050, llee < Loy 10510 9B loo + a1y Y Clarot o) lsllor Q) oo

m=0
-1

l
+Lusny Y CPIOT 05 g()lloo 104" (@)oo + Y CRIOF O 9() oo 10" Al

n=0

Ik
+ 0> Creo7 oz gllelloy ™ Q) o0, In(w) e
n=0m=0
(2.10)
We now obtain estimates for the function ¢ — ||g(t)||x ;4 for fixed A > 0 and A € N.

Lemma 2.9. For each A€ N, a € A=1{0,...,A} and X\ > 0, a smooth solution g to (FPw) satisfies:

d d*
19 naia < Mlg®lixarra +allg®)llxaa + 57 (IIg Ol ua{lQW x4 + ln(w)H)\,l;A}>

lsa})-

| In(w

da
+Mxmwumwwm+momm
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d® Akt (k+l)‘)\k+l’a

Proof. Multiplying both sides of the inequality (2.10) by 4z 5mr = mﬂ{kHZa} and summing
over k,l € A with k +1 > a, we get
d de Nkt g
Lg®lhren= 3 2 L1kl g (0]l
dt hleh > dxe kN dt
de Ik ) do A o i

ol [as At O] NS S Kt e A O] C ol DI

klEA:k+I>a,l>1 o EJlEAk+I>a,k>1 7 m=0

de )\kJrl -1
+

T S R0 0k g (1) 0 Inw)
klEAk+1>a,l>1 7 n=0

da )\k +1
+ ) Zq 18507 ()| 110%™

dxe kll
kJleA:k+1>a
da )\kJrl CnCm aman t akrfm+1 t 6l7n+11
by S S g 0 08 QOO ) o
kJleA:k+1>a 7 n=0m=0

(2.11)
To bound from above the first sum on the r.h.s. of (2.11) we observe that

d® INF de INF+H -
2 e ok +iol g 90e = 77 Do S 10T 9Ol

kl€Ak+1>a,l>1 kleA;l>1

with
l/\k >\k+l 7
Z ol 105105 ()| oo = Z m”@iﬂ% L9(t) ]|
klEA:I>1 kleA:l>1
AL
= 3 A0 g0 e = Alag(t) o0
kileh

Since

da da T
d\e (Al0zg(#)|Ix,0:4) ZCT (d)\r ) <d)\‘1 = [[029(t )|>\,0;A) = CaA[0:9(1)[Ix,a:4 JFCgil”arg(t)”X,H—l;A

= M0zg(#)l|x.a:4 + all02g(t)l|x.a-1;4,

it follows that

da 1N+
2w 1010 g (1) e = Mg ®llnasa + allg(t)la.aa
kleA:k+1>a,l>1

For the second sum, we notice that

)‘k lk . k—m-+1 m al+1 m l+1 - C]znAk+l k—m+1
> G 2 RO Qe gl = 3 12 0l (D S0

kl€Ak>1 A po
Am A )\k—m
= > laratig <>Iloo< 2 Mllé‘f‘m“@<t>||oo>
m,lEA k=m+1
)\erl 1 A-—m )\k ol
= Y 0o gl | 3 TS
m,lEA o k=1
A m
= > mil! Ha O g(t) oo QD) 1:4—m-
m,lEA

13



Taking the a-th derivative with respect to A, and noting that 3 . % 1070 L g(t)]| o = [|Oug(t)
lg()lIx,1,4 — [|029(t)|Ix,0,4 (by similar computations as proof of Lemma 2.3-(i)), we deduce that

de Aklk ; m m m
| G 2 CEIOET QU100 0 < 2 (1@ salo®l10)
kJleA:k> m=0

using also the fact that b||6wg( ) > 0 and [|Q(t)||xa—b+1:4—m < [|Q(t)
{0,...,a}. In the same way, we obtain the estimate

)\k ]l . —-n n e da
Ci 10k oz oka(0)] | < 7 (I nalla@lla ).

d(l,
d\@ Z

k€A "no

For the fourth sum, one can directly check that

Ak + k l—n k qn Cln/\kJrl l—n
Z ch 10505 g()]|oc 105 Plloo = > 10507 9(8) ]l ol 10y "hlloo
k,l€A kil k.ncA I=n o

Cz \eFiFn
= > l1050rg(t)]l Tnillalhﬂoo
k,neA 1=0 ki +n)!
Pl . A A z
= > Trlldate®)le Y 0kl
EneA =0

= ||Rl[x.0.4llg(®) X045

so that

a

da, /\k +1 . . d
d)\a Z ZC Okaug(t)HOCHa’L hHOO S dAa |hH)\0A||g H/\OA
k€A 1t n=0

Finally, since

Z T Z Z Cre 1051 QM o104 n(w) oo 1077 0 9 (1)

k,l€A tit n=0 m=0
)\ern A )\kf . L A )\l n . 1
= o 1920091l Zﬁllr9 Q)] o Z H8 "W)oo
m,nEA o k=m l=n
< lg(®)l[x0:411Q() (W) lla,154,

the last sum in is bounded from above by

d(l
i (19010 (1@ sia + 110l 100) )
Coming back to (2.11), the above estimates prove Lemma 2.9. O

2.3.2 Evolution and control of the time-inhomogeneous analytic norms

Next Lemmas 2.10 and 2.11 are preliminaries for the bounds of the time derivative of ||g(t)[|3,x(t);4 in
Proposition 2.12 below. Their proof is given in Appendix A.3.

Lemma 2.10. Let f,v,w be functions of class C>° with bounded derivatives at all order. Then, for all
A>0and AeN,

1 d°
> U noallvlasalwliaga) <
2 a » L] 1y
aeA(a!) X

||7-{,>\;A||w||ﬁ,)\;,4~ (2.12)
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Suppose moreover that for some A\ > 0, one has f € H()\) and v,w € 7—7(5\) Then, for all A € [0, )),

1 d*
D 1) < fleallollz s llwliz o
aeN

Lemma 2.11. Let f,w be functions of class C> with bounded derivatives at all order.

(i) For all A >0 and A € N, one has

1 d°
Y — (@l dx ([ f1Ixallvllx1;4) < 16( 57 30a F 11 570 allollzx4)-
acA

Moreover if for some X > 0 we have f,v € H(A) NH(X) then, for all X € [0, )

> 1) S 16001l + 15Tl

(ii) For all A >0 and A € N, one has

1 d°
> (@l de (LFInsallvlinga) < 4llollz 4 GF a1 117 5 0)-
a€h

Moreover for some XA > 0, f € H(A) N'H(X) and v € H(N), for all X € [0,)),

1a
> (@) dxe U xallolixg) < 4lollg o @l + 1 ll,0)-

a€eN

Proposition 2.12. For each A € N, the C1'*° function g solution to (FPw) satisfies

d
9@l < (A + 14N (1) + 490+ 161Q(0) rerw) 19(8) 770y
+ (31 + 163 + (0 + 1) 1Q(1) 7.0y ) N9l rcera

where 7o := || I0(w) 5., and 1 = A2,

Proof. Differentiating in time the norm ||g(t) |2 x(t);4, We get

HaOlra = X o (VO a0 |A0A)+Z s (o) [,

acA
A

=N >2||g< m)mﬁz ( lot >”W) o

a=0

(2.13)

(2.14)

Dividing both sides of the inequality in Lemma 2.9 by (a!)? and summing the resulting expression over

a € A, it follows that

()

dtHg( rawa < Z 19O lInt),at1,4 + Z )2 9 Ixce),a;4

acA

A
+ 1)2 3 (190 (Bl + 1Ol ) 10 )

a=0

A=A(1)

A a
+ 3 s (1904 (1QO 1 + 1) 1) )|

A=A(t)

15
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For the first term in (2.15), we have

M:>

N A ) a+1)?
> 2 g0l as10a = V0 + 20V X Dl Ollrarnca

e
Il
o

(((5)) ) Hg( )”)\(t),a;Aa

M=

= (N(t) + A1)

I
=)

a

and, for the second term

A 2
Z (at!1)2 ||g(t)||>\(t),a;A < Z ((Z!))gng(t)”)\(t),a;Av

a=0 ach
so that

S X(()a)“m nas1a + Z 900 < (1 X0+ XO) 90 pa (210)
a=0

For the third term, observe that on one hand

A 4o

> e gy (a0

a=0 (

,;):

1 a . dr do—r
al)? Z:C (w”ff“)“w;A) (WlhnA,O;A)
1 4 ,
fanz 2 Calla(®
)z 2
C’I‘
|

A
lg@)llxra > 1hllxa-ra—s
pd (al)

M>1M>

I
o

a

I
M:>

T

=39 ||A,T,AZ||h||MA a+3)
=0

=
o

A
— ||)\,7",A Z ||h||>\ a—1;A alr!
= )2 (a+r)
and since (“_;_T), <1, for all a,r € N, we get that
L1 ae
> (anz ane U9l 04) < llg(@)] (2.17)
a=0 ’

On the other hand, inequality 2.12 provides a bound for the remaining summand in the third term of
(2.15):

Ol xepsal () 1731y

1 d°
5 v | 19O 04 lQ@)[In1;all In(w)[[x1:4 ) < llg(t)
(%( ) N <9 \,0;A A 1A A A) g

(2.18)
For the fourth term in (2.15) we use (2.13) and (2.14) in order to get the estimate
A g
e ¢ ; t . 1 _
az:% (@2 dxa (lg®Ix1:a (1QE) [a1.4 + [ In(w)][x.1.4))
(2.19)

< 1619(0) reaa (1O 17 xea + 110 1770y )

+ 4||g<t>||ﬁ,x(t);,4 (UQ@Ireawia + 1) 7 a0) -
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Inserting (2.16), (2.17), (2.18) and (2.19) in (2.15), we conclude that

%Ilg(t)llmmm < N®) + A + D gl x4 + 19O reaerallbllzac;a
1900 301 QU 7y 110 7 x108 + 16198 708 (1R 5y + 110 57 01,4)
190707 (11RO 70134 + A1) |57 01,4) -

We end the proof by using the obvious upper bounds for the truncated norms. O

2.3.3 Proof of Theorem 2.8

Applying Gronwall’s lemma to the inequality in Proposition 2.12, we obtain that, for all ¢ € [0,7] and
AeN,

t
9l acy;:a < [lgoll#x, exp {/ (’h + 1670 + (16 + V0)||Q(‘9)||ﬁ,,\(g)) dS}
0

t

t
[ 00+ 150+ 170 416100 ) 190 5018050 { /

< lgoll#,xe exp {T'(71 + 1670) + (16 + 7o) M2}

(o0 + 1690+ 164 20| Q ) 0}

i
+exp {T (71 + 1670) 4+ (16 +v0) Mz} (Ao — K + 470 + 16M1)/ 19(O)l 57,7 (0; 490-
0

(2.20)
where in the second inequality we use the facts that Q € Bf\\?K N 8%21( o and that

A(t) + 14+ N () + 490 +161Q()[[3,0¢0) < Ao — K +4v0 + 16[|Q(1) [l a(r) < Ao — K + 47y + 16M;
for all t € [0,T]. From the assumptions we can choose K > 0 such that K < % —1 and
K—)\()—4’}/0—16M1 > 1.

Then we deduce with (2.20) and the latter inequality that

t t

||g(t)HH,A(t);A +/0 ||9(9)||ﬁ7)\(9);,4d9 < Hg(t>||H,>\(t);A + exp {T(’Yl + 1670) + (16 + 70)M2}/0 ||9(9)||ﬁ7)\(a);,4d9
< ll9oll7,x0 €xp {T'(71 + 1670) + (16 + 7o) M2} .

After letting A — oo we conclude that

e g+ < llgollrxe exp{T (71 4 1670) + (16 + 7o) M2},

T (2.21)
/ 19(s) 157 02y 4t < llgollren exp {T' (71 + 16790) + (16 + 7o) M2} .
0

2.4 Proof of Theorem 2.5 : solving the Vlasov-Fokker-Planck equation (VFD)

Relying upon Theorem 2.8, we construct now, by means of a Banach’s fixed point method, a solution to
the nonlinear Vlasov-Fokker-Planck equation (VEP).

Remark 2.13. Since we are assuming in (H,,) that [, #z)du =1, for all A > 0 and a € N it holds that

2
R

w(uw)

S H@(t %y ')H)\,a
Aa
for any function ¢ : [0,T] x R? — R of class C1*>° and every t € [0,T]. Therefore, if we denote by ®
the mapping associating to a function ¢ the solution ®(p) of the linear equation (FPw) with potential
0:Q(t, z) given by

Qt,x) == —/quzu)go(t,x,u) du,
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the inclusion A A
M, Mo M SN
¢ (B)\O,K,T N BAO,K,T) C By, k7 N Bxy k.1

holds under the conditions on the constants T, Ao, K, M1, M> and M established in Theorem 2.8.

Corollary 2.14. If in addition to the assumptions of Theorem 2.8, the constants M := My and T > 0
satisfy the constraint
1901750 exP(T(71 + 1670)) < M exp(—(16 + 7o) M),

then ® (B%,K,T N Zngi\?f,K,T) < B%,K,T N g%,K,T'
Proof. Taking My = M = M in Theorem 2.8 we get that ® (B%)K)T N g%,K,T) C Bﬁ\%ﬂjmgﬁ\%’K’T for
M = ||goll#.xy €xp {T' (71 + 1670) + (16 + o) M}. The additional constraint ensures that M < M. O
Theorem 2.15. Under the assumptions of Corollary 2.1/ and, moreover, that

M(1+ o) exp{(M~o + 1) T} <1 (2.22)

the mapping
M M M M
S By k1 NBx, k1 — By k.7 N By k.

is well defined and is a contraction for the norm

T
t , t dt .
max{tg3§]||w<>||m,o | 1@l }

If in addition to all the previous assumptions, we have
max{||goll#.x0, Tll90ll5,5, } < M,

then the (constant in time) function go(t,x) = go(z) satisfies go € By N gﬁ\\le and a solution to

the nonlinear Vlasov-Fokker-Planck equation (VFPw) exists in By ;1N g%Kl

Proof. Given f; € B%’K’T N g%’K’T, i =1,2, we set Pi(t,x) := fR ﬁi)fi(t,:c,u) du for i = 1,2. The
difference ®(f1) — ®(f2) satisfies

9 (2(f1) = (f2)) + (ude (B(f1) — ©(f2))) = [(0Pr — OuIn(w)) By ((f1) — B(f2))] — %33 (@(f1) — @(f2))

= 0,0 (f2) (0P — 0 P3) + ®(f2)0u In(w) (85 Py — 8, Ps) + (8 In(w)dp Py + h) (B(f1) — ®(f2)) -
Writing @ := ®(f;) — ®(f2) and P := P, — P, we get
0P + (ud,®) — ((awp1 — 8, In(w)) aucﬁ) - %aﬁé
= (D(f2)0u In(w) + 0P (f2)) Ou P + (05 P18y In(w) + h) d.

Then, by similar computations as in the proof of Theorem 2.8, we successively obtain:
e by applying the operator 9%d!,,

_ _ _ 1 _
0, (050L®) + ud, (0F0L®) — (9, Py — 0, In(w)) 0, (0L ®) — 563(65;@5@)

k—1 -1
= —1OFTOLT R + gy Y O (O P) 000 D — gy Y CF (0L In(w)) 0F 0T @
m=0 n=0

l k k
+30 ) CrCrO T ()0 nw(ay P+ Y O (050 D (f)) (9 P)

n=0m=0 m=0

l k l
+3 N ey (aF TR (0 In(w)) (97 0p®) + > O 0k @) 0L

n=0m=0 n=0
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e by a maximum principle, and the fact that for all m € N: [[0™Pi|lc < [[0™ filloo, © = 1,2, and
10" Plloo < |0™ flloo for f:= f1 — fa, we get

d _
00 B (1)

k—1
<UYOEF O () loo + Lgazry Y CHNOE ™ F1(1) o050, @ (1) |
m=0
-1 B
+ gz Yy CP05 ™ In(w)|ool05 05 B (1) |
n=0
k —
+Z ZC P10, (W) |oo 1050 D (f2) (D) |oo |07 F(D) oo + Y CRUIOE ™0 @(f2) (1) o0 (1) oo
n=0m=0 m=0

l
+ Z Z CECr |0 ()| 105 f1 ()l |07 05 @ (1) oo + D CTNIO5 0B (1) 100 104" R oo

n=0m=0 n=0

e Replicating the computations in the proof of Lemma 2.9 for a = 0, A = 400, we then obtain

%II‘T’(t)IIA,o < Alo(t) ©(t)[[x1 (11 @®lx1 + [ In(w)llx1)

+ 2@ o (L@@ Ix + [1Allx0)
1 F @ (12(f2) (Ol + [12(F2)()]1x0ll In(w)[Ix1) -

(2.23)

Hence,
d - _
S IPOIxw.0 < (N0 +AE) + 1@ lxa + M@)lixe.1) 12@)aw

2 lacey,0 (LA Olxe, 1l @) a1+ [7lxw.0)
F1F Ol (122 O lawa + [2Cf2) Ol m(@)law.1) -

Since, by our assumptions,

e 1) a1 (< max | fu(t )|H,>\(t)) <M, and max 1D (f2(t)) a1 < M,

we deduce that for all ¢ € [0, T,

d . - _ _
—[®(8)|[at),0 < (Mo — K + M +70) [ @) ae)1 + ML+ 7)) a0+ (Mo +y0) | F(E) a1
dt

thanks also to the upper-bounds ||1n(w)||ﬁ7)\(t) < v = ||1n(w)||ﬁ7)\0, 12Nl a0), < 1= [[hllHre- It
follows then by Gronwall’s inequality that

t
19(t) | xty,0 < exp {T (M~ + 71)}/0 (12(0)1x(0),1 (Ao — K 4+ M +70) + | £(0) 9y, M (1 + 70)) db.

Observe that the current assumptions of Theorem 2.8 ensure that we can choose K € (O7 % — 1) such

that
K—)\Q—M—’Y()>1.

We thus get from the previous that for each ¢ € [0, 7],

t t
12 [xce),0 +/0 [D(0)Ix(0),1 A0 < [|P(E)[[xct),0 + exp {T (Mo + 71)}/0 12(0) | x(0),1 dO

T
< M(1+0) exp {(Mro + ) T} / TOIN
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In particular,

T
e 1@(f1)(t) — (f2) ()| xw),0 < M(1+ o) exp {(Mryo + 1) T}/ 1 f1(8) = f2(8)lIxce),1dt
€10, 0

/0 1@(f1)(0) — @(f2)(0)lIxo)y,1 dO < M (14 o) exp { (Mo + 71)T}/0 Ilf1(t) = fa()lIae),1dt.

The contractivity property is thus granted by (2.22). O

Proof of Theorem 2.5. Under the assumptions on Ao, M and T, Theorem 2.15 holds and, moreover, the
assumptions on fy imply that go € B% K1 Bf‘\f k.- Therefore, by Banach’s fixed point theorem the

sequence ®"(go) converges to a function g € BY ;. N BY ;. 1. which is a solution of (VFPw). O

Remark 2.16. If go(z,u) is 1-periodic in x, uniqueness of classical solutions to the linear equation
(FPw) implies that ®™(go) too is 1-periodic in x for each n € N. Consequently, so is the limit g.

3 The kinetic potential case

In this section we extend the previous results to the situation S > 0 and « = 0 (corresponding to the
standard kinetic energy potential) or & = 1 (corresponding to the turbulent kinetic energy). We notice
that the same proofs can be applied also to the car 5 < 0 by replacing in all estimates 3 by |5].

We consider the nonlinear Vlasov-Fokker-Planck equation with additional kinetic potential

2 A~
Org + udpg — [0.P 4 B(u — V) — 9, In(w)] Dug — %83;} = g[0.P — aBVO,In(w)] —gh on (0,T] x R?,

UQ

Pt z) = ’/ﬂ% @.@(t,x,?t) du, V(t,x)= A

g(O,;U.,’u) = gU(:E'/u) on RQv

w(u) Q(t x, U)du

(VFPwK)
where
- 02w (u)

) =55

— 0y In(w(u))]? = B — Budy(Inw(u)).

Through the relation g(t, z,u) = w(u) f (¢, x, u), equation (VFPwK) is seen to be equivalent to

Of +udyf — (0P + Blu—aV))d,f— Bf — %283]" =0on (0,7T] x R?,
P(t,z) = —/u2f(t.,:1:,u)du, Vit,z) = / wf(t, z,u)du (VFPK)
F(0,z,u) = ff(x,u) on R? )

(and to equation (1.5) if fy and the searched solution are periodic in x). We next prove

Theorem 3.1. Let M, T be positive constants and w : R — (0, +00) be a function of class C* satisfying
(Hy) for some Ao > 0 and moreover that ud,(Inw(u)) € H(Ao). Define the finite constants

[ul

= || In(w)||5 51 = ||k nd C, = | ——du,
Y0 || ( )HH,)\O’ Y1 H ||H7/\0 a /]R (U) u
and assume that

A+8)x
¢) T < St (14 5) (a0

b) M < (Hﬁ)(fgﬁ%%wfl for some K € (Tﬁgt’ + X0, %3¢ — 1) (#0) and
c) M(1+~0)(1+TCuaf)exp{(M(1+ C,aB)v+%)T} < 1.

Assume moreover that fo : R? — R is a function of class C* and that go(z,u) = w(u)fo(z,u) satisfies
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d) max{||gol# o, Tllgoll7 5, } <M and
e) 1lgoll#,x exp (T (A1 + 1670 + aBv0CuM)) < M exp (—(16 + 7o) M).

Then, equation (VFPwK) has a unique smooth solution g € B%7K7T N lf’)’v%,KT. In particular, under the
previous assumptions, a solution f € C*>° to (VFPK) with initial condition fq eists.

It is checked in Appendix A.1 that the function u — h(u) belongs to H()\o) for every Ao € (0, 1)
when w(u) := c¢(1 +u?)3 (so that ud,(Inw(u)) € H(\o) as required).

Corollary 3.2. Let f be the solution to (VFPK) given above and assume that (Hypnieo)) holds. Then,
f(t,x,u) satisfies (Hynizr)) for all t in [0,T]. In particular, under the assumptions of Theorem 3.1 and
(Hunit(0)) @ solution to (1.1) for B € R ewists.

Remark 3.3. Let fy be a function of class C°, Co,A >0 , n,m € N be numbers satisfying condition
(2.5) for every k,l > 0 and assume that, moreover, for some Ay < min{\, %} one has

1 In2 1
(@A p(hm +n+ 1) (16 + [ () 7,,) (1 + Coa)

C() < I{é)(jy 5) =

for w as in Lemma 2.4 i). Choosing M as in Remark 2.7, one similarly checks that

(1+B)Ao 22\, m+n+1)
L+dyo+ (1+8)(1+X)+ (16 +aB)M’ p(X\,m+n+2)
_ In(M(147)(1+Cuaf)) 2 — M(16 + ) } 0
M1+ CuaB)y+91 A1+ 167 + aBC,M 7

1 (Co, A, 8) := min {

and that the assumptions of Theorem 3.1 hold for T < k) (Co, A, s) and K = %W + Ao-

Most of the computations required in the proofs are the same as in the previous section, so we only
provide some details about the additional terms that the case 8 > 0 requires to deal with.

Proof of Theorem 3.1. Consider the linear equation obtained by respectively replacing in (VFPwK) the
functions P and V by fixed given functions Q, H : [0,T] x R — R:

2
atg(t? Zz, u) + ua:z:g - [816’2 + ﬁ(u - (,YH) o au ln(w)] aug o %839 =9 [an - aﬁHau ln(w)] o gh7
on (0,T] x R?,
q(oa JJ,U) - qO(T u) on R27
(FPwK)

First we notice that
1
O8Ol (udug(t, m,u)) =Y C1(0u)(0u0s 0l "g(t, w,u)) = udkol g(t, o, u) + 1050L,g(t, x,u).
n=0

Therefore, application of the differential operator 99, to the linear equation (FPwK) yields the identity

2
0i0k0,g + uda(950,9) — (9. Q(t,2) — D Inw + B(u — aV)) 0,(9509) — 0205, 9)

E—1 -1
= ]1{121}/353535,,9 — 1okl tg + Lip>1y Z Clror—m(0,Q — aBH)9, (00l g) — Ly>1y Z Cl (0 " Inwa T ok g)
m=0 n=0
Ik 1 X
+3° N epop (0Fm0,Q — aBH) O nwd g + Y Crokaygdl " h.
n=0m=0 n=0
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By the maximum principle we deduce that for all A € N and a € {0,..., A}, a smooth solution g to
equation (FPwK) must satisfy

d
i 19@1xaa < AL+ Dllg@)lIna+ia +all + B)llg(t)lx,aia

a

N ddA i (HQ@HM;A (1Q(t)]

wia+ B o + | 1n<w>||x,1;A>)
L&
d\e

(19000 (Wil + (1RO l1a + aBIH O ) 1] ).

By similar computation as in the proof of Lemma 2.10, it is also possible to establish

Lemma 3.4. (i) Suppose that for some X > 0 we have f € H(\) and v € H(N). Then, for all
A € [0,A) one has

1 4q°
5™ i s (albls) < Wlseallvli
aeN VT

(ii) Suppose that for some X > 0, f,w € H(\) and v € H()). Then, for all X € [0, ) one has

1 d°
> (@)Z dxe (LfIxollwlixollvlixg) < I allwllzallvlliz y-
aeN V'

Proof. To obtain the first estimate, it suffices to apply Lemma 2.10 for w(x,u) = u so that, according
to Lemma 2.3 (i), [[w|lx1 = [lwl|z, = 1. For the second estimate, let w belong to H(\). Taking
W (z,u) = [ w(z,v)dv, one checks that W € H(N), [W||x1 = [wlxo0 and [|[W|z , = [w]ls. Applying

Lemma 2.10 (ii) to f, W and v implies we get the estimate. O

Truncated version of these estimates, combined with the already obtained ones yield:

Proposition 3.5. For each A € N, the C1'*° function g solution to (FPwK) satisfies the estimate

%Hg(t)”H,)\(t);A < (A + B + 1+ N (1) + 470 + 16[1Q(0) | 2,10) + ABIH ) ll3e,0¢1)) 190 |7, 7¢1): 4
+ (1 + 163 + (0 + 16)11Q(1) 5.y + B0 I HBllrex ) 198 e crsa,
where 70 = | ()., and 51 = [l
Applying Gronwall’s lemma and using the fact that
A() + 14 X(t) + 490 + 16] P@)1,5¢) + aBIV ()llrae) < (14 B)[Ao — K] + 470 + (16 + o) M)
we then obtain that, for all ¢ € [0,7] and A € N,
N9l awa < lgoll#,n0 exp {T (51 + 1670 4+ afyo M) + (16 + 7o) Mz}

t
+exp {T(n + 1670 + aByoM) + (16 +70) Mz} (1 + Ao — K] + 40 + (16 + aB)M)) / 190172y,

(3.4)
From assumptions a) and b) of Theorem 3.1 we can choose K > 0 such that K < 3¢ — 1 and

(1+B)(K = Xg) — 4y — (16 + af) My > 1

in which case we obtain

t
g2 xct)4 + / 19(3) 157 7(5); 495 < g0ll2e,20 exp {T' (51 + 1670 + aBy0M1) + (16 + 7o) Ma}
0
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and then
¢
l90herco+ | N906)acods < ool exp (TG + 1650 +afuds) + (16 +20) 082}
0
Therefore, since for any function ¢ : [0, 7] x R? — R of class C1'*° and every ¢ € [0,T] we have

2
’/ Y o(t, -, u)du
R

w(u)
for all A > 0 and a € N, the mapping ® associating with a function ¢ the solution ®(¢) of equation
(FPwK) with the data

|u
< |lelt, )|, , and H/ t,-,u)du <C, o )ha
TN [ et it

Aa Aa

Q(t,x) ::—/Ru—go(t,x,u)du and H(t,x) ::/L)go(t,x,u)du

w(u) R w(u
satisfies the inclusion _ . .
¢ (Bf\\ﬁK,T n Bf\\gfmT) - B/I\Vé,K,T N B%,K,T
if My,T, Ao > 0 are as previously, My > 0 is arbitrary and
M = |goll#,7 exp {T (31 + 1690 + aB70Ce M) + (16 + 7o) M2} .

In particular, one has ® (Bﬁ\\/o[,K,T N gf‘\f’K’T) C B%’K’T N g%7K’T if in addition to conditions a) and b)
of Theorem 3.1, the constants M > 0 and 7' > 0 satisfy condition d). Now, writing O = B(f1) — D(f2),
P:=P, — Py and V :=V; — V5 where

u

Pi(t,x) ::—/RLfi(t,.,u)du and Vi(t, ) ;:/Rm

w(u) filt, u)du i=1,2,

we have

2
0: (050, @) + ud, (0F0L®) — (9,Q1 — O Inw(u) + B(u — aVi(t,z))) 9, (050, @) — %85(8";85&))

k—1 -1

= —1OFT O + Loy Z Cr k=™ (0,Q1(t,x) — aBVi(t, 2)) 0T 0L ® — L5y Z CP (9" In(w)) dkont' @
m=0 n=0
l k
+ Z Z CCr (95 m0p®(f2)) (04" In(w)) 07" (0.P — aBV (t, z))
n=0m=0
k
+ O (0F oL R (f2)) O (9. P — aBV (L, 7))
m=0

l k l
+) > CpCrokT™ (0, P — aBVi(t,x)) 0L Inw(w) g + Y CF (959 ®) Ol " h(u);

n=0m=0 n=0
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From this and the maximum principle we deduce that % [|0%9!,®(t)|| is bounded above by

k—1
HOFH oL B (1) oo + Txz1y Y, 105 ™ f1 (1) oo + CoaBl0E™ f1(1) | 0o) 07 05T (1) o
m=0
-1 B
+1ps1y Y CPOL ™ In(w)|o 0505 (1)l
n=0

k
> CRCH0 n(w)lloo |05 R B (f2) (1) |oo (105 F () lloo + CuoaBll 07" F(1)|oo)
m=0

Ci 05 0L @(£2) )l (1051 F(B)l oo + CuoarBII 0T F(#) 1)

l
2
n=0
k
+>
m=0

l k
+ 0> OO ) oo (105 f1(#) oo + CoaBll O™ fr(8) oo ) 107 0 B (8)]| o

n=0m=0
+ZCz 10507 (1) oo |05 Au) | oo
This yields

d - , _
Z12@Ihw.o < (O +X O + 1O+ CoaBIl B w0 + 1) Iaw.1) 2@ 1aw

FIBO w0 [0 301 + CoaBIL A 0)w.0) IElrw.1 + Ihllxo]
+ (IFOllrw.1 + CooBIF@Ix.0) (IR a1 + 122 By oll I@)ley1)

(3.5)
and therefore, for all ¢ € [0, T7,
%H%)\Imo < (14 B)No = K) + (14 CoaB)M +50) [|2(1) [ x1) 1
200 (M1 + Coaro +51) (36)
+ (17O lIa@y1 + CoaBlLF (B Ia).0) ML+ 70)-
Since our assumptions allow us to choose K € (0, 2 20 1) such that

(1+B)(K = Xo) = (1 + Coaf)M — 0 > 1,

we get from the previous after applying Gronwall’s lemma that

t t
12(t)Ixcey.0 + /0 12()lIxe),1 ds < [12(E)l|xcey.0 + exp{T (M (1 + CuoaB)yo + %)}/0 12(5)lIx¢s).1 ds
T
< M(1470) exp{(M(1 + Coaf)ro + 1) T}/O 1F @) a1+ CoaBllLF (1) [[a 0t

This implies that @ : B%,K,T N g%’K’T — B%,K,T N gf\\g’K’T is a contraction for the norm

T
t dt
max{tgg; W0 [ 19O }

under condition c¢) of Theorem 3.1, and condition d) allows us to conclude the existence of a solution
starting from gq. O

Proof of Corollary 3.2. By Lemma 1.3 we now obtain in the case o = 1 that, for all (¢t,z) € (0,T7] x R

Op(t,x) = =0,V (t,x),
01(0:V (t,x)) = —0:(p(t, ©) 0. P(t,)) + 0, (V(t,x)p(t, x)),
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where p(t,z) == p(t,x) =1 = [ f(t,z,u)du —1, V(t,x) := [puf(t,z,u)du and
0 P(t,x) = =0y [ u*f(t, 2, u) du. Hence for all)\>0

{ Op(t)[Ix < [10:V ()],

3|02V (#)l|x < 110 P(O)IIA18p(8) |5 + 02 P@)IAIB)[1x + B 10V (&) A2 + IIV(t)IIAH@zﬁ(t)(IIA)j
3.7
With A(t, \) := [|[5(t)||x and B(t, ) := |8,V (£)||x we have

{@ (t,A) < B(t, \),
OB(t,\) < (0:P®)[Ix + BIV()I\)ONA(,A) + (JOZP () || + BB(t, ) A(t, ).

From these inequalities, since the terms in parentheses are bounded, the conclusion is obtained by similar
arguments as in the case 8 = 0. If now a = 0, we obtain the equations, for all (¢,2) € (0,7] x R,

Op(t,x) = =0,V (t,x),
9 (0:V (t,2)) = —0:(p(t, 2)0x P(t, x)) + BOV (L, )

whit the same notation as before. This yields

AL, A) < B(t, A),
0eB(t,X) < 0: P()[INOAA(E, A) + [02P (1) A(E,A) + BB(t, N).

Since the remainder of the proof in the case § = 0 relies on the inequality satisfied by the sum Y(¢, A) :=
A(t, \) + bB(t, \), by suitably modifying the constants therein one can conclude in a similar way. O

4 Local solutions for the incompressible Langevin SDE

We finally briefly state the main consequence of the previous results for the SDE (1.2).
Corollary 4.1. Let T' > 0 be a time horizon and py : T x R — R a probability density such that
o [zpo(z,u)du=1 forallzeT,
o 0, [pupo(z,u)du =0 for all z €T,

e po or equivalently its periodic extension fy to R? and the constant T > 0 satisfy the assumptions
of Theorem 2.5 (resp. Theorem 3.1)).

Then, there exists in [0, T] a solution to the stochastic differential equation (1.2) in the case 5 =0 (resp.
for each B € R).

Proof. We write the proof for general § and o > 0. Let f be the solution to equation (VFPK) given by
Theorem 3.1 for fy equal to the periodic extension of py to R%. On one hand, we know from Corollary
3.2 that this solution f is 1- periodic, and so are also the functions P(t,y) = — [p u*f(t,y,u)du and
V(t,y) = [puf(t,y,u)du. On the other hand, since P(t,y) and V(¢,y) have derivatives of all order in
y € R which are bounded in [0,7] x R?, the following stochastic differential equation, where W; is a
standard one dimensional Brownian motion independent of the random variable (Yy, Uy), has a pathwise
unique solution (Y, U,):

dYy =U,dt, dU = odWy — 0, P(t,Y:)dt — (U — oV (t,Yz))dt
law (Yo, Up) = fo(y, u) 1,11 (y)dy du. (4.1)

One can observe that the vector field associated to the coefficients of the equation (4.1) at time ¢t = 0
satisfies the usual Hormander’s condition. Indeed, introducing the vector fields

Volz,u) = udy — (0. P(0,2) + B(u — aV(0,2))) Ou,
Vi(z,u) = 00,
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one observe that the Lie bracket between V[ and V) is given by

Vo, Vi] (z,u) = Vh o Vi(a,u) — Vi o V(z, u)

= u0,(00y) + (0 P(0,2) + B(u — aV(0,)) 0u(00y) — 00y (udy) — 00y (0 P(0,2) + B(u — aV(0,2))) Ou)

= —00; + 00, (0; P(0,2) + B(u — aV(0,2)) 9y
= —00, — [00,.

This shows that Span{Vi,[Vo,V1]} = R%. Owing to the time regularity of the coefficients, Malliavin
calculus ensures that (see [9]), (Y, U;) admits a W1 (R?)—density ¢; with respect to Lebesgue measure
for each ¢ € [0,T]. Therefore the density p;(z,u) = >, .7 ¢:(x + k,u) of the random variable (X;,U;) =
([V3],U;) in T x R is itself WoH(T x R). So p; € C>=(T x R) by Sobolev embedding (see e.g. [5]). We
further notice that p is also a classical C***°~solution to the linear PDE:

Opp + uOyp — 0 POyp — B (u— V) Oup — —Gup =p0pon (0,7) xTxR
pt=0 = foon T x R,

where P and V depend only on f. Due to the smoothness of p and f, the maximum principle (A.3) in
Theorem A.1 applies to the difference p — f and implies that ||ps — f(t)||sc = 0 for all ¢. Hence, defining
the process X; := [Y}], the law of (X;,U;) corresponds to the solution to (1.1) and in particular satisfies
the uniform mass repartition constraint (1.1c). O

A Appendix

A.1 A weight function of analytic type

In this section, we study some properties of the Weight function w(u) = ¢(1 + u?)2 where ¢,s > 0 are
fixed constants. Notice that if s > 3 one has fR du < 400 and the growth conditions on w and its

derivatives required in (H,,) are satisfied. We will now show that the functions u — 9, In(w(u)) = Thays

s h(u) = 220 10, In(w(w)? =SS and u e hiu) = A(u) — B(1 + udy(Inw(u))) satisfy

In(w) € H(Xo) and h, h € H(\o) (H,) for all Ag € [0,1/4). In particular this will prove part i) of Lemma
2.4.

Let us first consider 9, In(w). We are going to identify 0/, In(w) for [ > 1 with a function of the form

qi(u)
(1+u?)!

where ¢; is a polynomial function of order [ satisfying ¢; (u) = su and, for all [ > 1,

qi+1(u) _5 ( q(u) )_ (14 u?)0uqi(u) — 2lug(u)
(1_|_u2)l+1 - u (1+u2)l - (1+u2)l+1 ’

or, equivalently, g;11(u) = (1 +u?)d,q(u) — 2lug(u). We can now determine the coefficients {ag)}ogngl
such that ¢;(u) = Zil 0 aDyn observing that, for [ > 1,

1 1
(1 +u?)duq(u) — 2lug (u) = (1 + u? Z nallu™=t — 2lu Z aDum
1 !
Z aDunt Z naPu"t — 21 Z aWyntt
n=1 n=1 n=0
-1 I+1 I+1
Zn+1 gilun—i—Z(n—l g)lu QZZan u”
n=0 n=2
Therefore, we have a(()l) =0, agl) = s, a(()z) =35 agz) = O,ag) = —s and, for [ > 2,
N RN S P P U]
altV) = (n + 1)afj)+1 +n—1a", —2a" | if2<n<i—1, (A.1)
and o' "V = —(1+)af’, affl}) = ~la}".
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Setting a = max a, we deduce the rough estimates: alth) < 41 + 1)a(l) for I > 2, and then:

ne{0,...,1} "
a) < 3411! for I > 1. Thus, for [ > 1

1+1 (l+1) n I+1 1+1 n
! Do n |ul s 47 (1 + Dyl !
18 (8, (In(w))| < R Ty = i e <1 EESEE < s4l(1+2)L. (A.2)
n=0

Consequently, by Lemma 2.1 we have 9, (In(w)) € H(A) for all A € [0,1/4), and from Lemma 2.3-(i) we
conclude that In(w) € H(A) for all A € [0,1/4).
As for the function h, it is similarly checked in this case that for all [ > 0

! _ riy2(u)
8uh(u) - 2(1 +u2)l+2’

where 7; is a polynomial function of order I, defined for [ > 2. The coefficients {bﬁf)}ogngl such that

ri(u) = ZL:O bPun satisfy bgz) = 5/2, b§2> =0, bg) = —(s + s?)/2 and moreover, for all [ > 2, the
recurrence relations (A.1) with agf) replaced by bg). It follows in a similar way as before that

2
k()] < S5

441+ 3)!
and we conclude as well by Lemma 2.1 that h € H(\) for all A € [0,1/4).

Finally, we have ud, (Inw(u)) = s— 3% so that we only need to check that the function

1+u?

to the space H(\) for A € [0,1/4). Plainly, for each [ > 0, &), (1+Su2) = (ljiff))lﬂ for some polynomial j;

of order [. This yields a recurrence relation for the coefficients that only differs from (A.1) in that the
factors —21 are replaced by —2(I + 1). The conclusion thus follows as previously.

belongs

We end this technical section verifying claim ii) of Lemma 2.4. Since dJw = 0 for j > s and
|03w| < K(s)(1+u?)2 for j < s, we have 0L,08(fo(z,u)w(u)) = Z;QZO ([%;)wa{;w(u)f)ffj (0F fo(w,u)) and

we deduce from the assumptions that

Colk +m)! Zl: Nl —j+n)t X < (o Colk + M)+ n)! 5

18505 g0lloo < K(5)—=; . — < K(s) =
/\k+l = (l _ ‘7)[ ]! /\A,-&-l

using also the fact that W =Ul{l—74+n)---(l—7+1) <(l+n)! for all j <I. The last assertion
of Lemma 2.4 is an immediate consequence of the previous and of the proof of Lemma 2.1.

A.2 A maximum principle for kinetic Fokker-Planck equations

We next give for completeness a brief proof of the version of the maximum principle that has been used
throughout.

Theorem A.1. Let d > 1 and 0 > 0. Consider bounded functions fy : R? x R — R and F,c :
[0,T] x R? x RY — R and a function ¢ : [0,T] x R x R? — R? that grows linearly in (x,u) uniformly
int € [0,T]. Assume moreover that all these functions are of class C°>° and have bounded derivatives

of all order. Then, there exists a unique solution f of class C> to the linear Fokker-Planck equation in
Qr :=1[0,T] x R :

Orf(tyxyu) +u-Vaf(t,z,u) — ot z,u) - Vo f (¢, z,u) — %QAuf(t,x,u) +e(t,x,u) f(t, z,u) = F(t,x,u),

f(()vxau) = fO(x,u)v on R2d

which is bounded in that domain. Moreover, the function t — ||f(t)||eo is absolutely continuous, and for
almost every t € [0,T] one has

%”f(t)”oo < Ale@lloollf (B)lloo + [H(#)]]oo- (A.3)
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Proof. In the case o > 0, existence of a bounded solution of class C!*> can be obtained by probabilistic
methods, considering the unique pathwise solution (X5%% Ub®%*),..-r to the stochastic differential
equation in R? x R%:

S
Xﬁ’z’“ =x— / Ub*sdr
t

Ub™% =y + / H(T — 7, XL=" UL dr + o(Wy — Wy)
t

where W is a standard d-dimensional Brownian motion defined in some filtered probability space. Fol-
lowing Friedman [10] p.124, one shows that

(t,x,u) —f(t,z,u) :=E

T
fO XT—t,w,u7 UT—t;w,u exp T — 97XT—t,a;,u’ UT—t,w,u do
T T 6 6

T—t

+E

T 0
F(T —60,X, """ Ul ~""") exp {/ o(T — s, XT-tow UST_W’“)ds} d&]

T—t T—t

is a solution to the Fokker-Planck equation. Moreover, using It6’ s formula one shows that any bounded
solution has the previous Feynman-Kac representation and is therefore unique because of uniqueness in
law for the previous SDE. Furthermore, the Jacobian matrix of the flow (z,u) — (X5%¥, UL*¥) satisfies
a linear matrix ODE with bounded coefficient given for each r € [0,7] by the Jacobian matrix of the
function (x,u) — (u, (T — r,x,u). This implies (by Gronwall’s lemma) that (z,u) — (XbL®v, UL®)
has bounded derivatives of first order, and then of all order by applying inductively a similar argument.
Taking derivatives under the expectation sign in the above representation and using moreover the regu-
larity of po, ¢, ¢, F', one then deduces that f(t,z,u) has bounded derivatives of all order in (z,u). Now
set f(t,r,u) := f(T —t,z,u) and apply It6’s formula to get

f(s, XLow Ugboty = f(t,x,u) + / (cp— F)(T —r, XL%¥ UL dr + a/ Vf(r, XE5% UL dW,
t t
for all t < s < T. Taking expectations we deduce that
Ef(T — s, XL™u UMY = f(T —t,2,u) + / E [(cf — F)(T —r, XL®", Uﬁw“))] dr,
t

which implies (taking § =T — s < 6 =T —t) that

y
1F O oe = 1 (D)o < /9 () ool £ (F)lloo + [1£(r)lloo dr (A4)

for all 0 < 0 < 0" < T. Notice now that f defined above is a classic solution of the equation

Oif(t,z,u) —u-Vaf(t,m,u) + ot u) - Vo f(t,z,u) — %QAuf(t,:mu) —&(t,z,u) f(t, z,u) = ﬁ'(t,x,u),

f(O,x,u) - f(T,-T,U), on de

where ¢(t, z,u) = ¢(T —t,z,u), &(t,z,u) = c¢(T —t,r,u) and F(t, T,u) = —F_(T—t,x,u)—oQAuf(t,x, w)
is a bounded function. We can thus apply inequality (A.4) to the function f and deduce that

o
—/0 lle(r)llsolLf () lso + 1F () loe + 02| Aup(r)llso dr < [LF(O) oo = ()l

for all 0 < 0 < ¢ < T. This inequality and (A.4) imply that ¢ — || f(¢)||~ is absolutely continuous, and
the upper bound (A.4) then yields the asserted bound (A.3) on the a.e. derivative.

Finally, in the case 0 = 0 the same arguments go through by considering the limit ¢ — 0 to obtain
the corresponding ordinary differential equation. O
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A.3 Proof of Lemmas 2.10 and 2.11

Here, we provide the proofs of Lemmas 2.10 and 2.11 following arguments of [12]. Their truncated
versions used in the proof of Proposition 2.12 are obtained in a similar way, namely replacing in the next

proofs the norms || - |[x,, by their truncated versions || - ||x,4,4 for each A € N, and the sums over N by
sums over the set {0,..., A}.

Proof of Lemma 2.10. By definition, we have

1 d(l daf’l‘

Then we see that

.
> Z Oy o fllno s (lollaallwla)

a€eN
too Cr de—r
_T%”ﬂ'”z 1B d)\afr< vllx1llwlag)  (since d}\p||¢||,\0 |¥]Ix,p by definition)

+oocrar

=3l 3 s 2 Ot (gl ang-ran)

reN
400 a r
*Z”JCHATZZ ai ||1;H>\q+1||w||)\a q+1) (by a change of variables)
reN a=0 g= 0
cr,..ci
—ZIIfIIA,rZOleIAqHZwIIAa gt )
reN q=0 (((l—i-’l“))
o0
Ca+r+qCa+q
= ” v Wlrgr17————5 | -
> 1l q}_j()(n ||A,q+1a§:%u e

Thus,

1 d°
> za e (M holvlaaliol.)

aeN

TS e ()2((a + DY+ 1))2Co 1 Ol
Sy '””””“Z eI T T

reN : q=0
where ) ) ) .
(D2 ((¢ + DY ((a+ 1)) Chy 14 Cartg _ alg'r!
(a+1)%(g+1)%*((a+r+q))? (@a+q+n)!
The claim follows since (aj-!gﬁ)! <1, Ya,q,7 € N. O
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Proof of Lemma 2.11. One has

Z ( 1)2 d\a (||f”>\ 1||U||)\ 1) Z (a]!-)Q (Z a T Hf”A 1d)\[: o || HA 1)

aeN a€eN r=0
=2 (Z cg|f||x,r+1||v||x,a_r+l> (since =0 = ], by defnition)
aEN al r=0
- e (3 G o
reN a=r (a)
—+o0
Cg—i—r
= % I lIx 41 <az=:0 WHUL\@H)
_ 2: Hwha+1 (C$+A01+1ﬂf(w4-U02)
a T+1 )? ((a+m))? ’
where

Corr((@+DY*((r+1)N? _ (a+1)(r +1)(a+1)!(r +1)!
((a+7)h)? a (a+n)! '

As in [12], we observe that when @ > 2 and r > 2 one has

(r+D(a+1)(a+ )I(r+1)!

< 24.
(a+7)! -
Indeed, for » > 2 and a > 3,
(r+D(a+1)(a+ 1)I(r+1)! Ix-ox(r+1)x(r+1) 1x2x3x4x 5x---xax(a+1)x(a+1)
(a4 r)! 1><---><r><(r—|—1)><(r+2) (r+3)---x(a+r—1)x(a+r)

<4l « 5x - x(a+1)x (a+1)
- (r+3)x---x(a+r—1)x(a+r)
< 24,

where a > 3 was used in the first expansion and r > 2 in the second inequality. If » > 2 and a = 2 then

(r+D(a+1)(a+ 1D)I(r+1)! (r+1)(r+1)!
(a+7)! 18XW§18.

If a <1orr <1 wehave to separate the corresponding terms in the estimation. Then, we get

<r+n@+n(+1mr+n>

1 & 1l &
Cy HA —r+l1 =
2 wp L (R () fas )
||U||A1§: ”f”““ (417 ol 3 R )

o e, ||v||m+1 (@t 1 +4|f||A2ZM( =

HfHAr+1 Hlea+1
24
+ Z (r+1)! QZ (a+1)!
UHAa—O—l

Wl + (0 + 41 el 205 GV > el

<
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Since Y5 Whe < flollzy Aol and ¥,0q W < 11715, A l1fllra, the latter expression can be
bounded above by

[]lx.a

£,
||UH/\1+4”U||/\2+122 11l + ||f\|n+4||f\|m+12z -

2 2
a>3 ) r>3 )

S L6 f g a vl + [ lreallvllz 0

KI5~

and with the bound [lw|[x1 +4[wlx2+122,55 (aj){; < 16||wl|,x for w = f, v we establish (i). Using
the bound |[v||x1 + 4[[v|[x2 +12> <5 ”E)a”!?é” < 4[|v||7 , we alternatively obtain (ii). O

References

[1] Benachour, S (1989). Analyticité des solutions des équations de Vlassov-Poisson. Ann. Scuola
Norm. Sup. Pisa Cl. Sci. (4), 16(1):83-104.

[2] Bernardin, F., Bossy, M., Chauvin, C., Jabir, J.F., Rousseau, A. (2010). Stochastic Lagrangian
Method for Downscaling Problems in Computational Fluid Dynamics. ESAIM: M2AN, 44(5):885—
920.

[3] Besse, N. (2011). On the Cauchy problem for the gyro-water-bag model. Math. Models Methods
Appl. Sci., 21(9):1839-1869.

[4] Besse, N., Berthelin, F., Brenier, Y., Bertrand, P. (2009). The multi-water-bag equations for colli-
sionless kinetic modeling. Kinet. Relat. Models, 2(1):39-80.

[5] Brezis, H. (2011) Functional analysis, Sobolev spaces and partial differential equations. Springer.

[6] Bossy, M., Jabir, J.F. (2011). On confined McKean Langevin processes satisfying the mean no-
permeability boundary condition. Stochastic Processes and their Applications, 121(12):2751-2775.

[7] Bossy, M., Jabir, J.F. (2012). PDF model with specular boundary condition. In preparation.

[8] Bossy, M., Jabir, J.F., Talay, D. (2011). On conditional McKean Lagrangian stochastic models.
Probab. Theory Relat. Fields, 151:319-3511.

[9] Florchinger, P. (1990). Malliavin calculus with time—dependent coefficients and applications to
nonlinear filtering. Probab. Theory Relat. Fields, 86:203—223.

[10] Friedman, A. (2006). Stochastic differential equations and applications. Dover Publications Inc.,
Mineola, NY, 2006.

[11] Ghendrih, P., Hauray, M., Nouri, A. (2009). Derivation of a gyrokinetic model. Existence and
uniqueness of specific stationary solution. Kinet. Relat. Models, 2(4):707-725.

[12] Jabin, P.E., Nouri, A. (2011). Analytic solutions to a strongly nonlinear Vlasov equation. Comptes
Rendus Mathematique Serie A, 349(9-10):541-546.

[13] Minier, J.P., Peirano, E. (2001). The PDF approach to turbulent polydispersed two-phase flows.
Phys. Rep., 352(1-3):1-214.

[14] Mouhot, C., Villani, C. (2011). On Landau damping. Acta Math., 207:29-201.

[15] Mufa, C., Xianyin, Z. (1991). Applications of Malliavin calculus to stochastic differential equations
with time-dependent coefficients. Acta Mathematicae Applicatae Sinica., 7(3):193-216.

[16] Pope, S.B. (1994). Stochastic Lagrangian models for Turbulence. Physics of Fluids, 26:23—63.
[17] Pope, S.B. (2003). Turbulent flows. Cambridge Univ. Press.

31



	Introduction
	The Lagrangian stochastic model coupled with a Poisson equation

	Local analytic well-posedness in the vanishing kinetic potential case (= 0)
	The nonlinear Vlasov-Fokker-Planck equation in analytic spaces
	Main results
	The linearized equation
	Regularity estimates
	Evolution and control of the time-inhomogeneous analytic norms
	Proof of Theorem 2.8

	Proof of Theorem 2.5 : solving the Vlasov-Fokker-Planck equation (VFP)

	The kinetic potential case
	Local solutions for the incompressible Langevin SDE
	Appendix
	A weight function of analytic type
	A maximum principle for kinetic Fokker-Planck equations
	Proof of Lemmas 2.10 and 2.11


