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Rapport Technique pour 1’Article “Variational
Bayesian Inference for Source Separation and
Robust Feature Extraction”

Résumé : Ce rapport présente les détails de conception de ’algorithme vari-

ationel bayesien pour la séparation de sources dans [I]. La motivation sous-
jacente & cet algorithme et les résultats sont donnés dans [IJ.
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4 Adilogu € Vincent

1 Model

1.1 Spatial Model

We adopt the model proposed in [5]. This model operates in the STFT domain.
The mixing equation in time frequency bin (n, f) can be formulated by using
the source images y; rn as follows:

J
Xfn =Y Yjfn+ € (1)
j=1

In this domain, x, represents the I x 1 vector containing the mixture STF'T
coefficients in time-frequency bin (n, f), , where I is the number of channels.
Y. fn represents the I x 1 vector consisting of the spatial image of source j on
all mixture channels in the same time-frequency bin. Finally €y, is the noise
in the STFT domain. We assume that each source image follows a zero-mean
complex-valued Gaussian distribution

Yifn ~N(0,v5 R p), (2)

where R ; is an I x I matrix of rank R; which is called the spatial covariance
matrix and represents the spatial characteristcs of source j and of the mix-
ing system, and v; r, is a scalar spectral power which represents the spectral
characteristics of source j.

This model can alternatively be represented as follows [5]. R, s can be
written as R = A, fAf 7o where A ris a I x R; dimensional complex-valued
mixing matrix of rank R; for source j. For each source j, we define R; source
components s;, s, distributed as

sjrn ~ N (0,05, fn). (3)
Denoting by R = Z;}:1 R; the total number of source components, the
source coefficients can be formulated as
T T T 1T
an:[Sl,f’ﬂ""7Sj,f7l""7sJ,f’l’L] ; (4)

where sy, is an R x 1 vector of source coefficients with

T
Sjfn = [Si1,fns -5 Sjr fns s SiRy ] (5)
Hence, the prior distribution of the sources in time-frequency bin (f,n) is
given by
Sfn = N(07 Es,fn)v (6)

where 3 ¢, is an R x R diagonal covariance matrix consisting of v; ¢, repeated
R; times for each source component sj, s, of source j. Finally, the mixing
equation using the source components instead of the source spatial images as in

is given by

Xfn = AfSpn + €fn. (7)

Inria



Variational Bayes for Source Separation and Feature Extraction 5

We assume that the mixing system A is stationary. So, the mixing system is
expressed as

Ar=TA1y,.. ., Ajr ..., Asyl (8)

Finally, we assume a Gaussian zero mean noise with a constant noise variance
€fn ~ N(0,%y), where ), = 021. This gives us the possibility to formulate the
likelihood of the mixture coefficients as follows:

N(xpn|Ayspn, oi 1), (9)

o
-

p(X[S, A) =

n 1

Il
—
<
Il

where X = {an}nzl.,.]v’f:l.up and S = {an}nzlmN,f:ln-F-

1.2 Multilevel NMF as a Spectral Model

We assume a multilevel decomposition of the source variances v; s, in a non-
negative matrix factorization (NMF) fashion [5]. In the first level we assume
that the variances are the product of an excitation and a filter

f
UVj,fn = U?,anvjffn' (10)

In the second and third levels, Chy St decomposed as follows:

ex ypex 7ex
K5™ M;™ L

V=D D D S km W (11)

k=1m=1[=1

ex ex ex ex
where h$% . 7%, ul, and wi, encode the temporal fine structure, the tem-

poral envelope, the spectral envelope and the spectral fine structure respectively.

The same decomposition is adapted for v]ft fn @8 follows

ft ft ft
K& Mt oLf

ft _ ft ft ft ft
Uj,f'll = Z Z Zhj,m’ngj,k/m’uj,l/k’wj,fl/' (12)

k'=1m'=1l'=1

This multilevel NMF decomposition can be shown in matrix form as follows

V; = (WSUPGIHY) o (WHUTGIHT), (13)

where ® means element-wise matrix multiplication.

1.3 Prior Distributions for the Parameters

Each parameter may be fixed or adapted to the data. In a fully Bayesian
treatment, we need to define the prior distributions for those parameters which
are adapted to the data. We assume the NMF parameters of the source variances

follow the non-informative Jeffreys prior J(z) o 1

RT n° 423



6 Adilogu € Vincent

wy o~ T, (14)
uSi, o~ T, (15)
95em ~ T, (16)
A ~ T, (17)
wig ~ 7, (18)
u?,l/k/ ~ J, (19)
g?:k’m’ ~ J, (20)
W~ . (21)

For the mixing system, we take the dependencies between the channels and
between the source components into account. Therefore, we consider the mixing
matrix Ay as a whole and define the prior distribution accordingly. First, we
reshape the mixing matrix Ay into a vector Af. For this, we concatenate
the row vectors of Ay into the column vector A;. Then, we define the prior
distribution of A to be a complex multivariate Gaussian distribution as follows

A~ N(par,Zar) (22)

In the following, we assume that ¥4 ; — 400 so that this prior is actually
flat.

1.4 Joint Distribution

With this prior information assumed, we can formulate the joint distribution
p(X,Z), where Z is the set of all model parameters

7 — {S,A,WeX,UeX,Gex,Hex,Wft,Uft,Gft,Hft}. (23)

as

p()(7 Z) _ p(X|S, A)p(S|WeX, Uex7 C}ex7 Hex7 vat7 Uft, Gft, Hft)p(A)
p(W)p(U™)p(G)p(H™)p(W")p(U™)p(G")p(H").  (24)

The log-distribution is then given by

Inria



Variational Bayes for Source Separation and Feature Extraction

log p(X, Z) = log p(X[S, A) + log p(S|W**, U™, G™, H™, W", U", G", H")
+ log p(A) + log p(W) 4 log p(U) + log p(G**) + log p(H™)
+ log p(W™) + log p(U"™) + log p(G™) + log p(H™),

= Z log N (X fn|A fSfn, 02 1)
fin

+ Zlog/\/(sfn|0,25,fn)
fin

+ > log I (wi)

Jrfil

+ 3 log T (uSie)

JbE

+ ) log J(g5im)

J.k,m

+ Y log T (hSnn)
Jj,m,n

+ Z log J(wﬁfﬂ/)
3 fl

+ > log T (ujyw)

5k

+ Y log I (gyurm)

g,k m/

+ Y log T (hjmrm)

jm’n

+ ) logN'(Aylua.s, Za.p).
7

RT n° 423

(25)



8 Adilogu € Vincent

2 Variational Inference

We aim to obtain the posterior distribution of the model parameters p(Z|X).
However exact Bayesian inference is intractable. Therefore we resort to a vari-
ational Bayesian approximation [2].

2.1 General Approach

Marginalizing out the model parameters Z from gives us the marginal
likelihood p(X) or the so-called evidence. We can also formulate the log marginal
likelihood as follows:

log p(X) = Z(q) + K L(q||p), (26)
where
_ op PX2)
2@ = [a@ne?2az (21)
KLy = - [ @05z (28)

In this formulation, ¢(Z) is the joint distribution of the model parameters
which we use to approximate the true posterior distribution p(Z|X). Z(q)
is called the free energy and it is a lower bound of the marginal likelihood.
Maximizing this free energy wrt. ¢(Z) minimizes the KL-divergence between
the approximating distribution ¢(Z) and the true posterior [2]. Note that the
KL-divergence vanishes when ¢(Z) is equal to the true posterior.

From now on, we assume the following factorization of the variational dis-
tribution ¢(Z):

M
o) = [ (2. (29)

If we embed this factorization into the free energy given in and dissect
out the dependency on one of the factors ¢;(Z;), we obtain

Z(q) = /qi{/logp(X7 Z) Hqi/dzi/}dzi — /qi log ¢;dZ; + const, (30)

i #i
= /qi log p(X, Z;)dZ; — /qi log ¢;,dZ; + const, (31)
p(X,Z;
= /qi log Mdzi + const, (32)
qi
where
logp(X,Z;) = /logp(X, Z) H qirdZy + const, (33)
i #i
= Ejyxillogp(X,Z)] + const (34)

Inria



Variational Bayes for Source Separation and Feature Extraction 9

and the normalizing constant is such that p(X,Z;) is a proper distribution.

Now, suppose that we keep ¢;/»; constant and maximize the free energy
shown in wrt. g;. The minimum occurs when ¢;(Z;) = p(X,Z;). As a
result, we obtain a general equation for the solution maximizing the free energy
as follows

4 (Zi) = p(X, Z;). (35)

Note that in this equation, the update equation of the optimal approximating
distribution ¢} (Z;) depends on the expectation of the log of the joint distribution
wrt. all other variational distributions. In that sense, (35) indicates a set of
equations for ¢ = {1,..., M}. Therefore an iterative update procedure is needed.
After proper initialization of all the variational distributions, each distribution
is updated in an iterative cycle.

In practice, is applicable only when E; 4;[log p(X, Z)] is computable in
closed form and corresponds to a known parametric distribution for which the
normalizing constant is computable in closed form. When this is not the case,
p(X,Z) must be replaced by a lower bound for which the resulting approximat-
ing distribution becomes tractable.

Let us consider a parametric the lower bound f(X,Z,Q) of p(X,Z) such
that

p(X,2) =z f(X,Z,Q), (36)

where €2 is a set of auxiliary variables. Using this definition, we define %, which
further lower bounds .Z as in the following

210> #0.) = [ (@)log “’;é)”)

Using %(q, 2), we rewrite the marginal distribution given in as follows

dZ. (37)

logp(X) = max (g, Q) + (L(q) — max H(q. ) + KL(q[[p).  (38)

Here we maximize the lower bound #(q, Q) wrt. Q, which tightens the lower
bound to the free energy Z(q). Using the factorization we introduced in (29)
and dissecting out the dependency on one of the factors ¢;(Z;), we obtain

S SYIRY)

K2

PB(q, Q) = /qi log dZ; + const, (39)

where log f(X, Z;, Q) is defined as

log f(X,Z;, Q) = /log (X, Z,Q) H qidZ; + const,
i i
=E;4[log f(X,Z, )] + const, (40)

where the normalizing constant is such that f (X,Z;,Q) is a proper probability
distribution.

Hence, maximizing the lower bound %(q, Q) wrt. ¢;(Z;) minimizes an ap-
proximation to the KL-divergence between ¢(Z) and the true posterior distri-
bution p(Z|X).

RT n° 423
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Finally, we conclude that two alternative steps yields the general equation
for the optimal approximating distributions ¢;. In the first step, we maximize
the lower bound #(q, 2) to the free energy Z(q) wrt. the auxiliary variables €2,
which tightens the lower bound, and in the second step, we maximize %(q, §2)
wrt. the approximating distributions g;.

The optimal approximating distribution ¢;(Z;) is given by

4 (Z:) = f(X,Z:,9). (41)

In the following, we adopt this strategy for the derivation of the approx-
imating distributions of the multilevel NMF parameters and the source com-
ponents since E[logp(S|V)] is not tractable in closed form as we will show in

Section 2.2.11

2.2 Application to the Considered Model

Pursuing this approach, we can factorize our ¢(Z) as follows:

qo(Z) =

awl ). (42)

2.2.1 Auxiliary Variables

Let us define n = {k,m,l} the joint index of the excitation multilevel NMF
parameters and ' = {k’,m/,I’} the joint index of the filter multileve]l NMF
parameters. With these joint indices let us further define v; sy, . as the product

Inria



Variational Bayes for Source Separation and Feature Extraction 11

of the multilevel NMF parameters

_ £t
Vi, fnnn = hg mng] kmUj, lkwj flh] m ngj k'm/ Uj l/k/w] fU- (43)

Let us further define v¢ sd the product of the excitation coefficients of the

ann

multilevel NMF components and of , as the product of the filter coefficients

s fn n
ex ex ex , ex
U_] fnm = hj mngj,kmuj,lkwj,fl’ (44)
_ pft ft ft ft
vj,fn,n/ = hj,m’ngj,k/m’uj,l’k’wj,fl/' (45)

Having these variables defined for the sake of readibility, let us have a look at
E[log p(S|V)] more closely.

Eflog p(S|V)] = E[ log [ [N (812[0, Ss.10)
fin

=K [ Z lOgN(an|07 diag( Z Z Uj,fnynm’))] ’
fn non
-E [ Z —Rlog m — log det (diag( Z Z Uj,fn,nm’))
L

fin

_ s?ndiag( Z Z vj’fny,],n/) 7lsfn] ,
n n
=Y —Rlogm+ > ~RE[1og > > v pnna|
fin J n n

+ 3 Bl B[y (46)

n' Vi, fn.nm’

As one can easily see, none of the two expectations in this equation above
is tractable. So, we resort to the alternative method, which we introduced in
Section and lower bound p(S|V) as explained in the following [3]. For the
first expectation, we know that x — —log x is convex. So, we can lower bound
it by its first-order Taylor series expansion around an arbitrary positive point
wj, fn as follows

—log Z Z V), fromon/
n on

Y

= w.77.fn)7

ZZUJ frmm’ (47)

—logwj,fn —

= —logwj fn+1—
! Wi, fn

For the second expectation, we know that z — _71 is concave. So, for any
POSitive ¢j pnyn such that 35 37 ¢j fn.ym = 1, using Jensen’s inequality:

1 1
E" Z"/ Vi frann’ Zk b, frmm’ ¢j J;::Z
1
Zizqufnnn Ty
g from,m’
:_ZZ¢2J‘"WW ! . (48)
U4, fr,mm’

RT n° 423



12 Adilogu € Vincent

Using these two inequalities, we can lower bound log p(S|V) using the aux-
iliary variables & = {{wj, tn}; fn, {®j fnnn }ifnnn + as follows

logp(S|V) > —F-N-R-logm

+ ZRj(—logwj,fn—l— 1-—

sza fr,mm
g, fn
+ZZ ‘S"f"' quﬁjyfnnm ! (49)

v
gifn r 3, fr,mm’

Wi, fn

2.2.2 Tightening the Bound wrt. the Auxiliary Variables

Concerning wj, ¢, we simply take the partial derivative of the bound % wrt. w
which is given by

AB=—F-N-R-logm

+ZRj(—logwj7fn+1—

ZZE[UJ,fn,nm
Jrfn
+ZZ |5]rfn| ZZ¢]fnnn’E[

Jhfn 7

Wy, fn

] + const. (50)

V5, fnmm’

So, the derivative is given as

0%
R o L LT B

w] f” ],fn n n

and make it equal to zero, which yields
Wign =Y Y E0j fnnm]- (52)
n

For ¢; fn.nyn, we use Lagrange multipliers d; r,, because of the constraint.
The Lagrangian is given by

B = Z Z E[|sjr,n’] ZZ¢J*f"’"’" [ : ]

v
ifn r 3> fr,mm’

+3j.n (( Z Z qﬁj’fnm’n/) — 1) + const. (53)
non

Taking the partial derivative with respect to ¢; fn.5. and d; ¢, yields the
following system of equations:

%:(Z—Ensmu(ZZ@,MWE[ L)) e

v
- g, fnmm’

%m— ZZ@W -1 (55)

Inria



Variational Bayes for Source Separation and Feature Extraction 13

Solving the system for ¢; ry, 5. yields

1 1
pnnr = 7 ] »
¢J,fn,n,77 Cj,fn V) ( )

where Cj ¢y, is the normalization constant given by

Com= LR —]". 67)

U3, fn,m,m’

2.2.3 Variational Updates for the Multilevel NMF Parameters

In this section, we will determine the approximating ¢ distributions of the mul-
tilevel NMF parameters and derive the corresponding update equations. For

this we will use the template given in .

Update Equatlons for w$;:  The probability distribution f(X,wj’Xfl,ﬂ)
defined in is given by

IOg fT(Xvw;Xfla Q) = Z R]( - lngjafn + 1- J fl ZZE 7, mng] k:mu] lkvj fn,m’ ])

Wifn o
sy 1
ZZ ¢] frmen’ [ ]
k,m n/ he mng] kmuj lkvj fn,m’
— log w§y; + const. (58)

Observing this distribution, one can see that it involves a linear term in
log w$;, a linear term in w5, and a linear term in w‘;" The optimal approx-

ex

imating distribution ¢ (w§’ fl) is hence an instance of the generalized inverse
Gaussian (GIG) distribution, whose probability distribution function (PDF) is
given by

exp{(y —1)logy — py — Z}p?
GIG(y;’Ya P,’T) = 3 o y (59)
212 K, (2,/pT)

fory >0, p> 0 and 7 > 0, where K, () is the modified Bessel function of the
second kind. The gamma distribution is a special case of the GIG distribution [4]
when 7 = 0 and v > 0. Similarly, the inverse gamma distribution is another
special case [4] when p =0 and v < 0.

In the exponent of the PDF of the GIG distribution, we can match 5 to
the first line of in a “completing the square” fashion [2]. Similarly, py is
matched to the second line of . Finally, the last line of is matched to
(v —1)logy. By doing this we obtain the following update equations for the
parameter of ¢* (W) 7o p1s Py and V' g

RT n° 423



14 Adilogu € Vincent

1
Jfl ZZE‘SJTJCTJ ZZ¢Jf”UU |:hex uex :|’ (60)

k.m n/ ]7mng] km W5 ik jf’l’b’l]
pw,j fl — Z

ZZE emngj EmU jlkv§ fnn} (61)
’qu)fj,fl =0. (62)

km n'
Embedding the update equation for ¢; rn . given in into (60)), we
obtain the following:

Wi, fn

Twgfl = Z|:(ZE[|S]-,«’J:”2})
1 —1\ 2
S5 (ot )

P G Wi g, pan

| : ]
ex ex ex o,ft
hS e mn95em UKV,

- ]E[wei l]zzn:< o (ZIE|sjrfn )

J.e,f
1 —1
SYE[ —1") (63
P, Gimn 95 km Y516V, fr !

Finally, we can write this update equation in matrix form as shown below:

2 =] "o (o0 onl ] )
(los] =lgs] Ela] 7)) o

Note that in , the power operations like X% are element-wise opera-
tions. Furthermore, the symbol ® means element-wise matrix multiplication.

Similarly, replacing wj, sy in with its update equation shown in
yields the following:

X RJ X X x o ft
Ploj.pr = Z <Z S E[v; ] ZZ]E[hj‘,mngge‘,kmu;lkvj,fn,n’})' (65)
n n 4&=m TN | m,

0

The update equation of p$Y. is written in the matrix form as follows:

P = RE[VE) ! (E[USE[GSEHS)) (66)

For the other multilevel NMF parameters, the derivations are performed by
following the same steps. Therefore, in the following, we skip the details of the
derivations and give only the final update equations.

Inria



Variational Bayes for Source Separation and Feature Extraction 15

Update Equations for u{%,:  The update equation for 7%, is given in the
following

ex 1 —2
Tu,j,lk :E{ue_x ] Z < 2 ZE ‘SJT fn|
]a

Pk

YOS E[—y 1. (67)

m n' mng] km Jflv fnn

The matrix version of this update equation is written as

=By [(Eq[vvl;;]_l)T(EHsm 00 0B [gr] )

GESREERLY)

The update equation for p7*; ;. is given in the following

/

ex R
puJ,lk Z(Z Z E[’UJ fnnn ;ZE mngj km jfl jfn,n’])' (69)
The matrix form if given by

P = RE[W,|TE[VS) ~ (E[GSEHS) . (70)

Finally,

VZ)fj,uc =0. (71)

Update Equations for 95 %km ¢ The update equation for To km 1S Written as
follows

X 1 —2
T;j;km = E{ ex :| Z (
95 km f.n

XZ:ZE[}LEX e }_1)' (72)

mn _7 lkw] flv_] fn,m’

The matrix version is

ol (el

CORELATEE (E[Hlex]~1)T>_ (73

J

RT n° 423



16 Adilogu € Vincent

The update equation for p is as follows

exv
g.J,km

ex Rj ex ex ex . ft
P am = D By 55000 1) (74)
7 Z Zn Zn’ ]E[Uj,fnm,n’] ; nz amna PSS Jen

fn !

The matrix version is

P = Ry (E[WSIE[US) BV EHT. (75)

As with the above multilevel NMF parameters,

Vg.gkm = 0. (76)

Update Equations for A%~ : The update equation for 7%

Fmn %.mn 18 expressed
as follows

o =E[r—] > (G (X Bllssesal?)

T

;ZE[ ] ).

ex ex ex t
w ikm YW 15,

The matrix version

7= slge] o (el "ol ol )’

e
J

(E[|sj|'2] ©C;? @E[\}&}'_l)>. (78)

The update equation for Phsimn 1S a8 follows

R
i = (S5 2 L Bl ) (79)
n &n’ AT g

fin n’

The matrix version is

PR = Ry (EIWSE[USEGS]) " E[VS " (80)

As with all the other multilevel NMF parameters,

’)’Z}fj,km =0. (81)

For the filter multilevel NMF parameters, the derivation of the update equa-
tions is similar to the derivation of the excitation multilevel NMF parameters
and so are the final update equations.

Inria



Variational Bayes for Source Separation and Feature Extraction 17

2.2.4 Variational Updates for the Source Components

The distribution f(X, Sfn, §2) of the source components sy, is given by

log f(X, Z, s = s{L,EIA])(071) s + xf], (07D " E[Alsfn
1

0.2

b
- Z Z |7, fnl? Z Z O3 B [#} + const.
jor n

(stLE[AY Aflsn)

Vi, fn,nm’

(82)

Replacing ¢;. n.n,n with its value shown in yields

log (X, Z,Q)s = sH E[AY](071) "%, + x, (071) ' E[A s
1

— — (sPE[A] Af]sn)
T

- sfncfnflsfn + const, (83)

where Cy, ' = diag(Cj s ')E, is a diagonal matrix with the main diagonal

containing the normalization factor Cj, fn_l repeated R; times for each j.
This distribution involves a linear term in s¢,,, its conjugate, and quadratic

terms. The optimal approximating distribution is thus a Gaussian given by

Sfn NN(HS7fnaRSS,fn)~ (84)

By “completing the square” wrt. Hs rn and R, r in li we derive the update
equations for these two parameters. First we derive the update equation of the
covariance. For this, we rearrange the quadratic terms make them equal to

—sfnRS_;fnsfn. By doing this we obtain the covariance given in the following

Ras fn = (Cpn '+ (o31) 'E[AF Af]) !
= Cy, — Cyn (o1 + E[AYAf]Cy,) 'E[AY Af]C, (85)

Note that we used the Woodbury matrix identity [2] for the inversion here.
Similarly for the update equation of the mean, we arrange the linear terms of
the mean and make them equal to sf R_' s, pn 1L mRee nSn- This yields
the following update equation for the mean

He pn = Res nE[AF ] (07T) " x 11 (86)

2.2.5 Variational Updates for the Mixing Parameters

The distribution f (X,Aﬂﬂ) of the reshaped mixing parameters A, is given
by

RT n° 423
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~ 1 .
b n

I times
1 1
H
+ Af ? Z Rxs,fn + ? ( Z RﬁI&fn)Af
b n b n
+ const, (87)

where Ry fy, is the second raw moment of the source coeflicients and is given by

Rs,fn = I"l’s,'nfp’gnf + Rss,fn- (88)

Similarly, Rxs, n is given by
H H 1T
Rus.fn = [1,fnbls, prs - T1 bt o] - (89)

Note that the contribution of the prior distribution vanishes, because we as-
sumed a flat prior. Also note that due to the reshaping of the mixing matrix Ay
into a vector A, matrix multiplications e.g. A sy, became multiplications of
two vectors. As a result of the dimensionality mismatch the vector multiplica-
tion cannot be performed anymore. Note that in the given example each row of
the mixing matrix, which correspond to each channel of the mixture respectively
is multiplied by the source. Therefore, we define the term diag(RZj Frre RT, )

s, fn

I times
indicating a block diagonal matrix, where Rs ¢, is repeated on the diagonal I

times. Similarly, Rxs, s is composed of multiplying Hi{ n With each channel of
the mixture.

The distribution given in involves a linear term in A ;, its conjugate, and
a quadratic term. Hence, the optimal approximating distribution is a Gaussian
given by

Ay~ N(pa s Raa ) (90)
By “completing the square” wrt. 1 ; and Raa, in we derive the update
equations for these two parameters. First we derive the update equation of the

covariance. For this, we rearrange the quadratic terms make them equal to
—Af R;k sAj. By doing this we obtain the covariance given in the following

1 . -1
Rans = (7 L diag (i, Ry ) (91)

I times

Similarly, for the mean, we rearrange the linear terms and make them equal
to A/Raa s 'pa s+ pi ;Raa s 'A; which yields

1
pas=Raas— D Russn (92)
b5
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2.3 Computation of the Expectations Involved in the Up-
dates

The update equations for the approximating distributions require the evalua-
tion of some expectations. These expectations are to be evaluated with respect
to the other distributions. Therefore an iterative update procedure similar to
the Expectation-Maximization (E-M) algorithm is followed. In the variational
E-step, these expectations are calculated. In the variational M-step, the ap-
proximating distributions are re-calculated with the new expectation values.
The expectations related to the generalized inverse Gaussian distribution
include E[y] and E[%] These expectations are computed using the following
two formulae [4]:

E[ ] _ IC’Y+1(2\/F)\/,F
S AN oV
1 Ky yam)vp

ey oy

We remind you that the multilevel NMF parameters can be fixed or adapted
to the data. The expectations are only calculated for the adapted multilevel
NMF parameters.

Recall that we reshaped the mixing matrix into a vector and calculated the
optimal actor for the distribution we defined for the vector form mixing system.
Hence, we have E[AfA?] and E[A]. However in , we need to calculate
E[A? Ay]. Therefore, we need to reshape the mixing parameters into a matrix
and consider the interchannel relationships within the mixing matrix to calculate
the expectations. Hence, the expectation (E[AfHAf])(jj/) is given by

(93)

E[A?Af]jj/ = ]E[Z aﬁaij/} s (95)

where (-)(;; indicates the expectation between the mixing parameters corre-
sponding to the sources (j,j’). Note that for this, we make use of the linearity
of the expectation operator, namely E[aX + bY]| = aE[X] + bE[Y]. So, we
consider the expectation matrix E[A fA? | as a block matrix and basically add

up the diagonal blocks to reestablish the interchannel relationships to calculate
E[A{ A;] as shown

?

T
EAfA]=) ([E[AfA?LZ) : (96)

where [];; indicates the R x R diagonal block corresponding to the channel ¢
and

E[A;AY] = pp jpa " +Raa s (97)

Similarly, in , we need to calculate E[Af}l] For this, we only need to
reshape the expectation ug’ 7 back into a matrix

H
E[A?]i,l...R = (Aufé,f)((i—l)R-i-l,...,iR) . (98)
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2.4 Lower Bound

We calculate the new lower bound %(q) after each M-step. Here we compare the
new lower bound with the previous one and set a termination condition accord-
ing to this change. The lower bound should never decrease. This fact enables us
to check the update equations and their implementation for their correctness. In
general, if the increase in the lower bound is insignificant compared to previous
iterations, we stop. The lower bound has already been defined in the following

#(q) = E[log p(X|[S, A)]
+E[—F-N-R~1og7r

Uj,fnmm’)

+ ZRj(—IOg(.«JjJn
Jrfn

+3 D sl ZZ&J" E ]

nn’
i Vg o

(S)]

+ E[log p(A)] — E[log q(A)]
+ E[log p(W)] — E[log ¢(W**)]
+ E[log p(W")] — E[log g(W™)]
+ E[log p(U™)] — E[log ¢(U*)]
+ Eflog p(U™)] — Eflog ¢(U™)]
+ E[log p(G*)] — E[log ¢(G*)]
+ Eflog p(G")] — E[log ¢(G")
+ E[log p(H®™)] — E[log ¢(H**

[log p(

]
)]
+ E[log p Hft)] Ellog Q(Hft)]

Note that for E[p(S|V)] we used the approximation we derived which is

shown in .

Also note that for all the variational variables, the expectations of the log of
the approximating ¢ distributions correspond to their negative entropies. Note
also that the lower bound consists of the the expectation of the logarithm of the
prior distribution (p distribution) minus the expectation of the logarithm of the
variational distribution (¢ distribution) pairs except for the log-likelihood. For
the log-likelihood, we calculate the expectation as follows

Inria
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Eflog p(X|S, A)] = E{Zlogj\/(xfnmfsfn,agn},

fin
1
= _ Z (logﬁag + ?]E[(an — Afon)H(an — Afon)]),
fin b
1
=-> (logmop + ;(xl;fnxfn — x{ E[Af]E[s ]
fn b

—E[s# JE[A]xs, + E[sf, (Ap) " Asspnl])),
1
== Z log woj, + o2 (xFXpn = XFnbon pHs fn = Bl pnb A, X fn
fn b
+ tr(E[spnsf,JE[AF Af])),

1
=_F.N-T. logﬂaf — Z ?(x?nxfn — xfn,uA’fp,&fn
fn b

- Mgfnli{&[,fxfn + tr((y‘s,nfp‘gnf + Rss,fn)(E[A?Af])))
(100)

For the expectation of the approximation of p(S|V'), —the second, third and
fourth lines of 7 we first replace the auxiliary variables with their values

given in as follows

E[p(S|V)]>—-F -N-R-logm

+ Z R; ( — log (Z ZE[Uj,fnmm’]))

J.fn
1
2
-3 S Bl —

e n &’ E[vjyfnmm’}

Due to the factorization given in , the expectations E[vj ¢y, ] and
IE[U' - 1 -| are computed for each multilevel NMF component individually as

I m,m,m

given in (93| . Furthermore, the expectation E[|s;,, t»|?] is the second raw
moment of source component sy, 7, and is computed using (88).

The expectation of the logarithm of the optimal approximating distribution
of the source components ¢(S) is given by

~Eflogq(S)] = - E[ogN(ssalbts fns Res,n)l:
fn

= ) log{(me)"det(Ras,sn)}- (101)
fn

About the mixing matrix, we remind you that the prior distribution of the
mixing coefficients does not contribute to the lower bound, because it is flat. The
expectation of the optimal approximating distribution of the mixing coefficients
is given by
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Ellogp(A)] — Ellogg(A)] = - EmN(A;|pa s Raa ),
7

= Z log{(me)*"det(Raa f)}- (102)
f

Finally, for one of the multilevel NMF parameters, e.g. for w§%, , this pair
writes as follows:

1
Eq [Ing(w;Xc,fl)] - Eq[log (J(U/ixc,fz)] :pf;(,j,c,fl]Eq [w?f:,fl] + Tgfj,c,flEq[wTﬂ]
e,
+log Kyex (2¢/pT) +1In2

_ ,y’i))fj,c,fl (111 ex — ln 7% )
9 pw,j,c,fl 7_w,j,c,fl .

(103)

Note that for Yaoje,p1 = 0, the third line of this equation disappears. The

calculation of the contribution of the other multilevel NMF parameters to the
lower bound is calculated similarly as given in (103).
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