Analysis-suitable volume parameterization of multi-block computational domain in isogeometric applications
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Abstract

Parameterization of computational domain is a key step in isogeometric analysis just as mesh generation is in finite element analysis. In this paper, we study the volume parameterization problem of multi-block computational domain in isogeometric version, i.e., how to generate analysis-suitable parameterization of the multi-block computational domain bounded by B-spline surfaces. Firstly, we show how to find good volume parameterization of single-block computational domain by solving a constraint optimization problem, in which the constraint condition is the injectivity sufficient conditions of B-spline volume parametrization, and the optimization term is the minimization of quadratic energy functions related to the first and second derivatives of B-spline volume parameterization. By using this method, the resulted volume parameterization has no self-intersections, and the isoparametric structure has good uniformity and orthogonality. Then we extend this method to the multi-block case, in which the continuity condition between the neighbor B-spline volume should be added to the constraint term. The effectiveness of the proposed method is illustrated by several examples based on three-dimensional heat conduction problem.
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1. Introduction

Isogeometric analysis (IGA for short) method proposed by Hughes et al. in \cite{16} offers the possibility of bridging the gap between CAD and CAE. The approach uses the same spline representation both for the geometry and for the physical solutions, and thus avoids this costly forth and back transformations. This uniform framework provides more accurate and efficient ways to deal with complex shapes and to approximate the solutions of physical simulation problems. On the other hand, it also rises interesting geometric problems for analysis-suitable modeling tools \cite{25,22,24}.

It is well known that mesh generation, which generates a discrete mesh of a computational domain from a given CAD object, is a key and the most time-consuming step in finite element analysis (FEA for short). It consumes about 80\% of the overall design and analysis process \cite{4} in automotive, aerospace and ship industry. Parametrization of computational domain in IGA, which corresponds to the mesh generation in FEA, also has some impact on analysis result and efficiency. In particular, arbitrary refinements can be performed on the computational mesh in FEA, but in IGA if we compute with tensor product B-splines, we can only perform refinement operations in each parametric direction by knot insertion or degree elevation. Hence, parameterization of computational domain is also being important for IGA. As it is pointed by Cottrell et al. \cite{6}, one of the most significant challenges towards isogeometric analysis is constructing trivariate spline volume parameterizations from given CAD boundary representation.

From the viewpoint of graphics applications, volume parameterization of 3D models has been studied in \cite{17,20,25}. As far as we know, there are only a few work on the parametrization of computational domains from the viewpoint of isogeometric applications. T. Martin et al. \cite{18} proposed a method to fit a genus-0 triangular mesh by B-spline volume parameterization, based on discrete volumetric harmonic functions; this can be used to build computational domains for 3D IGA problems. E. Cohen et al. \cite{7} proposed the concept of analysis-aware...
modeling, in which the parameters of CAD models should be selected to facilitate isogeometric analysis. They also demonstrated the influence of parameterization of computational domains by several examples. J.M Escobar et al. proposed a method to construct a trivariate T-spline volume of complex genus-zero solids for isogeometric application [22]. However, the proposed method demands a surface triangulation as input data. A variational approach for constructing NURBS parameterization of swept volumes is proposed by M. Aigner et al [1]. Given boundary CAD information, approximate implicitization technique is used for parameterization of 2D computational domain in [20]. In [27][28], r-refinement method for generating optimal analysis-aware parameterization of computational domain is proposed. However, it only works for specified analysis problems. A general construction method for analysis-suited planar B-spline parameterization in two-dimensional isogeometric problem is proposed in [29] based on harmonic mapping. In this paper, from the given boundary CAD information, the volume parameterization problem for multi-block computational domain is studied based on the trivariate generalization of the method proposed in [28].

In IGA, the parameterization of a computational domain is determined by control points, knot vectors and the degrees of B-spline objects. For three-dimensional IGA, the parameterization framework for multi-block computational domain based on the proposed methods in Section 3. Section 4 states the volume parameterization results on heat conduction problem to show the effectiveness of the proposed method. Finally, we conclude this paper in Section 5.

2. Preliminary

For a parameterization \( \sigma \) from \( \mathcal{P} : [a, b] \times [c, d] \times [e, f] \) to \( \Omega \subset \mathbb{R}^3 \), we define the boundary surfaces as the image of \( \{a\} \times [c, d] \times [e, f], \{b\} \times [c, d] \times [e, f], \{c\} \times [a, b] \times [e, f], \{d\} \times [a, b] \times [e, f], \{e\} \times [a, b] \times [c, d], \{f\} \times [a, b] \times [c, d] \) by \( \sigma \). We say that \( \sigma \) defines a regular boundary if these surfaces do not intersect pairwise, except at their boundary curves and if they have no self-intersection points.

We consider the following trivariate B-spline parameterization

\[
\sigma : (\xi, \eta, \zeta) \in \mathcal{P} : = [a, b] \times [c, d] \times [e, f] \rightarrow \sigma(\xi, \eta, \zeta) := \sum_{0 \leq i \leq f} \sum_{0 \leq j \leq m} \sum_{0 \leq k \leq n} c_{i,j,k} N_p^i(\xi) N_q^j(\eta) N_r^k(\zeta),
\]

where \( c_{i,j,k} \in \mathbb{R}^3 \) are the control points, \( N_p^i(\xi) \) and \( N_q^j(\eta) \) and \( N_r^k(\zeta) \) are B-spline functions of degree \( p, q \) and \( r \) for a given knot vector on \([a, b], [c, d] \) and \([e, f] \). Note that in this paper we use knot vectors with multiple end knots to force the volumes to interpolate the corner control points.

The derivative of \( \sigma(\xi, \eta, \zeta) \) with respect to \( \xi \) can be expressed in terms of the differences \( \Delta_{i,j,k}^1 := (\Delta_{i,j,k}^{1,x}, \Delta_{i,j,k}^{1,y}, \Delta_{i,j,k}^{1,z}) = c_{i+1,j,k} - c_{i,j,k} \):

\[
\partial_\xi \sigma = \sum_{0 \leq i \leq f-1} \sum_{0 \leq j \leq m} \sum_{0 \leq k \leq n} \omega_{i,j,k}^1 \Delta_{i,j,k}^{1,x} N_p^{i+1}(\xi) N_q^j(\eta) N_r^k(\zeta),
\]

where \( N_p^{i+1}(\xi) \) is the B-spline function with one degree less in \( \xi \), \( \omega_{i,j,k}^1 \) is a positive factor.

Similarly, the derivative of \( \sigma(\xi, \eta, \zeta) \) with respect to \( \eta \) and \( \zeta \) can be expressed as follows

\[
\partial_\eta \sigma = \sum_{0 \leq i \leq f} \sum_{0 \leq j \leq m-1} \sum_{0 \leq k \leq n} \omega_{i,j,k}^2 \Delta_{i,j,k}^{2,y} N_p^i(\xi) N_q^{j+1}(\eta) N_r^k(\zeta),
\]

\[
\partial_\zeta \sigma = \sum_{0 \leq i \leq f} \sum_{0 \leq j \leq m} \sum_{0 \leq k \leq n-1} \omega_{i,j,k}^3 \Delta_{i,j,k}^{3,z} N_p^i(\xi) N_q^j(\eta) N_r^{k+1}(\zeta),
\]

where

\[
\Delta_{i,j,k}^{2,x} = (\Delta_{i,j,k}^{2,x}, -\Delta_{i,j,k}^{2,y}, -\Delta_{i,j,k}^{2,z}) = c_{i+1,j,k} - c_{i,j,k},
\]

\[
\Delta_{i,j,k}^{2,y} = (\Delta_{i,j,k}^{2,y}, \Delta_{i,j,k}^{2,z}, -\Delta_{i,j,k}^{2,x}),
\]

\[
\Delta_{i,j,k}^{2,z} = (\Delta_{i,j,k}^{2,z}, -\Delta_{i,j,k}^{2,y}, -\Delta_{i,j,k}^{2,x}),
\]

and \( \omega_{i,j,k}^2, \omega_{i,j,k}^3 \) are positive factors.
2.1. Non-linear constraint condition based on Jacobian computation

From [28], if the Jacobian determinant $J(\sigma(\xi, \eta, \zeta))$ of trivariate B-spline parameterization satisfies $J(\sigma(\xi, \eta, \zeta)) > 0$, then $\sigma(\xi, \eta, \zeta)$ has no self-intersections.

From [1], [2], [3] and the product properties of B-splines [10], the Jacobian determinant $J(\sigma(\xi, \eta, \zeta))$ of B-spline surface can be computed as follows:

$$J(\sigma(\xi, \eta, \zeta)) = \begin{vmatrix} \sigma_\xi & \sigma_\eta & \sigma_\zeta \\ \sigma_\xi & \sigma_\eta & \sigma_\zeta \\ \sigma_\xi & \sigma_\eta & \sigma_\zeta \end{vmatrix}$$

$$= \sum_{0 \leq i \leq l-1} \sum_{0 \leq j \leq m} \sum_{0 \leq k \leq n} N_{i,j,k}^p(\xi) N_{j,k}^q(\eta) N_{k}^{r}(\zeta)$$

From (1), (2), (3) and the product properties of B-spline, we assume that these boundary surfaces form a regular boundary and that the three boundary cones $C_1^0$, $C_2^0$, $C_3^0$ are cotransverse. Then we can find

- a plane $H_0$ such that $\forall u \in C_{i}^{0,*}$ $(i = 1, 2, 3)$, $H_0(u) > 0$,
- a plane $H_0$ such that $\forall u \in C_{i}^{0,*} \cup C_{j}^{0,*}$, $H_0(u) > 0$ and $\forall u \in C_{k}^{0,*}$, $H_0(u) < 0$ for $\{i, j, k\} = \{1, 2, 3\}$.

Such separating planes can be deduced easily from convex hull computations of finite sets of vectors, which are generating the cones $C_1^0$, $C_2^0$, $C_3^0$ or their unions.

As shown in Fig 4, suppose that $O$ is the origin, $O_1$, $O_2$ and $O_3$ are the center of the circular cone $C_1^0$, $C_2^0$, $C_3^0$ (resp.), $C_1^0$ and $C_2^0$ intersecting the circular cone $C_1^0$ at $T_{12}$ and $T_{21}$. We can construct a orthogonal plane $H_1$ of plane $OT_1 T_2$ through $OM_1$, where $M_1$ is the middle points of $T_{12}T_{21}$. Let $F_{12}$ be the linear equation defining the plane $H_1$. Then the vectors in $C_1^0$ and $C_2^0$ satisfy $F_{12} \leq 0$ and $F_{12} \geq 0$ respectively. Similarly, we can define $F_{23}$ and $F_{31}$ as the linear equations defining the plane $H_2$ and $H_3$.

Based on above the construction, the linear constraint conditions of inner control points for injective trivariate B-spline parameterization can be presented as follows,

$$H_0(c_{i,j,k} - c_{i,j,k}) > 0, H_1(c_{i,j,k} - c_{i,j,k}) < 0, H_2(c_{i,j,k} - c_{i,j,k}) > 0, H_3(c_{i,j,k} - c_{i,j,k}) < 0, H_4(c_{i,j,k} - c_{i,j,k}) > 0, H_5(c_{i,j,k} - c_{i,j,k}) < 0,$$

where $0 < i < l_1$, $0 < j < l_2$, $0 < k < l_3$.

This set of conditions provides linear constraints for the injectivity of trivariate B-spline volume parameterization. In the following section, it will be used as constraint term in the quadratic programming method for the case
when the boundary cones are cotransverse.

**Remark 1.** Note that the above two sufficient conditions only ensure the injectivity locally. The global injectivity can be guaranteed by the regularity of given boundary surfaces.

### 3. Constraint optimization method for volume parametrization of computational domains

In this section, we aim at finding injective volume parameterization of the computational domain with a uniform and orthogonal isoparametric net.

#### 3.1. Initial construction of inner control points

In order to solve this constraint optimization problem, an initial construction of inner control points is required. We rely on the discrete Coons method to generate inner control points as initial value from boundary control points, which can be considered as the trivariate generalization of the method presented in [14].

Suppose that given boundary surfaces are B-spline surfaces, the opposite boundary B-spline surfaces have the same degree, number of control points and knot vectors. Given the boundary control points \( c_{i,j,k}, c_{i,0,k}, c_{i,m,k}, c_{i,j,0}, c_{i,j,n}, \) \((i = 0, \ldots, l, j = 0, \ldots, m, k = 0, \ldots, n)\), then the interior control points \( c_{i,j,k} \) can be constructed as follows,

\[
c_{i,j,k} = (1 - i/l)c_{i,j,k} + i/l c_{i,j,k} + (1 - j/m)c_{i,0,k} + j/m c_{i,m,k} + (1 - k/n)c_{i,j,0} + k/n c_{i,j,n} - [1 - i/l, i/l] \begin{bmatrix} 1 - j/m \end{bmatrix} - [1 - j/m, j/m] \begin{bmatrix} 1 - k/n \end{bmatrix} - [1 - k/n, k/n] \begin{bmatrix} 1 - i/l \end{bmatrix} + (1 - k/n) \begin{bmatrix} 1 - j/m \end{bmatrix} + k/n \begin{bmatrix} 1 - j/m \end{bmatrix}.
\]

Then the corresponding B-spline volume has the following form

\[
\sigma(\xi, \eta, \zeta) = \sum_{i=0}^{l} \sum_{j=0}^{m} \sum_{k=0}^{n} c_{i,j,k} N_i(\xi) N_j(\eta) N_k(\zeta).
\]

where \( N_i(\xi), N_j(\eta) \) and \( N_k(\zeta) \) are B-spline function with knot vectors given by boundary surfaces.

### 3.2. Trivariate parametric volume with orthogonal and uniform grid

An internal energy function of the computational domain will be used as an optimization term in a constraint optimization method to construct a computational domain with an uniform and orthogonal isoparametric grid.

In a trivariate B-spline parametrization, it has isoparametric surfaces and isoparametric curves with B-spline form as shown in Fig. 2(a). The partial derivatives at a point inside the trivariate volume are also shown in Fig. 2(b). For the trivariate parametric volume with orthogonal isoparametric surfaces, we have the following proposition.

**Proposition 3.1** A trivariate parametric volume \( \sigma(\xi, \eta, \zeta) \) has isoparametric grid with orthogonal isoparametric surfaces if and only if it satisfies the following condition

\[
\sigma_\xi \cdot \sigma_\eta = \sigma_\zeta \cdot \sigma_\eta = \sigma_\xi \cdot \sigma_\zeta = 0
\]

The above proposition indicates that a trivariate parametric volume has orthogonal isoparametric surfaces if and only if each isoparametric surface has orthogonal isoparametric net.
By minimizing the following energy functions, one can achieve isoparametric grid with orthogonal isoparametric surfaces, 
\[ \iiint |\sigma_\xi \cdot \sigma_\eta| + |\sigma_\xi \cdot \sigma_\xi| + |\sigma_\eta \cdot \sigma_\xi| d\xi d\eta d\zeta. \] (7)

In view of the following inequalities,
\[ |\sigma_\xi \cdot \sigma_\eta| \leq \frac{\| \sigma_\xi \|_2 \| \sigma_\eta \|_2}{2} \]
\[ |\sigma_\xi \cdot \sigma_\xi| \leq \frac{\| \sigma_\xi \|_2 \| \sigma_\xi \|_2}{2} \]
\[ |\sigma_\eta \cdot \sigma_\xi| \leq \frac{\| \sigma_\eta \|_2 \| \sigma_\xi \|_2}{2} \]

we replace (7) with
\[ \iiint \| \sigma_\xi \|_2^2 + \| \sigma_\eta \|_2^2 + \| \sigma_\xi \|_2^2 d\xi d\eta d\zeta. \] (8)

The energy functions (8) can be seen as the trivariate generalization of stretch energy in (5). The strain energy of parametric surface is related to the uniformity of the iso-parametric net as shown in (5). Then we can generalize the strain energy in trivariate form as follows:
\[ \iiint (\| \sigma_\xi \|_2^2 + \| \sigma_\eta \|_2^2 + \| \sigma_\xi \|_2^2 + \| \sigma_\zeta \|_2^2) d\xi d\eta d\zeta. \] (9)

+2 \| \sigma_\eta \|_2 + 2 \| \sigma_\xi \|_2 + 2 \| \sigma_\zeta \|_2) d\xi d\eta d\zeta.

In summary, combining (5) and (9), we use the following optimization term as objective function,
\[ \min \iiint (\| \sigma_\xi \|_2^2 + \| \sigma_\eta \|_2 + \| \sigma_\zeta \|_2^2) d\xi d\eta d\zeta. \]

\[ +\omega(\| \sigma_\xi \|_2^2 + \| \sigma_\eta \|_2 + \| \sigma_\zeta \|_2^2) +2 \| \sigma_\eta \|_2 +2 \| \sigma_\zeta \|_2 +2 \| \sigma_\eta \|_2) d\xi d\eta d\zeta. \]

where \( \omega \) is a positive constant.

3.3. Non-linear constraint optimization method for volume parameterization

After introducing the quadratic energy function in subsection 3.2, the following constraint optimization algorithm can be obtained based on the non-linear sufficient condition in subsection 2.4.

Input: six boundary B-spline surfaces
Output: inner control points and the corresponding B-spline volume parameterization

- Construct the initial inner control points as in subsection 3.1
- Construct the constraints condition (4) from boundary B-spline surfaces as in Section 2
- Solve the following constraint optimization problem by using sequential quadratic programming (SQP) for short method

\[ \text{min} \iiint (\| \sigma_\xi \|_2^2 + \| \sigma_\eta \|_2^2 + \| \sigma_\zeta \|_2^2) \]
\[ +\omega(\| \sigma_\xi \|_2^2 + \| \sigma_\eta \|_2^2 + \| \sigma_\zeta \|_2^2) +2 \| \sigma_\eta \|_2 +2 \| \sigma_\zeta \|_2 +2 \| \sigma_\eta \|_2) d\xi d\eta d\zeta. \]

s.t. \[ \begin{cases} 
H_0(c_{i+1,j,k} - c_{i,j,k}) > 0, & H_1(c_{i+1,j,k} - c_{i,j,k}) < 0, \\
H_2(c_{i+1,j,k} - c_{i,j,k}) > 0, & H_3(c_{i+1,j,k} - c_{i,j,k}) > 0, \\
H_0(c_{i,j+1,k} - c_{i,j,k}) > 0, & H_1(c_{i,j+1,k} - c_{i,j,k}) > 0, \\
H_2(c_{i,j+1,k} - c_{i,j,k}) > 0, & H_3(c_{i,j+1,k} - c_{i,j,k}) > 0, \\
H_0(c_{i,j,k+1} - c_{i,j,k}) > 0, & H_1(c_{i,j,k+1} - c_{i,j,k}) > 0, \\
H_2(c_{i,j,k+1} - c_{i,j,k}) > 0, & H_3(c_{i,j,k+1} - c_{i,j,k}) < 0.
\end{cases} \]
Generate the corresponding B-spline volume parameterization $\sigma(\xi, \eta, \zeta)$ as computational domain.

The first method is a non-linear constraint optimization algorithm, it can be used also for more general cases, including the case where the boundary injectivity cones are non-transverse. The second method is more efficient because the constraint conditions are linear and easy to compute. Fig. 3 shows a 3D example, which is drawn partly to illustrate the interior information of the volume. The given boundary B-spline surfaces and curves are shown in Fig. 3 (a) and 3 (b). Fig. 3 (c) presents the initial volume parametrization of computational domain constructed by discrete Coons method. There are some self-intersections on the initial parameterization. Fig. 3 (d) shows the final volume parameterization of computational domain without self-intersections constructed by the non-linear constraint optimization method. To illustrate the quality of the parameterization, the details of the B-spline volume parameterization are presented in Fig. 3 (e) and 3 (f). The optimization result in Figure 3 (d) avoids self-intersection and gives more uniform iso-parametric grid. We use the orthogonality colormap to show the orthogonality of volume parameterization on the isoparametric grids. In this paper, the orthogonality colormap is computed according to the value of $\frac{\cos \alpha + \cos \beta + \cos \gamma}{3}$, where $\alpha$, $\beta$ and $\gamma$ are angles formed by $\sigma_\xi$, $\sigma_\eta$ and $\sigma_\zeta$. From Fig. 3 (g) and Fig. 3 (h), optimized volume parameterization in Fig. 3 (d) has better orthogonality than Coons volume parameterization. The mean value of $\frac{\cos \alpha + \cos \beta + \cos \gamma}{3}$ in the optimized volume parameterization is also given in Table 2.
4. Volume parameterization of multi-block computational domain

In this section, we propose a volume parameterization framework for multi-block computational domain based on the proposed methods in Section 3.

4.1. $C^1$ condition of trivariate B-spline parametric volumes

High continuity is one of the advantages in isogeometric analysis. For volume parameterization of multi-block computational domain, $C^1$ continuity between neighboring trivariate B-spline parametric volume is often required. Here we will propose the $C^1$ continuity conditions under which two B-spline parametric volume are differentiable. Assume that the blocks are the same degree $(p, q, r)$ and $C^0$, that is, they share a common boundary surface. Additionally, define each B-spline block over an arbitrary domain, thus we have $\sigma_1(\xi, \eta, \zeta)$ defined over $[\xi_0, \xi_1] \times [\eta_0, \eta_1] \times [\zeta_0, \zeta_1]$ and $\sigma_2(\xi, \eta, \zeta)$ defined over $[\xi_1, \xi_2] \times [\eta_0, \eta_1] \times [\zeta_0, \zeta_1]$. In order for $\sigma_1(\xi, \eta, \zeta)$ and $\sigma_2(\xi, \eta, \zeta)$ to be $C^1$ we require

$$\frac{\partial}{\partial \xi} \sigma_1(\xi, \eta, \zeta) |_{\xi = \xi_1} = \frac{\partial}{\partial \xi} \sigma_2(\xi, \eta, \zeta) |_{\xi = \xi_1} \quad (10)$$

Equation (10) shows that the two B-spline surfaces must be tangent with each other at the common boundary surface.

4.2. Multi-block volume parameterization with $C^1$ constraints

After introducing the $C^1$ condition for B-spline parametric volumes, a framework for multi-block volume parameterization can be derived.

Input: multi-block computational domain with boundary spline surfaces

Output: inner control points and the corresponding multi-block B-spline volume parameterization with $C^1$ constraints

- Construct the initial inner control points for each block $\sigma^i$ as in subsection 3.1;
- Construct the constraints condition (3) from boundary spline surfaces for each block $\sigma^i$ as in Section 2;
- Solve the following constraint optimization problem to obtain the inner control points

$$\min \sum_{\lambda=0}^{\Delta} \int \int \int (\| \sigma^\lambda_\xi \|^2 + \| \sigma^\lambda_\eta \|^2 + \| \sigma^\lambda_\zeta \|^2) \, d\xi d\eta d\zeta$$

$$+ \omega (\| \sigma^\lambda_\xi \|^2 + \| \sigma^\lambda_\eta \|^2 + \| \sigma^\lambda_\zeta \|^2 + 2 \| \sigma^\lambda_\xi \|^2 + 2 \| \sigma^\lambda_\eta \|^2 + 2 \| \sigma^\lambda_\zeta \|^2) \, d\xi d\eta d\zeta.$$ 

s.t. $G_{ijk}^\lambda > 0, \lambda = 0, ..., N$

$$\omega_{i,j,k}^{1,\lambda_1} \Delta_{i,j,k}^{1,\lambda_1} = \omega_{i,j,k}^{1,\lambda_2} \Delta_{i,j,k}^{1,\lambda_2}, i = 0, ..., l,$$

- Generate the corresponding $C^1$ multi-block B-spline volume parameterization as computational domain.

Remark 4. The continuity between input neighboring boundary B-spline surfaces on different block should be at least $C^1$.

Remark 5. The quadratic programming method proposed in Section 3 can also be extended to the multi-block case in a similar way. Different from the single-block case, the control points to be determined on the common surface between two blocks should simultaneously satisfy the geometric conditions derived from these two blocks.

5. Examples and comparison

Starting from a trivariate B-spline volume as computational domain, a general framework of an isogeometric
(a) solution field with respect to Coons parameterization 
(b) solution field with respect to optimized parameterization

(c) error colormap with respect to Coons parameterization 
(d) error colormap with respect to optimized parameterization

Fig.5. Simulation example of non-linear constraint optimization method. The colormap in (d) has the same scale as (c).

In this paper, we test the different parameterizations of computational domains for the following heat conduction problem,

\[ \nabla (\kappa (x) \nabla T(x)) = f(x) \quad \text{in } \Omega \]
\[ T(x) = T_0(x) \quad \text{on } \partial \Omega_D \]
\[ \kappa (x) \frac{\partial T}{\partial n} (x) = \Phi_0(x) \quad \text{on } \partial \Omega_N, \]

where \( x \) are the Cartesian coordinates, \( T \) represents the temperature field and \( \kappa \) the thermal conductivity. Dirichlet and Neumann boundary conditions are applied on \( \partial \Omega_D \) and \( \partial \Omega_N \) respectively, \( T_0 \) and \( \Phi_0 \) being the imposed temperature and thermal flux (\( n \) unit vector normal to the boundary). \( f \) is a user-defined source function. In this paper, the source function is defined as

\[ f(x, y, z) = -\frac{\pi^2}{3} \sin \left( \frac{\pi x}{3} \right) \sin \left( \frac{\pi y}{3} \right) \sin \left( \frac{\pi z}{3} \right). \]  

The boundary condition is specified as \( T_0(x) = 0 \) and \( \Phi_0(x) = 0 \).

For problems with unknown exact solution \( T \), suppose that \( T_h \) is the approximation solution obtained by isogeometric method, then the discrete error \( e = T - T_h \). Hence, a posteriori error assessment can be obtained by resolving the following problem,

\[ \Delta e = -f + \Delta T_h \quad \text{in } \Omega \]
\[ e = 0 \quad \text{on } \partial \Omega_D \]  

(15)

The approximation error \( e \) from (15) also has a B-spline form. In order to achieve more accurate results for above problem, some h-refinement operation should be performed. Then we can obtain a good approximation of error volume. Though it is much more expensive, we can use it as an error assessment method to show the effectiveness of the proposed construction method of computational domain.

Fig.5(a) and 5(b) presents the corresponding solution field obtained from the volume parameterization in Fig.3 (c) and Fig.3 (d) . The corresponding simulation error obtained from (15) are illustrated in Fig.5(c) and 5(d) with same scale. The final parameterization obtained by the non-linear constraint optimization method can achieve better simulation results than the initial Coons parameterization, which illustrates that the optimized volume parameterization is analysis-suitable.

Fig.6 presents a volume parameterization example with four blocks. The given boundary B-spline surfaces and
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the block partition are shown in Fig. 6(a) and 6(b). Fig. 6(c) shows the optimized volume parameterization of computational domain without self-intersections constructed by the non-linear constraint optimization method. Fig. 6(d) and 6(e) shows the corresponding solution field obtained from Coons parameterization and optimized parameterization. The corresponding simulation error obtained from (15) are shown in Fig. 6(f) and 6(g) with same scale. In order to show the effectiveness of the analysis-suitable volume parameterization, the global cross sectional view of the computational results and error colormap are illustrated. We can find that the optimized parameterization obtained by the non-linear constraint optimization method with $C^1$ continuity constraints can achieve better simulation results than the initial Coons parameterization. In order to show the $C^1$ continuity between two blocks, we compute the first derivatives at three sampling points for common boundary surfaces between $\sigma_1$ and $\sigma_2$ and the common boundary surface between $\sigma_3$ and $\sigma_2$, which are presented in Table 1.

Fig. 7 shows a volume parameterization example with five blocks. The given boundary spline surfaces and curves are shown in Fig. 7(a) and 7(b). Fig. 7(c)(d) present the optimized volume parameterization of computational domain without self-intersections by the quadratic programming method. In order to illustrate the effectiveness of the proposed method, the global cross sectional view of the orthogonality colormap is shown in Fig. 7(e).
Fig. 7. Volume parameterization example of computational domain with five blocks.
Table 1
The first derivatives at sampling points on the common boundary surfaces in Fig. 3.

<table>
<thead>
<tr>
<th>Example</th>
<th># Deg.</th>
<th># Con.</th>
<th>KVI</th>
<th># Iter.</th>
<th># CT.</th>
<th># MVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig.3</td>
<td>p = q = r = 3</td>
<td>125</td>
<td>[0,0,0,0,1,2,2,2,2]</td>
<td>5</td>
<td>2.52</td>
<td>0.2033</td>
</tr>
<tr>
<td>Fig.4</td>
<td>p = q = r = 3</td>
<td>512</td>
<td>[0,0,0,0,1,2,3,3,3,3]</td>
<td>9</td>
<td>4.13</td>
<td>0.2567</td>
</tr>
<tr>
<td>Fig.5</td>
<td>p = q = r = 2</td>
<td>320</td>
<td>[0,0,0,1,2,2,2,2,2]</td>
<td>8</td>
<td>3.35</td>
<td>0.1356</td>
</tr>
</tbody>
</table>

Quantitative data of volume parameterization method presented in Fig.3, Fig.4, and Fig.5 are summarized in Table 2.

Table 2
Quantitative data for volume parameterization in Fig.3, Fig.4, and Fig.5. # deg.: degree of B-spline parameterization; # con.: number of control points; KVI: knot vector information; # iter.: number of optimization iterations; # CT.: computational time in seconds; # MVA: mean value of orthogonality metric.

<table>
<thead>
<tr>
<th>Example</th>
<th># Deg.</th>
<th># Con.</th>
<th>KVI</th>
<th># Iter.</th>
<th># CT.</th>
<th># MVA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig.3</td>
<td>p = q = r = 3</td>
<td>125</td>
<td>[0,0,0,1,2,2,2,2,2]</td>
<td>5</td>
<td>2.52</td>
<td>0.2033</td>
</tr>
<tr>
<td>Fig.4</td>
<td>p = q = r = 3</td>
<td>512</td>
<td>[0,0,0,1,2,3,3,3,3,3]</td>
<td>9</td>
<td>4.13</td>
<td>0.2567</td>
</tr>
<tr>
<td>Fig.5</td>
<td>p = q = r = 2</td>
<td>320</td>
<td>[0,0,0,1,2,2,2,2,2,2]</td>
<td>8</td>
<td>3.35</td>
<td>0.1356</td>
</tr>
</tbody>
</table>

6. Conclusion
Analysis-suitable volume parameterization of computational domain plays an important role in isogeometric analysis as mesh generation in finite element analysis. In this paper, volume parameterization problem of multi-block computational domain in isogeometric applications is studied. This problem is solved in a constraint optimization framework, in which the constraint condition is the injectivity sufficient conditions of B-spline volume parameterization, and the optimization term is the minimization of quadratic energy functions related to the first and second derivatives of B-spline volume parameterization. The resulted volume parameterization has no self-intersections, and the isoparametric structure has good uniformity and orthogonality. Finally, the continuity condition between the neighbor B-spline volume are added into the constraint term to achieve a multi-block volume parameterization. Several examples are presented to show the effectiveness of the proposed method.

In the future, we will investigate the impact of boundary surfaces on the volume parameterization results. For a given CAD model, how to obtain an effective volume partition is also an interesting topic for isogeometric applications.
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