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Abstrat: As Map-Redue emerges as a leading programming
paradigm for data-intensive omputing, today's frameworks whih
support it still have substantial shortomings that limit its potential
salability. In this paper we disuss several diretions where there
is room for suh progress: they onern storage e�ieny under
massive data aess onurreny, sheduling, volatility and fault-
tolerane. We plae our disussion in the perspetive of the urrent
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evolution towards an inreasing integration of large-sale distributed
platforms (louds, loud federations, enterprise desktop grids, et.). We
propose an approah whih aims to overome the urrent limitations
of existing Map-Redue frameworks, in order to ahieve salable,
onurreny-optimized, fault-tolerant Map-Redue data proessing on
hybrid infrastrutures. This approah will be evaluated with real-
life bio-informatis appliations on existing Nimbus-powered loud
testbeds interonneted with desktop grids.

Keywords: Map-Redue, loud omputing, desktop grids, hybrid
infrastrutures, bio-informatis, task sheduling, fault tolerane

1 Introdution

The �data-intensive siene� is emerging as a new paradigm for sienti� disovery

that re�ets the inreasing value of observational, experimental and omputer-

generated data in virtually all �elds, from physis to the humanities and soial

sienes. As the volumes of generated data beome inreasingly higher, urrent

solutions for data storage and proessing show their limitations. In this ontext,

Map-Redue has arisen as a promising programming paradigm. Initially pushed by

Google, it rapidly gained interest among a large number of loud servie providers,

mainly for its potentially high performane salability for data-intensive analysis.

At the ore of Map-Redue frameworks stays a key omponent with a huge

impat on their performane: the storage layer. To enable salable parallel data

proessing, this layer must meet a series of spei� requirements. First, e�ient

�ne-grained aess to huge �les is needed, sine Map-Redue appliations deal with

a very large number of small reords of data. Seond, a high throughput needs to

be sustained when a large number of lients aess the same �les onurrently.

Handling massively onurrent reads AND writes is here an important hallenge. A

popular optimization tehnique employed in today's Map-Redue frameworks is to

leverage loality by shipping the omputation to nodes that store the input data;

the goal is to minimize data transfers between nodes. For this reason, the storage

layer must be able to provide the information about data loation. This data

layout exposure helps the framework to e�iently ompute smart task shedules

by plaing tasks as lose as possible to the data they need.

Although speialized �le systems have been designed to address some of

these ritial needs (e.g. HDFS [22℄, GoogleFS [8℄), they still have several major

limitations. Most Map-Redue appliations proess a huge number of small �les,

often in the order of KB: text douments, pitures, web pages, sienti� datasets,

et. Eah suh objet is typially stored by the appliation as a �le in a distributed

�le system or as an objet in a speialized storage servie. With the number of �les

easily reahing the order of billions, a heavy burden lies on the underlying storage

servie, whih must e�iently organize the diretory struture suh that it an

e�iently lookup �les. Therefore, one important hallenge is to �nd salable ways

to organize data and to avoid omplex namespaes that are slow to browse and
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maintain. Another limitation regards the metadata entralization. In their original

�avor, HDFS and GoogleFS use a single-node namespae server arhiteture,

whih ats as a single ontainer of the �le system metadata. Deentralization is a

promising alternative, but it an be soure of metadata onsisteny issues.

More importantly, the existing storage approahes also su�er from limited

throughput under heavy aess onurreny. HDFS does not support onurrent

writes to the same �le, and the data annot be overwritten nor appended

to. While HDFS is not optimized for small I/O operations, it uses lient side

bu�ering to improve the throughput. An important hallenge is to de�ne a

onsisteny semantis and to implement a onurreny ontrol mehanism for

it to sustain a high throughput under heavy onurreny, while o�ering a lear

set of semanti guarantees. Moreover, dediated fault tolerane mehanisms whih

e�iently leverage the spei�s of Map-Redue software arhitetures are needed,

as traditional solutions employed by urrent systems do not appear satisfatory

enough.

Finally, an important hallenge regards the target exeution infrastrutures.

While the Map-Redue programming model has beome very visible in the loud

omputing area, it is also subjet to ative researh e�orts on other kinds of large-

sale infrastrutures, suh as desktop grids. We laim that it is worth investigating

how suh e�orts (urrently done in parallel) ould onverge, in a ontext where

large-sale distributed platforms beome more and more onneted together.

The work presented in this position paper introdues an approah whih

aims to overome the limitations mentioned above, in order to ahieve salable,

onurreny-optimized, fault-tolerant Map-Redue data proessing on hybrid

infrastrutures relying on louds and desktop grids. We are designing and

implementing our approah through an original arhiteture for salable data

proessing: it ombines two approahes, BlobSeer [16℄ and BitDew [7℄, whih have

shown their bene�ts separately (on louds and desktop grids respetively) into

a uni�ed system. The global goal is to improve the behavior of Map-Redue-

based appliations on the target large-sale infrastrutures. We will experiment

the e�etiveness of our approah on Nimbus louds in onnetion with desktop

grid testbeds, with real-life workloads generated by data mining bio-hemistry and

bioinformatis appliations.

This Frenh-Amerian ollaborative researh work is supported by the

Frenh National Researh Ageny in the framework of the MapRedue projet

(http://mapredue.inria.fr, ANR-10-SEGI-001).

2 Motivations

2.1 An Appliation Case Study

In this work we onsider a motivating senario oming from the bio-hemistry

area: it onerns protein struture analysis. Proteins are major omponents of

life, involved in lots of biohemial reations and vital mehanisms. Proteins also

strongly partiipate to the moleular infrastruture of organisms (ell, organs,

tissues). The three-dimensional (3D) struture of a protein is essential for its

funtion and for its partiipation to the whole metabolism of a organism. However,
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Target Data size (models) Time

Ara H1 23 3 h 18 m

Ara H1 3,541 73 h 10 m

Figure 1 Computation time in drug and food allergy experiments with SuMo

due to experimental limitations, few strutures of proteins have been determined

with respet to the number of known protein sequenes. Indeed, there are roughly

60,000 strutures referened in a unique database, the Protein Data Bank (PDB),

whereas millions of protein sequenes are reorded in tens of other databases. To

model the struture of a protein or to infer its funtion, an usual way is to ompare

its strutural model to the whole set of known strutures.

The SuMo (Surf the Moleules) [11℄ appliation permits oarse-grain

omparisons of two protein strutures. SuMo performs strutural protein analysis

by omparing the struture of the protein against a set of referene strutures

stored in a database. SuMo an for example make a omparison of a set of protein

strutures against the whole PDB, representing hundreds of gigabytes of data. The

method is available online as a web portal opened to the sienti� ommunity [10℄.

The SuMo software was used to determine ross reation allergy. An allergen

database was reated with the Modeome tool, whih is an automati homology

modeler. From 6,000 initial allergen sequenes, 3,541 models were omputed and

the database was onverted in SuMo format. The experiment was done with

this database and the "arahide Ara H1" allergen as the query omponent.

The omputations were ran on an intel Xeon 5160 3.00GHz 4-CPU 4GB RAM

omputer with a CentOS linux distribution. A �rst run was done with this allergen,

pairwise ompared to a set of 23 models. The omputation time was 3 hours and

18 minutes, using full-time three CPU-ores. In the seond run, the allergen was

ompared to a larger set, the whole 3,541-models database, and required 73 hours

and 10 min (see the table in Figure 1). The results were ompared to the literature,

showing a great onordane with previous works.

The hallenge now is to analyze larger datasets with the SuMo method,

taking advantage of a Map-Redue framework over a loud omputing hardware

on�guration or a hybrid testbed onsisting of multiple louds or ombining

louds with (enterprise) desktop grid testbeds. The goal is to de�ne the optimal

on�guration to split the data to �t the "Map" step. This �rst step onsists in

ompiling the referene database and storing it aording to the data plaement

rules of the used loud. The seond step, the "Redue" one, onsists in �ltering

and gathering the results, for example with a �lter putting a threshold on the top

10 hits.

For pharmaeutial and bioteh industries, suh an implementation running

over a loud omputing faility opens several new appliations for drug design.

Rather than searhing for 3D similarities into strutural-biology data, it ould

beome possible to lassify the entire strutural spae and to periodially update

all derivative preditive models with new experimental data. This is a typial

data-intensive appliation that an leverage the Map-Redue model for a salable

exeution on large-sale distributed platforms. Having a loud- and dektop-grid-

enabled version of SuMo will also be representative and help to de�ne best



Map-Redue-based Data-Intensive Appliations 5

praties for the usage of other bioinformatis appliations on the louds and on

hybrid infrastrutures.

2.2 On the Usefulness of Hybrid Infrastrutures

The goal of this work is to investigate ways to ahieve salable Map-Redue

proessing on emerging large-sale distributed infrastrutures. In the �rst plae,

we onsider loud infrastrutures as made available today by IaaS (Infrastruture-

as-a-Servie) loud servie providers. As mentioned in Setion 1, data storage

failities available on suh louds are still rudimentary and do not �t the needs

of data-intensive appliations with substantial requirements in terms of highly

onurrent data sharing. Making progress in this diretion is our �rst goal.

Seond, we also onsider Desktop Grids as a type of large-sale infrastruture with

spei� harateristis in terms of volatility, reliability, onnetivity, seurity, et.

In the general ase, Desktop Grids rely on resoures ontributed by volunteers.

Enterprise Desktop Grids are a partiular ase of Desktop Grids whih leverage

unused proessing yles and storage spae available within an enterprise. Making

suh failities available to external users is atually at the origin of the Cloud

Computing onept! The emergene of loud infrastrutures has opened new

perspetives to the development of Desktop Grids, as new types of usage may

bene�t from a hybrid, simultaneous use of these two types of infrastrutures.

We envision a typial senario where an enterprise would not use dediated, on-

site hardware resoures for a partiular need for data-intensive analysis (e.g.,

to proess ommerial statistis): it would rather rely on free unused internal

resoures (using the Enterprise Desktop Grid model) and, in extension to them,

would rent resoures from the loud when needed. Both arhitetures are suitable

for massively parallel proessing. This is a sample senario that ould bene�t

from the potential advantages of using suh hybrid infrastrutures. Finally, more

omplex ombinations of platforms resulting from the use of multiple louds in

extension to an Enterprise Desktop Grid, for instane, an be imagined. The

general arhiteture we are proposing an ope with suh a general senario.

3 Our Proposal: Global Arhiteture Overview

Our �rst fous is the data storage and management arhiteture, whih aims

to enable highly-salable Map-Redue-based data proessing on various physial

platforms: louds, desktop grids or hybrid infrastrutures built by ombining

these two. To build this arhiteture, we hoose to rely on two building bloks

whih have already shown their bene�ts, as shown in Figure 2. One of them is

BlobSeer [16℄, a distributed data management system that ombines distributed

metadata management with multi-versioning tehniques to enable �ne-grain aess

to massive, distributed data under heavy onurreny. Preliminary studies [20℄

with BlobSeer as a storage substrate in Map-Redue frameworks for Hadoop-like

�le systems have already demonstrated substantial gains for many aess patterns

whih exhibit onurreny: onurrent reads to the same �le, onurrent writes

to the same �le, onurrent reads (or writes) to di�erent �les. Consequently,

BlobSeer appears as an appropriate approah that outperfoms Hadoop's HDFS
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Figure 2 The global arhiteture of the hybrid approah.

�le systems for Map-Redue proessing on louds. BitDew [7℄, a data-sharing

platform for desktop grids, is the omplementing building blok. Within BitDew,

we design a new network of storage peers. As usual, it handles ontent delivery,

but also, more originally, the main olletive data operations whih exist in Map-

Redue, namely the Satter (distribution of �le hunks), Shu�e (redistribution of

intermediate outputs) and Combine (assemblage of the �nal result) phases. These

two data management systems will be used in onjuntion to experiment with

hybrid infrastrutures.

Seond, we aim to introdue new sheduling tehniques for large exeutions of

Map-Redue instanes, able to sale over heterogeneous platforms (see Setion 5).

From the low level details of the sheduling of instane reations to the sheduling

of map and redue tasks over various platforms, we integrate sheduling heuristis

at several levels of the software suite.

Finally, we explore tehniques to improve the exeution of Map-Redue

appliations on large-sale infrastrutures with respet to fault tolerane and

seurity (detailed in Setion 6). As eah of these aspets alone is a onsiderable

hallenge, our goal is not to address them in an extended way: we will rather

fous on a few spei� aspets related to the support of the Map-Redue paradigm

on louds and on desktop grids. Given the dynami nature of suh platforms

and the long runtime and resoure utilization of Map-Redue appliations, an

e�ient hekpoint-restart mehanism beomes paramount in this ontext. We

propose a solution to this hallenge that aims at minimizing the storage spae and

performane overhead of hekpoint-restart.
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4 Fous: Data Storage Arhiteture

4.1 Conurreny-optimized Storage and Proessing on Clouds: BlobSeer

In this setion we introdue BlobSeer [16℄, a onurreny-optimized data-

management system for data-intensive distributed appliations. BlobSeer an help

to overome some of the limitations presented in Setion 1 and to provide new

perspetives in the ontext of loud data storage. To meet the spei� requirements

of Map-Redue based data-intensive appliations for large-sale infrastrutures, the

BlobSeer system was designed to omply with the following priniples:

Massive unstrutured data.

In BlobSeer, data is organized as a set of large, unstrutured sequenes of

bytes, denoted BLOBs (Binary Large Objets), uniquely identi�ed. This ensures

data-loation transpareny, allowing users to aess data only by knowing a

simple identi�er, instead of being aware of the loation of a spei� piee of

data. Furthermore, ompating many KB-sized �les generated by distributed

appliations into huge �les enhanes salability by reduing the management

overhead of many �lenames and assoiated namespae hierarhies. However, to

provide a useful tool for proessing suh data, BlobSeer also provides an interfae

for �ne-grained aess to the stored data sequenes, enabling onurrent proesses

to retrieve the needed data bloks without needing to sequentially searh through

the whole BLOB.

Data striping.

Eah BLOB is split into equally-sized hunks whih are distributed aross multiple

storage nodes. The size of eah BLOB is spei�ed by the user, so that it an be

�ne-tuned aording to the needs of the appliations. BlobSeer is able to ahieve

high aggregate transfer rates due to the balaned hunk distribution among storage

nodes, espeially when onsidering many simultaneous lients that require aess

to non-overlapping hunks of the same BLOB.

Distributed metadata management.

In BlobSeer, metadata denotes the information needed to map the loation of

eah BLOB hunks on the storage nodes. Eah hunk is uniquely identi�ed in the

system by its BLOB identi�er, o�set within the BLOB and size. Suh information

is stored on spei�ally designed nodes and is employed by the users to disover

the loation of eah hunk that has to be retrieved. Distributing metadata also has

an additional advantage, namely it an eliminate single points of failure when the

metadata are repliated aross multiple servers.

High throughput under heavy onurreny.

This requirement is addressed in an original way through versioning-based

onurreny ontrol. In BlobSser, data is never overwritten. Instead, eah new

WRITE performed on a spei� BLOB results in a new version. Eah BLOB
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Figure 3 The arhiteture of the BlobSeer system.

version stores only the di�erential update with respet to the previous versions,

but exposes the whole BLOB obtained as a result of the WRITE operation.

This approah enables an e�ient implementation of onurrent updates of the

same BLOB, by onsidering all data and metadata immutable. Furthermore,

a versioning-based design allows for a omplete deoupling between onurrent

READ and WRITE operations performed on the same BLOB.

The arhiteture of BlobSeer is based on a set of distributed entities illustrated

in Figure 3.

Data providers host data hunks. Eah data provider is implemented as a high-

performane key-value store, whih supports fast upload or download of data

hunks. This in-memory ahe is baked by a persisteny layer built on top

of BerkleyDB, an e�ient embedded database.

The provider manager is responsible for assigning data providers to the

WRITE requests issued by users, using a on�gurable strategy. The default

strategy is to selet the provider that stores the smallest number of hunks

and the smallest number of pending WRITE requests. More omplex

strategies an be implemented if the system has aess to more detailed

information about the state of the data providers and the user requirements.

Metadata providers keep trak of the hunks distribution aross data providers.

For eah BLOB, the metadata is organized as a distributed segment tree

where eah node orresponds to a version and to a hunk range within that

version. Eah leaf overs just one hunk, reording the information about

the data provider where the page is physially stored. The metadata trees

are stored on the metadata providers, whih are proesses organized as a

Distributed Hash Table.

The version manager ensures the serialization of the onurrent WRITE

requests and the assignment of version numbers for eah new WRITE

operation. Its goal is to reate the illusion of instant version generation, so
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that this step does not beome a bottlenek when a large number of lients

onurrently update a spei� BLOB.

The lient library makes available an aess interfae to appliations. The lient

supports the following operations: CREATE BLOBs, READ, WRITE or

APPEND ontiguous ranges of bytes.

A typial setting of the BlobSeer system involves the deployment of a few

hundreds data providers, storing BLOBs of the order of the terrabytes. The typial

size for a hunk within a BLOB an be smaller than 1 MB, whene the hallenge

of dealing with hundreds of thousands of hunks belonging to just one BLOB.

BlobSeer provides e�ient support for heavily-onurrent aesses to the stored

data, reahing a throughput of 6.7 GB/s aggregated bandwidth for a on�guration

with 60 metadata providers, 90 data providers and 360 onurrent writers, as

shown in [15℄.

4.2 BSFS: BlobSeer File System for Map-Redue

We integrated BlobSeer with Hadoop, by building a BlobSeer-based �le system

(BSFS), that an suessfully be used as storage bakend for Map-Redue

appliations exeuted with Hadoop [20℄. BSFS an be used as both a stand-alone

DFS and as a replaement for HDFS in the Hadoop framework. BSFS takes

advantage of BlobSeer's features to provide high I/O throughput and to sustain it

under highly-onurrent aess to data. To this end, we implemented an API on

top of BlobSeer, with several funtionalities:

Managing the �le system namespae : The BSFS layer keeps the �le system

metadata and diretory struture, i.e., the information regarding �le

properties and the hierarhy of �les and diretories.

Mapping �les to BLOBs : BlobSeer o�ers a �at storage spae, in whih data is

kept in BLOBs uniquely identi�ed in the system by a key. In order to use

BlobSeer as a regular DFS, BSFS maps eah �le to a BLOB, by assoiating

the �le name to the BLOB id.

Implementing the Hadoop API : By implementing the �le system interfae

through whih Hadoop aesses its storage bakend, BSFS an serve as

storage for Map-Redue appliations running on top of Hadoop. Moreover,

BSFS an at as a stand-alone DFS that an be aessed through an HDFS-

like �le system interfae.

Communiation between lients and BSFS is kept to a minimum, only for

operations onerning the �le system metadata; data aesses are performed

through a diret ommuniation between the lient and the BlobSeer storage

nodes. BSFS also implements lient-side bu�ering to redue overhead. This

onsists in prefething a whole hunk when a read of 4 KB is issued, and in

olleting the small reords issued as �nal output until the data olleted reahes

at least the size of a hunk (64 MB by default). Hene, the atual reads and

writes from/to the underlying storage layer are performed on data large enough to

ompensate for network tra� overhead.
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The bene�ts of using BSFS as storage layer for Map-Redue appliations were

validated through large-sale experiments; these tests ompare BSFS and HDFS in

di�erent senarios. They show a substantial gain in exeution time with respet to

HDFS (in the order of 35%). Moreover, BSFS has additional funtionalities that

HDFS does not support: onurrent appends, onurrent writes at random o�sets

and versioning.

4.3 Data-intensive on Desktop Grids: BitDew

This setion presents a Map-Redue implementation targeted at Desktop Grids.

Desktop Grids harvest omputing and storage power of volunteer idle desktop

omputers. Very large platforms like Boin [1℄ proved that volunteer peers an

provide huge storage potential.

The hallenge we address here is to broaden the sope of appliations that

an bene�t from Desktop Grids. The typial appliation lass for this platform

are Bag-of-Tasks appliations omposed of independent tasks with small input

and output data. We prove that granted we overome several hallenges, Desktop

Grids are able to run Map-Redue omputations. The �rst hallenge omes

from the di�ulty of performing the olletive �le operations neessary during

the shu�e phase when intermediate results are exhanged between the Map

and Redue phases. The di�ulty omes from the volatility of hosts, unstable

network onditions, the presene of NATs and �rewalls that make olletive

ommuniations di�ult to ahieve. The seond hallenge omes from the high

volume of intermediate results that makes it impratial to send them all bak to

the server. Result erti�ation neessary to guarantee that the results have not

been falsi�ed by maliious volunteers [21℄ must be performed in a deentralized

fashion, when it is usually entralized on existing Desktop Grid platforms. The

third hallenge omes from the dependenies between Redue and Map tasks that

an slowdown the whole proess when hosts are too volatile and some perform

muh slower than the others.

For Map-Redue to perform e�iently on Desktop Grids, we propose several

solutions relying on lateny hiding, distributed result heking through repliation

of data and tasks and barrier-free redution.

4.4 Arhiteture of Map-Redue over BitDew

In this setion we present key BitDew features and optimizations needed to run

Map-Redue omputations on Internet Desktop Grids.

BitDew [7℄ is a middleware developed at INRIA; its primary goal is

to provide high-level APIs to manage large data-sets on hybrid distributed

infrastrutures omposed of Desktop Grids, Clouds and Grids. BitDew takes are

of fault tolerane, data sheduling and supports several data transfer protools

transparently. These features involve deisions that are driven by data attributes

provided by the programmer.

Our Map-Redue implementation [24℄ relies on BitDew to ope with the

di�ulty of using Desktop Grids. Using the data attributes desribed above,

we set dependenies between map inputs, the mappers, intermediate results, the
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reduer and the �nal result. The BitDew runtime will use the dependenies to

automatially reate a data �ow between the nodes. It will plae data on volunteer

omputers and deal with faults as they our, repliating data items on di�erent

nodes when neessary.

In the remaining of this setion we present important features and

optimizations that have been designed spei�ally to address Internet Desktop

Grid platforms.

Lateny Hiding. To hide the high lateny aused by Internet network onditions,

NATs, and �rewalls, we overlap ommuniations with omputation. BitDew o�ers

asynhronous APIs to several synhronous transfer protools suh as HTTP and

FTP. Workers are multi-threaded so that a maximum number of Map and Redue

threads an be on�gured and inoming tasks are enqueued as soon as they are

reeived.

Colletive File Operation. Map-Redue requires a set of olletive

ommuniations inherited from parallel programming. These operations are

1) Distribution, used to distribute the initial �le hunks, 2) Shu�e, used to

distribute intermediate results between Mappers and Reduers and 3) Combine,

used by the master node to ollet the �nal result. To implement suh olletive

operations in BitDew, we designed DataColletion, used to manipulate a olletion

of data as a single objet, and DataChunk that are individual items of a

DataColletion.

Fault Tolerane. To deal with nodes joining and leaving the omputation during

a Map task, we simply re-shedule the task data to another node. When a Redue

task fails, we distribute all the intermediate results to a di�erent Redue worker.

This is ahieved by setting an a�nity attribute between the Redue job and

the intermediate results. File transfer failures tolerane is done internally by the

BitDew runtime.

Barrier-Free Computation. Host hurn neessitates that the barriers present

in traditional Map-Redue implementations be removed. To avoid barriers we

dupliate input data and intermediate results. Reduer nodes examine their queue

and keep only the last version of intermediate �les when dupliates exist, so

the �rst version of an intermediate result is redued. Additionally, Redue tasks

an work on segments of a key interval. Thus, unlike traditional Map-Redue

implementations, Redue nodes start working as soon as intermediate results are

available. The reduer knows when its task is �nished beause the number of data

hunks and the number of reduers are known in advane. Repliation and early

redution allows to eliminate the barrier between Map and Redue tasks.

Sheduling. We follow the usual Map-Redue paradigm of moving the

omputation where the data resides. Map-Redue on BitDew uses a two-level

sheduler. The �rst level is the BitDew sheduler that plaes data on nodes

aording to attributes. The seond level is the master node; it detets laggers

(nodes that slow down the whole omputation taking too muh time to perform

a single task) and an in suh ase inrease the data repliation so that another

node an take over the same task.

Distributed Result Cheking. As Desktop Grid an always ontain several

maliious volunteers, result erti�ation is neessary. In this ontext, intermediate
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results might be too large to be sent bak to the server to perform this erti�ation,

so it has to be deentralized. Here we use the majority voting erti�ation

algorithm [14℄. Input �les, Map tasks and thus intermediate results are repliated

and sent to reduers. One a reduer has reeived at least n of p intermediate

results, it ompares them and keeps the one that appears the most. Redue tasks

are repliated as well and the master node takes are of heking the Redue

outputs.

5 Sheduling Issues

The Map-Redue paradigm has been designed in order to simplify the task of

the appliation programmer using a large set of nodes to perform data intensive

omputations. The frameworks implementing the Map-Redue paradigm have to

shedule the Map and Redue tasks. There are several plaes in a Map-Redue

framework where optimized shedulers are needed. This inludes hoosing the

amount of data eah node has to proess, how to rebalane the data in order

to make eah node get the data it has to proess and hoosing the order of the

transfers between the Map and Redue tasks.

5.1 Previous Work

The main goal of the sheduling phase an be to minimize the makespan. Taking as

muh parameters into aount as possible makes the shedule loser to the global

optimal solution. The data proessed by the Map funtion is made blok by blok.

Thus, omputing the amount of data to be proessed by every node is an integer

variables problem. However, as desribed by the Divisible Load Theory [3℄, this

kind of problem an be solved as a real variables problem and then rounded to

integers. This allows to ompute e�iently a shedule from what is known about

the platform and about the transfer that will happen just after the end of the Map

omputation.

Berlinska and Drozdowski [2℄ took a similar approah where they use the

Divisible Load Theory to ompute the amount of data proessed by eah node

taking into aount the time needed to transfer data between the Map and Redue

tasks.

In their model, it is onsidered that the Map and Redue operations are

performed by distint nodes. This is a simpli�ation that eliminates the need for

a speial ase where a node would transfer the data to itself. Every node starts

sequentially. That means that a given node annot start before the previous node

has �nished its sequential startup. Then, it is assumed that every node has aess

to the data without ontention, so that the time needed for the Map operations to

�nish is diretly proportional to the amount of data to proess. The same happens

for the transfers between the Map and Redue tasks. Moreover, it is onsidered

that every mapper node will have the same amount of data to send to every

reduer node. And �nally, there is a one-port onstraint that means that every

node an send or reeive data to / from only one node at the same time and the

number of parallel transfer is limited.



Map-Redue-based Data-Intensive Appliations 13

Given their transfer sheduling algorithm, they have to use a linear program

to ompute the data size for eah mapper node to proess. This is quite a heavy

omputation that does not sale very well.

5.2 Communiations Optimization

In our work, we use the same model as Berlinska and Drozdowski and the same

onstraints. Under ertain irumstanes, the result given by the linear program

shows some remarkable regularities. Espeially, the omputations end just when

the �rst transfer of the previous node ends. This allows to simplify the linear

program whih beomes a linear system. This linear system an be solved in O(m)
time, with m being the number of mapper nodes, whih makes it sale muh better

than a linear program.

Another observation about the results from Berlinska and Drozdowski is that

they use a stati transfer sheduler whih leads to a suboptimal bandwidth usage.

By using a sheduler that starts the transfers as soon as possible, still enforing

the same onstraints on the order in whih they may happen, we an redue the

transfer duration by around 15 - 20%.

We also tried to release some onstraints on the order of the transfers and allow

the transfers with higher priority to preempt other transfers. This always leads to

an improvement of the transfer time, but the improvement is then negligible.

In the near future we plan to implement this in the global framework trying

to take into aount the data management by BlobSeer or BitDew. We also plan

to implement a feedbak from the ompute nodes to the master node in order to

adjust the shedule with respet to some measured parameters like the proessing

speed or some other hard-to-guess parameters of the model.

6 Handling Fault Tolerane

The Map-Redue paradigm was designed spei�ally to sale, being able to take

advantage of the omputational resoures in large dataenters. However, due to

the large amount of resoures needed to run Map-Redue appliations and the

fat that they run on ommodity hardware, failures are rather the norm than

the exeption [25℄. Thus, fault tolerane beomes a ritial issue that needs to be

addressed.

Due to the similarities between Map-Redue and the master-worker paradigm,

prodution-ready Map-Redue frameworks handle fault tolerane by simply

resheduling the failed tasks for another exeution until they sueed. This sheme

has an important advantage: it is easy to design and implement. However, its

performane is highly dependent on the omplexity of the tasks: if they take a

long time to �nish and involve a lot of resoures, then a simple resheduling

wastes a lot of omputational resoures. As an example, onsider the ase of

sienti� appliations that an be solved using Map-Redue but whose mappers

annot be expressed as simple, short omputations. In this ase, the mappers

are rather omplex and need to be expressed as mini-instanes of tightly-

oupled omputations. Taken to the extreme, these mini-instanes might beome

omplex enough to even need to be distributed themselves. In this ontext, simple
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resheduling is not enough and needs to be omplemented with more advaned

approahes than an deal with suh omplex mappers.

We propose the use of Chekpoint-Restart (CR) [6℄ to address this issue:

fault tolerane for omplex mappers is ahieved by saving reovery information

periodially during failure-free exeution and restarting from that information

in ase of failures, in order to minimize the wasted omputational time and

resoures. Although extensively studied in the ontext of High Performane

Computing (HPC) appliations, CR faes an important hallenge in our ontext:

it needs to adapt to the dataenter infrastruture typially used for Map-Redue

appliations, i.e. build out of ommodity hardware. With the growing popularity

of Infrastrutrue-as-a-Servie (IaaS) louds, this infrastruture also inludes a

virtualization layer that isolates Map-Redue workloads in their own virtual

environment. We fous our e�orts in this diretion.

To this end, we rely on BlobCR (BlobSeer-based Chekpoint-Restart) [18℄, a

hekpoint-restart framework spei�ally optimized for tightly-oupled sienti�

omputations that were written using a message passing system (e.g. MPI [9℄) and

need to be ported to IaaS louds.

Unlike traditional HPC infrastrutures, IaaS louds typially feature loal disk

storage that does not generate operational osts (i.e. it an be used �for free� by the

user). Leveraging loal storage is a ommon senario for Map-Redue appliations:

it has the potential to both improve I/O performane and ut on operational osts

ompared to the typial solution of using a parallel �le system. However, loal disk

storage is not guaranteed to survive beyond the life-time of a VM, whih an at any

point be terminated due to failures. Thus, one hallenge we address is to extend

CR for the senario where data is stored on the loal disk rather than a parallel

�le system. Doing so enables us to support an important CR feature that is not

available on traditional HPC infrastrutures: the ability to roll bak �le system

hanges.

To ahieve this, BlobCR introdues a dediated hekpoint repository that

is able to take inremental snapshots of the whole disk attahed to the virtual

mahine (VM) instanes. More spei�ally, during normal exeution, all writes of

the appliation proesses are performed on the virtual disk. When a hekpoint

needs to be taken, the state of the proesses are saved into �les on the virtual disk

and then a snapshot of the virtual disk is taken. This works either at appliation-

level, where the proess state is managed by the appliation itself, or at proess-

level, where the proess state is aptured transparently at the guest operating

system level using tools suh as BLCR [5℄. Obviously, a mehanism must exist

that enables the appliation to request snapshots of its virtual disk, whih an

be taken only by the physial mahine. To this end, BlobCR exposes a speial

remote API inside the VM mahine instanes. Synhronization of the snapshots to

re�et a globally onsistent hekpoint is the responsibility of the hekpointing

protool. If a VM fails, BlobCR re-deploys a new instane of it and resumes

the omputation inside the VMs from the most reent suessful hekpoint by

restoring the orresponding virtual disk snapshots and relaunhing the appliation.

To failitate the resume proess, we expose VM disk snapshots as �rst-lass

objets. All snapshots are inremental in order to minimize performane and

resoure onsumption overhead during exeution. The snapshots are stored in a

striped fashion on the loal disks, with eah stripe repliated for resiliene. Several
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optimizations suh as lazy instantiation [17℄ and adaptive prefething [19℄ are used

to aelerate the instantiation of new VMs. A more detailed desription of how

these all tehniques are leveraged by BlobCR is available in [18℄.

Compared to state-of-art (that uses full VM snapshots to provide fully

transparent hekpointing at the virtualization layer diretly), we demonstrate

large performane gains and muh lower resoure utilization [18℄ both using

syntheti benhmarks and real life HPC appliations. Enouraged by these results,

we plan to integrate BlobCR into Hadoop, an open-soure Map-Redue framework

and study its bene�ts in the ontext of omplex mappers that need to spawn mini-

instanes of tightly-oupled sienti� omputations. We expet to obtain better

overall performane and lower resoure utilization ompared to plain resheduling.

7 Putting Everything Together

7.1 Overview of the Approah

One major hallenge to overome in order to exeute Map-Redue appliations

on hybrid infrastrutures is to onnet and on�gure all the elements into a

oherent and e�ient framework. Our goal is not to re-implement a full new Map-

Redue framework but to leverage existing building bloks as muh as possible.

Software omponent models [13, 23℄ provide onepts with respet to software

assembly arhiteture and ode re-use. Our approah is to use a state-of-the art

omponent model to desribe the global struture and the elements to on�gure.

Then, sheduling and deision algorithms are used to derive a onrete struture

of the runtime elements. Let us �rst introdue HLCM, the omponent model we

have hosen to leverage.

7.2 Introduing HLCM

High Level Component Model (HLCM) [4℄ is a software omponent model that

supports onepts of hierarhy, generiity and onnetors�and in partiular the

novel onepts of open onnetion. It aims at providing a framework to transform

a desription of an appliation in a model independently of the resoures to a

deployable assembly.

HLCM is independent of the de�nition of primitive omponents and

onnetions: speializations of HLCM have to de�ne them. For example

HLCM/Gluon++ is a speialization of HLCM where primitive omponents and

onnetions are de�ned in Gluon++, a thin layer turning Charm++ objets [12℄

into omponents. HLCM/Gluon++ has urrently only one primitive onnetor:

Charm++ RMI Use/Provide.

Another example is HLCM/L2C. Low Level Component (L2C) is a omponent

model where primitive omponents are C++ lasses with three kinds of primitive

onnetors: C++ Use/Provide, Corba Use/Provide and MPI ommuniator.

HLCM/LLCMj is a last example of speialization for Java based omponents.

An HLCM speialization generates a representation on an appliation in a

format that depends on the speialization. This generation makes use of spei�

algorithms and resoure models to ontrol whih non-funtional onerns have to
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Figure 4 High level desription of an hybrid Map-Redue appliation. The value of N
as well the atual implementation of Map-Redue omponent type are
determined by sheduling and deision algorithms.

be optimized (ompletion time of the appliation, omputation ost, et). The

atual deployment of the generated appliation is not handled by HLCM.

7.3 Applying HLCM to Map-Redue proessing on hybrid infrastrutures

To implement the vision desribed in Figure 2, HLCM o�ers very interesting

features. First, it does not impose any primitive omponent model. Hene, any

native ode � in Java, C++, or any other language � an be supported by HLCM

as long as a speialization is de�ned. Similarly, any native ommuniation model

an be integrated with the same approah, also without introduing any overhead.

Therefore, HLCM appears as a very interesting model to manage a hybrid Map-

Redue platform.

Seond, HLCM enables to desribe an abstrat arhiteture with many hoies

left to the transformation algorithm. The proposed approah is to onnet the

Hybrid Dispather omponent to an arbitrary number of omponents of type

Map-Redue, as shown in Figure 4. This number and the atual implementation

of these Map-Redue omponents are left to the transformation algorithm.

Based on performane metris and optimization goals, it will selet the atual

implementations as well as a partitioning of the data.

The most di�ult part of wrapping an existing Map-Redue runtime into a

Map-Redue omponent is to de�ne bridges to onvert data formats, if needed. For

example, BlobSeer and BitDew need speialized omponents to opy data to/from

their spae � similarly as Hadoop works with data in HDFS.
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8 Conlusions

The Map-Redue programming model is urrently subjet to many researh e�orts,

however state-of-the-art solutions are still far from meeting many requirements

of data-intensive omputing appliations. This paper disusses several major

limitations in urrent Map-Redue frameworks and proposes an approah whih

aims to overome these limitations. We fous on an original setting where

target exeution infrastrutures possibly rely on several loud servie providers in

extension to desktop grid platforms. We propose a fault-tolerant data management

arhiteture whose goal is to enable highly-salable Map-Redue data proessing

on suh hybrid infrastrutures built by ombining louds and desktop grids. We

omplement this solution with new sheduling tehniques for large exeutions of

Map-Redue instanes, able to sale over heterogeneous platforms. All building

bloks of this arhiteture are onneted together by means of a software

omponent model and are exposed to lients as a oherent and e�ient Map-

Redue framework. Current work is fousing on demonstrating the e�etiveness of

the proposed integrated arhiteture on real platforms relying on Nimbus louds

and on Grid'5000-based desktop grids with real-life workloads generated by data

mining bio-hemistry and bioinformatis appliations.
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