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Integration of visual and depth information for vehicle detedion

Alexandros Makris and Mathias Perrollaz and Igor Paromteim#éd Christian Laugier

Abstract—In this work an object class recognition method object. A method that builds upon the aforementioned ap-
is presented. The method uses local image features and follows proach is presented in [11]. An approach to discriminaivel
the part based detection approach. It fuses intensity and depth learn a mapping between image patches and Hough votes is

information in a probabilistic framework. The depth of each ted. Random t dtol the af ahti
local feature is used to weight the probability of finding the presented. kandom trees are used to learn the aforementione

object at a given scale. To train the system for an object Mapping in a supervised way (instead of clustering). In
class only a database of annotated with bounding boxes images [12] shape and appearance information is used to perform

is required, thus automatizing the extension of the system to gbject class recognition based on part detection and Hough
different object classes. We apply our method in the problem  yan5t0rm. The codebook entries are selected using boost-

of detecting vehicles captured from a moving platform. The . ding to their sianifi hich i lated to it
experiments in a data-set of stereo images captured in an urban Ing accorading to their signiicance, which Is refated to 1ts

environment show a significant improvement in performance discrimination capacity and the precision of the localaat
when using both information modalities. information for the object’s centroid. In [1], a grouping of

| INTRODUCTION local features into pairs is proposed in order to increasi th
' . ) N discriminative power. Selecting features connected bgslin

The state-of-the-art visual object class recognitionesyst ansyres finding features pairs with high repeatability.
operate with local descriptors and codebook representatio stereo-vision is widely used in the field of intelligent
of the objects. Various local features (e.g. gradient Map§ehicles, mainly for generic obstacle detection [13][14].
edges) are used to create the descriptors. T_hen kernel baggagbrent approach for vehicles recognition is presented i
classifiers are commonly employed to classify the detectgds) \yhere the authors detect possible cars using 3D points
features in one of several object classes [1][2][3][4]. e t provided by stereo-vision, and confirm the recognition aca
more specific domain of recqgnition qf vehicles or pedestrirough a symmetry criterion. In [16], the author generates
ans from sensors mounted in a moving platform many agypotheses of pedestrian as connected areas of constant
proaches using different types of sensors (e.g. stereoreameyisparity, and uses the aspect ratio of the corresponding
laser) have been proposed [5][6][7][8]. The approaches th?egions as a clue to recognize pedestrians.
perform data fusion from various sensors have proven to be Lately several methods that combine intensity with depth
the more robust in a variety of road conditions [9][10].  jnformation have been appeared. In [17], vehicle and pedes-

In this work we develop an object class recognition systefjan detection is performed following the approach of [2]
which follows the part based detection approach [2]. Thgyt also filtering the search regions by using the ground
system fuses intensity and depth information in & probasiane constraints. In [18], a method for pedestrian detacti
bilistic framework. To train the system for a specific objeckom g moving vehicle is presented. Stereo cues and a
class a database of annotated with bounding boxes images:Rfstering algorithm are used to find candidate areas. In the
the class objects is required. Therefore extending thesyst f|iowing several detection windows are constructed agdoun
to recognize different object classes is straightforwa. each area. The detection takes place in these windows using
apply our method to the problem of detecting vehiclegytiple features applied in manually predetermined sub-
captured from a moving platform. Initially depth informati  yagions. In [9], a pedestrian classification method usingide
is used to find regions of interest. Additionally, for eacbdb  anq intensity features is developed. In this method thesticli
feature its depth is used to weight its contribution to th@jetection approach is used extracting features from théewho
posterior of the object position in the corresponding scalgegion and feeding a classifier. The authors demonstrate tha
In the following we provide a brief review of the methodssing poth depth and intensity information outperforms any
related to our approach. _ single modality method. Integration of stereo-vision with

In the object recognition literature there is a large amouRjig 4 recognition has been proposed in [19], for estingatin
of works that follow the part-based approach. In [2], &ne road surface, reducing the hypotheses for a sliding
F:odebook .of object part appearance is constructed USiQ@ndow approach. In [20][21][22], video and laser data are
interest point detector-descriptor pairs. The detectatlifes f,seq to achieve robust vehicle and pedestrian detection.
are grouped into clusters and linked to the center of the The novelty of our approach is the fusion of depth

E-MOTION (INRIA Rhne-Alpes / LIG Laboratoire d'Informatigu and intensi.ty information to form a probabilistic pgrt—bds
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their contribution for the scale of the object. Using thettiep \ (/Or\/

information in this way takes into account the context in = .

which we expect to find the objects (e.g. distant view, close- } \ (/C);\
NsReN )

up). This is beneficial for the robustness of the approach, by N /
avoiding for example many noisy detections resulting from b
false matches between features of different scales. Awfditi ‘ @
ally, the computational gain from filtering out regions isywe (a)

important for the on-line operation of the system which is

requ"'ed in the |nte”|gent vehicles app“catlon The noeth Fig. 1. Graphical Model of the method. (a) Model usi@gvariable to
denote the cluster labels and positions dnfbr all the available image

is tested with stereo video sequences Captured in an urhﬂ@asurements (b) Analytic form showing the decompositiomwheltiple
environment. The creation of a data-set with annotate@sterfeatures are present. Each feature has an intefisind a depth descriptor

|mages Of urban scenes Wh|Ch |s pub“cly avallable [23] |§] and is associated with the pOSSIble clusters labels thr(@bgh
another contribution.

The paper is structured as follows. Section Il provides
the theoretical background for our method. Section Il giveWhere we make the assumption that each cluster is indepen-

the implementation details, providing a description of thé&lént from the others given the object. The second term of
stereoscopic sensor, the depth calculation algorithm tiaed (1) is given by:

training and detection algorithms. The experimental evalu

ation of our method follows in Section IV and finally the p(C|I)
conclusions in Section V.

[I. METHOD DESCRIPTION

The proposed method is a probabilistic part-based object
recognition method fusing intensity and depth information - ) .
The aim is to find the occurrences of a specific objec¢here the probability of observing a feature given the
category and viewpoint. Leb, denote the object cate- corresponding cluster is considered independent frometste r
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gory/viewpoint with state vectox = [i,, i,,i,]” comprised Of the features. The terms of (3) are:

of the image coordinates of the object's center and its scale « p(f;|C;) is the intensity likelihood calculated by com-
The method estimates the probability distributief,,, x|I) paring the observed feature descriptpmwith the clus-
wherel denotes the image measurements. ter's descriptor.

The measurements are a set §f image featured = o p(d;|x.;, C;) is the depth likelihood calculated by com-
{f;,d, } 1» Wheref; and d; are the intensity and depth paring the distance of the feature calculated using the
descrlptor of featurg respectively. The features are linked to depth informationy; with the distance calculated using
the object through a codebook representation denotétl by the scale of the cluste¥;.

{C}, X5 }J , WhereC; is a random variable over the possible « p(x.;,C;) is the prior for observing the clustér; at a
codebook labels of featurg and x.; = [i§;,i5;,i%,]" its pOSItIOﬂXcg

position and scale. The possible labels are Mieclusters By replacing (3), (2), in (1) we get:
of the codebook{ci}f\i0 where ¢y is the possibility that |
no cluster is observed. For each codebook clusiewe p(on, X|1) o

calculate during training the associated descrigtor and

the conditional probability distributiop(C; = ¢;, Xejlon,x).  P0m:X H > p(CjXejlon, X)p(f;1C)p(d;]C5, Xe;)
This distribution enables us to estimate the position aatesc 3=1(C5xe5)

of the cluster knowing the position and scale of the object )

X. If the camera parameters are known, the distance betweenpe consider the priop(o,,,X) as uniform. Additionally,

the camera and observed cluster and thus the object can ai§p each possible object position we consider only the
be inferred. The graphical model depicting the conditionaontribution from the clusters observed within the object
independence assumptions that we make is shown at Fig.région. The possible detections are the local maxima of the
The probability of the object,, at positionx given all the  posterior. The clusters observed outside the object region

available measurements is given by: cannot affect the position of these maxima. In Section [II-C
plon, X|1) Zp on,X|C)p(C|1) ) we describe the algorithm we use to estimate the posterior.

I1l. VEHICLE DETECTION SYSTEM
where the marglnallzat|0n is over the values@f IMPLEMENTATION

The first term of (1) is the probability of having the object
at a position given the set of observed clusters: A. Stereo System
The vision system used in this paper is a stereoscopic
(00, X|C) = p(0n, X H p(C XCJ|O”7 X) (2) sensor. It is considered as perfectly rectified. Cameras are
CJ,XU) supposed identical and classically represented by a g@nhol



model, (v, oy, uo, vo) being the intrinsic parameters. The Clyster Samplemage:Palches

length of the stereo baseline is. 1
For further geometrical developments, let us defindea

hicle Coordinate System (VCS). For simplicity in notations, . - S
and without loss of generality, the yaw, pitch and roll asgle
of the camera, relative to the VCS, are set to zero. If it is

not the case, homographies can be applied to the images in

order to retrieve an equivalent configuration. In the VCS,

X axis is parallel to the stereo baseling, is parallel to

the optical axes and’ is oriented toward increasing height.

(X,,Y,, Z,) denotes the center of the stereo baseline in theyg. 3. Car-Side codebook clusters. Several image patchesgieg to four

\VCS. Arbitrarily, we use the left camera of the stereo pairlusters are shown. The clusters have been created withrésagxtracted
" . L. . rom the UIUC car database.

for the recognition task. Thus the coordinafes,i,] will

refer to the left image coordinates.

. The s'Fereo imag_es are processed in orQer tq retrieve _de@_h Detector |mplementation using Depth-Vision Integration

information, following the approach described in [24].<Ejr

a semi-dense matching algorithm is used in order to estimatteIn E.h's fe(t:rt]'on WE d;?t(.:”b?j t?e ddeFeCSt'ont.algﬁ”EH:n Wtf use
a disparity value; for each pixel. During this stage, pixels 0 estimate the probabilities defined In Section 1. The alrer

are classified as road or obstacle by considering verticl aﬁlpproach is shown in Figure 4. Algorithm 1 summarizes the

horizontal objects hypotheses. We use this information t%teps of the approach_. .
In the detected regions of interest features are extracted

discard the regions which correspond to the road surface gr

to objects that are not of interest (e.g. buildings, skyhgsin om a dense grid and the respective descriptors are com-
arbitrarily chosen threshold for the height of the objeds. puted. The features are then matched to the clusters of the

example of the mask resulting from this procedure is shOW%OdebOOk' The Iikelihood of an intensity'descriptor given
in Figure 2. With this step typically abo@6% of the image & clus_terp(fj|()j) 'S caI(?uIated _by comparing the .C.|USterS
is discarded thus the computational cost of the approach :Escnptor to the feature's descriptor. For the depthifikeid

reduced by the same ratio. For the obstacle pixels we retd e scale in which the cluster is observed has to be taken into
the depth information Thé distance of each pixel into th&ccount. Let/ be the scale in which a feature is detected and

N ¢in the initial scale of the matched cluster in the codebook.
VCS is given by: ls
g y Then the feature will be assigned with a cluster of scale:
®) . il
1d Zg = .Cfn (6)

ls

Qb

bqa=Y,+

Knowing the scale of the cluster assigned to the feature
we can determine the scale of the object. Using the prede-
termined size of the object class and the camera parameters
we convert this scale into distande. For the same image
patch we calculate the distance information we get from the
stereody. As shown in equation 5§, is obtained from a
disparity valueiy. This value is estimated by taking the
Fig. 2. Depth mask example. The mask filters out the road surfade amedlan dlsparl'_[y value in the neighborhood aS_SOC_Iated j[O
the objects that are over a prespecified height. the feature. Using the two distances the depth likelihood is
calculated according to:

B. Detector Training

The training of the visual object recognition system fol- p(d;]Cj, Xej) = exp {—
lows the codebook based approach of [2]. For each object
category/view we want to detect, a database of positive wheres? is the variance parameter and is a linear function
images is used to train the system. During the training phasé J4. As the distance grows the uncertainty of the stereo
we calculate the local SIFT [25] or SURF [26] featureddistance estimation grows as well so a larger variance is
in a dense grid of image positions and different scales. fequired in order to have a non-negligible likelihood even
clustering step in the feature space using k-means is thaith significant difference betweed,; and j;. The above
performed to create a codebook of local appearances for edgelchnique allows us to group together features of the same
object class. For each cluster we store: a) its appearancescale, verified by the depth information. This way we filter
represented by the mean feature vedtor b) its relative out the noise resulting from false positive matches between
position to the center of the object. The later is used tdifferent scales.
estimatep(C; = ¢;,Xc;|on, X). Figure 3 shows an example When the contribution of all features is taken into account,
of several clusters for the side-view of vehicles objecsgla the mean-shift algorithm is used to find the local maxima in

(65 — 64)* } 7
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Intensity Features

Codebook
Matching

Original Image Stereo Mask Detections

Depth Features

Fig. 4. The steps of the detection procedure are shown. Enecsinformation is used to define the regions of interesttfersubsequent steps. Intensity
and depth features are extracted from a dense grid withsethegions. In the following the features are matched withctidebook clusters which are
in turn used to estimate the posterior for the object in eaditipa. The detections are the local maxima of the posterior.

the x space. The maxima represent the positions and scales
of the possible detections.

Algorithm 1 Detection Algorithm
Input: Stereo pairl, pdf: p(C; = ¢;, Xcj|on, X).
Filter image using stereo. Fig. 5. Our Experimental Platform. Lexus LS600h vehicle egaghwith
Extract intensity/depth feature pairs from each of the a TYZX stereo camera placed behind the windshield.
positions of a dense scale-space grid.
for For Featurej =1 to N do
Calculate Intensity likelihood p(f;|C;).
Calculate Depth likelihood p(d;|C;, Xc;)-
Posterior update with the contribution of the feature
using (4).
end for
Locate local maxima of the posterior using mean-shift.

For evaluation we compare the full method with the one
using only intensity. To train both methods we used the
UIUC car database. This database contdib8 images of
side views of cars. Using this data-set we created a codebook
of 2000 clusters. For the full method we set the variance
parameter of the depth likelihood in (7) ta; = 0.05d4.

K We tested the system with both SIFT and SURF descriptor.
Output: A set of K detections{og,,k),x(’“)}k_l, with  The difference in performance was negligible therefore in
associated probabilitie@:(ogf), x®)|1). B the experiments we used the SURF descriptor because it can
be computed much faster. For the fairness of comparison
we used the depth mask to find regions of interest for both
methods.
IV. EXPERIMENTS In Fig. 6 we show some example detections. The proposed

In this section, we display the experiments we conductemhethod detects side-views of cars in various scales, inscase
to evaluate the performance of our method. We apply owrith partial occlusions, and under significant background
method in car detection and we demonstrate the improvemenititter. Part-based methods in general are more robust with
in robustness and computational efficiency of the completeartial occlusions. The use of depth information increases
system compared to the system using only intensity infofurther the robustness as the features of each object are
mation. associated with a scale which in general is different froe th

For testing purposes we created a data-set using our expgtale of the occluding objects. An example of such situation
imental platform. The platform is a Lexus LS600h vehiclecan be seen in Fig. 7. We show a detection with and without
equipped with a TYZX stereo camera placed behind theepth information along with the features that contributed
windshield (Fig. 5). The stereo camera baselir®isn, with  that detection. As can be seen, in the case where no depth
a field of view of62°. Camera resolution i5§12x320 pixels information is used (Fig. 7(c), (d)), many features thabhgl
with a focal length of410 pixels. The data-set contaii§0 to a part of another vehicle in the background interfere with
stereo images taken in an urban environment. We annotatix#® detection resulting in inaccurate scale and positioith W
the cars in these images with bounding boxes. The data-ské use of depth information most of the features that are
includes challenging images, with poor illumination condinot on the object have been filtered out, thus resulting in a
tions, partial occlusions, and significant scale variagidfor much better detection.
instance, the height of the annotated cars varies f20rno To perform a quantitative comparison we used a subset
100 pixels. The data-set is publicly available [23]. of our data-set, containing0 images, where we detected




Fig. 6. Car-side detection examples. True and false positatections are represented with red and yellow boundingdogspectively. (a) Cars in

different scales with significant background clutter anghgicant occlusions are detected. (b) Precise detectiothefun-occluded vehicle, whereas a
vehicle that is heavily occluded in the left is not detect@).Difficult detection of a vehicle which is far and partialbbccluded and a false detection in
the region between the road surface and the trees. (d) Qeteetth partial occlusion. (e) Partial detection of a taltkan normal vehicle(on the left).

The training dataset does not contain vehicles of this t{ff)eSuccesfull detection of a partially occluded car and lagfgositive arising from a bus and
a van. Trainning separate detectors for these type of \e=hi$ well will help to avoid these false alarms.

detections intersect with it we count them as false postive
The output of our algorithm is a set of detection with
probabilities. By adjusting the threshold to accept a d&tec
we obtain the precision-recall curve.

In Fig. 8, the precision-recall curves are shown for our
method with and without using depth information. We can
see that using depth information we have a considerable
increase in the performance. Additionally, this inforroati
enables us to create a mask and discard alBbut of the
image thus decreasing the computational cost. As can be seen
from the precision-recall curves, the challenging natdith®
data-set poses difficulties for both methods. In particuars
with poor illumination are difficult to detect with features

(d) based on image gradients. Using other type of features (e.g.
based on shape) that perform better under poor illumination
Fig. 7. Comparison of a vehicle detection. (a) Detection gisiepth- IS expected to increase the performance. The variabilitiyén
intensity. (b) Features that contributed to the detecfidre depth informa-  gcales of the objects is another factor that meets the limits
tion filters out the features that belong to background efufc) Detection . . . .
with intensity information. (d) Features that contributedttie detection. of the used descriptors considering that they were trained
using the UIUC database. This database contains cars from
a single scale. Additionally, the American cars contained i
the side-views of cars. For evaluation, we followed theéhe UIUC data-set have a different shape from the European
single frame scheme which is adopted by the PASCAkars that we have in our data-set. Nevertheless, as shown
object detection challenges [27]. For each frame we ran o [7], most of the state-of-the-art methods experiencatgre
multiscale detector resulting in a set of detected boundingjfficulties in data-sets of this type (captured from a mgvin
boxes B4, and using the ground-truth bounding boxBg;  platform, urban environment). Under these circumstances
we accept a detection if: however the increase in performance using depth informatio
is significant. For instance the proposed method detectstabo
o = A(Ba N Byt)/A(Bar U Bgr) > 0.5 @) one third of the vehicles, witt60% precision while the
where A() denotes the area of the box. We associate oniypethod using only intensity cannot even achieve this recall
one detection with each ground-truth bounding box, if otherate.
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Fig. 8.  Precision-Recall curves for the method using depibrsity
compared with the method using only intensity. [13]
[14]

V. CONCLUSIONS

In this work we presented a method that fuses intensity
with depth information to create a robust part-based detect [15]
We applied the method to create a system for car detection
from a moving vehicle. We tested it in a real urban environ-
ment using a data-set collected from our experimental plaft6]
form. The comparison with the system using only intensity
information shows a significant increase in performance.

As a first future work we consider using the steredi7]
images dataset to train the system with intensity and depth
information. This way we will be able to better estimate
the parameters for the calculation of the depth likelihood18]
We will also be able to test the system with new types of
features extracted from the depth images. As another future
extension we consider to use the output probability dessiti [19]
of several detectors to do higher level reasoning in order to
disambiguate between different object type detectionghier
same image region. Depth information, can be beneficial iao]
such situations because it facilitates the reasoning iBscas
of occlusions. 21
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