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Abstract: This paper deals with the problem of delay-dependent robust H∞ control for time-varying
delay teleoperation system with norm-bounded and time-varying model uncertainties. Thanks to our
proposed control scheme, Lyapunov-Krasovskii functionals (LKF) and H∞ theory, the delay-dependent
stability and tracking performance analysis are proposed in terms of Linear Matrix Inequality (LMI)
optimization. An illustrative example is given by various simulations to prove that, our proposed solution
is efficient to handle time-varying delays and uncertainties under different working conditions, such as
abrupt tracking and wall contact motion.
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1. INTRODUCTION

A typical bilateral teleoperation is a closed-loop structure in-
cluding the forward (from the master to the slave) and backward
(from the slave to the master) transmission, and composed
of the human operator, the master haptic-interface robot, the
communication medium, the slave robot and the environment.
There are two challenges that will be considered in this paper:
time-varying delays [Richard (2003)] introduced by long-range
or flexible communication links such as the Internet or Wireless
802.11 networks; time-varying model uncertainties that exist in
real implementation of bilateral teleoperation, because no real
system is ’pure’ linear ([Hokayem and Spong (2006)] and the
references therein).

Recently, many methods are proposed to address the stability
and performance problem of bilateral teleoperation:

• Passivity-based control under variable delays: the survey
[Nuño et al. (2011)] revisits many passivity-based controllers
for bilateral teleoperation system, including the scattering and
wave variables. Recently, based on the energy and power con-
siderations, time domain passivity control [Ryu et al. (2005), Ye
et al. (2009)] without the transformation of wave variables have
been proposed. Overall, the latest passivity-based results can
resolve the stabilization problem under time-varying delays, but
the system performance is not guaranteed.

• Non-passive control: various control strategies have been
proposed for a non-passive environment under constant or time-
varying delays. The readers can refer to [Arcara and Melchiorri
(2002), Zhang et al. (2011), Chiasson and Loiseau (2007)] for
more details on these methods. However, very few of these
methods focus on perturbations and model uncertainties.

Our latest research [Zhang et al. (2011)] presented a force-
reflecting proxy control scheme, which guarantees the stabil-
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ity and the position/force tracking of the closed-loop system
under time-varying delays. This performance is realized by
Lyapunov-Krasovskii functionals (LKF) and H∞ control [Jiang
and Han (2005), Xu et al. (2006), Fridman and Niculescu
(2008)], which can be solved by Linear Matrix Inequality
(LMI) optimization [Fridman (2006)]. Especially by H∞ con-
trol, the whole system remains stable despite variations and
uncertainties in the dynamics of operator, master robot, com-
munication channels, slave robot, and the environment. Based
on the control strategies mentioned above, in this paper, we
handle the linear system with time-varying model uncertainties,
our design approach can be summarized:

• Control scheme in [Zhang et al. (2011)] is utilized, but
the models of master, proxy of master (a remote observer of
the master used at the slave side to reduce the impact of the
time-varying delays) and slave are combined with time-varying
uncertainties.

• Local controllers of master, proxy and slave are designed by
Lyapunov functionals and LMI.

• Considering model uncertainties as perturbations, the slave
controller is obtained by a less conservative LKF condition.
Local and slave controllers will be defined later.

This paper is organized as follows: Section 2 introduces the
theorem to be used later. Our main results are given in Sec-
tion 3. Simulations under the different working conditions are
presented in Section 4. Finally we conclude in Section 5.

2. PRELIMINARIES

This section is devoted to a general stability theorem with the
H∞ performance index for uncertain and perturbed systems
with time-varying delays. For simplicity reasons, considering
one delay in the system,



{
ẋ(t) = A0x(t) + A1x(t− τ(t)) + Bw(t),
z(t) = Cx(t),

x(t0 + θ) = φ(θ), ẋ(t0 + θ) = φ̇(θ), θ ∈ [−h2, 0],

(1)

where, x(t) ∈ Rn, w(t) ∈ Rl is some exogenous disturbance
signals, while z(t) ∈ Rq is the objective control output. φ(θ)
is the initial state function, and τ(t) ∈ [h1, h2], h1 ≥ 0 is the
time-varying delay. A0, A1, B and C are constant matrices.

Let us define χ(t) , col{x(t), x(t−τ(t)), x(t−h1), x(t−h2)}
(the symbol col{} represents the column vector, which will also
be used in the following) and the corresponding block entry
matrices as in [Park et al. (2011)],

e1 = col{I, 0, 0, 0}, e2 = col{0, I, 0, 0}, e3 = col{0, 0, I, 0},
e4 = col{0, 0, 0, I}, e = e1AT

0 + e2AT
1 .

(2)

Thus, the system in Eq. 1 can be rewritten as,

{
ẋ(t) = eT χ(t) + Bw(t), x(t) = eT

1 χ(t),

z(t) = Cx(t) = CeT
1 χ(t).

(3)

Considering the Lyapunov-Krasovskii functional in [Fridman
(2006), Zhang et al. (2011)],

V (t, x(t), ẋ(t)) = x(t)T Px(t)

+

∫ t

t−h1

x(s)T Q1x(s)ds +

∫ t

t−h2

x(s)T Q2x(s)ds

+ h1

∫ 0

−h1

∫ t

t+θ

ẋ(s)T R1ẋ(s)dsdθ

+ (h2 − h1)

∫ −h1

−h2

∫ t

t+θ

ẋ(s)T R2ẋ(s)dsdθ.

(4)

According to H∞ control theory, the performance will be
studied by checking H∞ performance index J(w) < 0 for a
positive scalar γ,

J(w) =

∫ ∞

0

(z(t)T z(t)− γ2w(t)T w(t))dt < 0. (5)

Theorem 1. Suppose there exist matrices of appropriate dimen-
sion P > 0, Qi > 0, Ri > 0, S, P2, P3, i = 1, 2, and
a positive scalar γ, such that the condition (6) with notations
(7) is feasible, then the system (1) is asymptotically stable and
J(w) < 0 for time-varying delay τ1(t) ∈ [h1, h2].

Γ1 =

(
Γ1
11+e1CT CeT

1 +eP2+P T
2 eT e1P−P T

2 +eP3 P T
2 B

> Γ1
22−P T

3 −P3 P T
3 B

> > −γ2I

)
< 0,

(
R2 S

ST R2

)
> 0,

(6)

Γ1
11 = e1Q1eT

1 − e3Q1eT
3 + e1Q2eT

1 − e4Q2eT
4

− (e1 − e3)R1(e1 − e3)T

−
(

e3−e2 e2−e4

)(
R2 S

ST R2

)(
eT
3 −eT

2
eT
2 −eT

4

)
,

Γ1
22 = h2

1R1 + (h2 − h1)2R2.

(7)

Proof. From H∞ stability condition in [Zhang et al. (2011)],
J(w) < 0 can be assured if,

V̇ (t, x(t), ẋ(t)) + z(t)T z(t)− γ2w(t)T w(t) < 0. (8)

By Theorem 2 in [Park et al. (2011)], and substituting for z(t),
we get,

V̇ (t, x(t), ẋ(t)) + z(t)T z(t)− γ2w(t)T w(t)

≤ χ(t)T (Γ1
11 + e1CT CeT

1 )χ(t) + χ(t)T (e1P + PeT
1 )ẋ(t)

+ ẋ(t)T Γ1
22ẋ(t)− γ2w(t)T w(t).

(9)

Introducing free weighting matrices P2, P3 as in [Fridman
(2006), He et al. (2002)],

0 = 2[χ(t)T P T
2 + ẋ(t)T P T

3 ][eT χ(t) + Bw(t)− ẋ(t)]. (10)

The expression above is now added into V̇ (t, x(t), ẋ(t)) +
z(t)T z(t)− γ2w(t)T w(t), and using notation,

η(t) = col{χ(t), ẋ(t), w(t)}, (11)

leads to,
V̇ (t, x(t), ẋ(t)) + z(t)T z(t)− γ2w(t)T w(t) ≤ η(t)T Γ1η(t) < 0, (12)

provides that the LMI in Eq. 6 is feasible.
Remark 2. There is no particular assumption on τ̇(t). Besides,
from Table 2 in [Park et al. (2011)], we can see that, compared
to LKF condition in [Zhang et al. (2011)], our stability criteria
can make LMI condition less conservative by decreasing the
number of decision variables, this will be illustrated later by
the simulation.
Remark 3. Our theorem can also be extended to the n delays
case (n > 1) and the delay-free case (without A1x(t− τ(t)) in
Eq. 1). Note that, Theorem 1 in our another paper [Zhang et al.
(2011)] can well handle the delay-free case.

3. MAIN RESULTS FOR FORCE-REFLECTING PROXY
CONTROL SCHEME

3.1 System Description and Problem Formulation

The force-reflecting proxy control scheme is presented in Fig-
ure 1. Let us give a description of the control scheme: Fm(t)
and Fs(t) are the actuated inputs of the master and the slave;
Fh(t) and Fe(t) are the forces of the human operator and
environment on the system; F̂h(t) and F̂e(t) are the estima-
tions of these two forces, which can be obtained by adding the
perturbation observers in reality; θ̇m(t)/θm(t), θ̇s(t)/θs(t) are
the velocities/positions of the master and the slave.

The communication delays τ1(t), τ2(t) ∈ [h1, h2], h1 ≥ 0.
τ̂1(t) is the estimated network delay, thanks to time-stamped
data packet exchanges using a network time protocol as in
[Kruszweski et al. (2011)] between the master and slave, the
master and slave clocks are synchronized and τ̂1(t) is available
at slave’s side: τ̂1(t) = τ1(t).

From the master to slave, the information transferred are the
velocity/position of the master and the estimated force F̂h(t).
However, from the slave to the master, only the estimated force
F̂e(t) is transferred, so the force tracking, Fm(t) = F̂e(t −
τ2(t)), is realized, if the stability of the whole system is verified.

Note that, in master and slave, there exist norm-bounded and
time-varying model uncertainties (∆Am(t), ∆Bm(t), ∆As(t),
∆Bs(t)) as follows,



Fig. 1. Force-reflecting proxy control scheme.

(Σm) ẋm(t) = ((Am + ∆Am(t))− (Bm + ∆Bm(t))K0
m)xm(t)

+ (Bm + ∆Bm(t))(Fm(t) + Fh(t)),

(Σs) ẋs(t) = ((As + ∆As(t))− (Bs + ∆Bs(t))K
0
s )xs(t)

+ (Bs + ∆Bs(t))(Fs(t) + Fe(t)),
(13)

where, xm(t) = θ̇m(t), xs(t) = θ̇s(t). K0
m, K0

s are the local
controllers of the master and slave ensuring the speed stability,
they will be designed later. The model uncertainties satisfy,
i = {m, s},

∆Ai(t) = Gi∆(t)Di, ∆Bi(t) = Hi∆(t)Ei, (14)

where, Gi, Di, Hi, Ei are constant matrices of appropriate
dimension and ∆(t) is a time-varying matrix, ∆(t)T ∆(t) 6 I .

In the slave controller, the proxy of master is like a remote
observer of the master, which is used at the slave side to reduce
the impact of the time-varying delays. Thus, the model of
proxy, including the local controller, is same with the master,
but the model uncertainties are different (θ̇p(t)/θp(t) is the
velocity/position of the proxy of master),

(Σp) ẋp(t) = ((Am + ∆Ap(t))− (Bm + ∆Bp(t))K0
m)xp(t)

− (Bm + ∆Bp(t))Fp(t− τ1(t))

+ (Bm + ∆Bp(t))(F̂e(t) + F̂h(t− τ1(t))),

(15)

where, xp(t) = θ̇p(t), ∆Ap(t) = Gp∆(t)Dp, ∆Bp(t) =
Hp∆(t)Ep. Gp, Dp, Hp, Ep are constant matrices. The gain
L = (L1 L2 L3) is used to synchronize the position between
the master and the proxy of master,

Fp(t− τ1(t)) = L

(
θ̇p(t−τ̂1(t))

θ̇m(t−τ1(t))
θp(t−τ̂1(t))−θm(t−τ1(t))

)
. (16)

Next, K = (K1 K2 K3) is the gain of the controller C,

Fs(t) = K

(
θ̇s(t)

θ̇p(t)

θs(t)−θp(t)

)
. (17)

Thus, our following works are to solve:

Problem 1: the local controllers of master, proxy and slave,
K0

m and K0
s , are designed to make the master, proxy and slave

robustly stable with respect to the model uncertainties.

Problem 2: the proxy of master and the controller C (together
defined as the slave controller) are designed to make the whole
system stable and achieve the position/force tracking.

3.2 Problem 1: Local Controller Design

The local controllers are designed by a Lyapunov functional
and LMI, taking the master as an example, and considering
the Lyapunov functional V (t, xm(t)) = xm(t)T Pxm(t), P =
PT > 0, we verify V̇ (t, xm(t)) < 0 by using Lemma 1 in
[Xu and Liu (2003)] and introducing ρA > 0, ρB > 0, then
applying Schur formula leads to,

Γ2 =




Γ2
11 ρ−1

A
PGm ρ−1

B
PHm K0

m
T

ET
m DT

m

> −I 0 0 0
> > −I 0 0

> > > −ρ−1
B

I 0

> > > > −ρ−1
A

I


 < 0,

Γ2
11 = AT

mP + PAm −K0
m

T
BT

mP − PBmK0
m.

(18)

Multiplying Γ2 by diag{P−T , ..., P−T , I} at the left side,
diag{P−1, ..., P−1, I} at the right side, defining Nm = K0

mP ,
then the result K0

m = NmP−1 follows,

Γ3 =




Γ3
11 ρ−1

A
GmP ρ−1

B
HmP NT

mET
m PDT

m

> −I 0 0 0
> > −I 0 0

> > > −ρ−1
B

I 0

> > > > −ρ−1
A

I


 < 0,

Γ3
11 = AmP + PAT

m −NT
mBT

m −BmNm.

(19)

Remark 4. The proxy has the same local controller with master
(K0

m), and for the slave, local controller (K0
s ) can be obtained

by the same procedure.

3.3 Problem 2: Global Stability and Performance Analysis

The objective of this subsection is to provide the stability
and performance analysis by designing the proxy of master
and the controller C under time-varying delays and uncertain-
ties. Firstly, we design the proxy of master, L, by Lyapunov-
Krasovskii functional, H∞ control and LMI to synchronize the
position between the master and the proxy. Considering the
models of the master and proxy as the following system,





ẋmp(t) = (A0
mp + ∆A0

mp(t))xmp(t)

+(A1
mp + ∆A1

mp(t))xmp(t− τ1(t))

+(Bmp + ∆Bmp(t))wmp(t),
zmp(t) = Cmpxmp(t),

(20)

where,

xmp(t) =

(
θ̇p(t)

θ̇m(t)
θp(t)−θm(t)

)
, wmp(t) =

(
F̂e(t)+F̂h(t−τ1(t))

Fm(t)+Fh(t)

)
,

zmp(t) =
(

θp(t)−θm(t)
)

,

(21)



A0
mp =

(
Am−BmK0

m 0 0

0 Am−BmK0
m 0

1 −1 0

)
,

∆A0
mp(t) =

(
∆Ap(t)−∆Bp(t)K0

m 0 0

0 ∆Am(t)−∆Bm(t)K0
m 0

0 0 0

)
,

A1
mp =

(−BmL1 −BmL2 −BmL3
0 0 0
0 0 0

)
,

∆A1
mp(t) =

(−∆Bp(t)L1 −∆Bp(t)L2 −∆Bp(t)L3
0 0 0
0 0 0

)
,

Bmp =

(
Bm 0
0 Bm
0 0

)
=

(
B1

mp B2
mp

)
,

∆Bmp(t) =

(
∆Bp(t) 0

0 ∆Bm(t)
0 0

)
, Cmp =

(
0 0 1

)
.

(22)

Because H∞ control theory is devoted to minimize the mod-
eling imperfections, uncertainties and expected disturbances,
we consider the time-varying uncertainties in master and proxy
system as perturbations,

ϕp(t) = (∆Ap(t)−∆Bp(t)K0
m)θ̇p(t)

+ ∆Bp(t)(F̂e(t) + F̂h(t− τ1(t))),

ϕm(t) = (∆Am(t)−∆Bm(t)K0
m)θ̇m(t) + ∆Bm(t)(Fm(t) + Fh(t)),

(23)
and at the proxy side,

µp(t) = −∆Bp(t)Lxmp(t− τ1(t)). (24)

L will be fixed later, we add uncertainties in Eq. 23 and Eq. 24
into wmp(t). Thus, the system in Eq. 20 is rewritten as,

{
ẋmp(t) = A0

mpxmp(t) + A1
mpxmp(t− τ1(t)) + B̃mpw̃mp(t),

zmp(t) = Cmpxmp(t),

(25)
where,

w̃(t) =

(
BmF̂e(t)+BmF̂h(t−τ1(t))+ϕp(t)+µp(t)

BmFm(t)+BmFh(t)+ϕm(t)

)
,

B̃mp =

(
1 0
0 1
0 0

)
.

(26)

Then, the following theorem is obtained.
Theorem 5. Suppose there exist matrices of appropriate dimen-
sion P > 0, Qi > 0, Ri > 0, S, P̄2, P3, i = 1, 2, and positive
scalars γ, ξ, ξi, i = 1, 2, 3, such that the condition (28) with
notations (29) is feasible, then the system (20) is asymptotically
stable and J(w) < 0 for time-varying delays τ1(t) ∈ [h1, h2],
and with the following proxy control gain,

L = MP̄−1
2 . (27)

Γ4 =




Γ1
11+Γ4

11+Γ4
11

T
Γ4
12 Γ4

13 e1P̄ T
2 CT

mp

> Γ1
22−ξP̄2−ξP̄ T

2 ξB̃mp 0

> > −γ2I 0
> > > −I


 < 0,

(
R2 S

ST R2

)
> 0,

(28)

Γ4
11 =

(
P̄ T
2 A0

mp
T

ξ1P̄ T
2 A0

mp
T

ξ2P̄ T
2 A0

mp
T

ξ3P̄ T
2 A0

mp
T

−MT B1
mp

T −ξ1MT B1
mp

T −ξ2MT B1
mp

T −ξ3MT B1
mp

T

0 0 0 0
0 0 0 0

)
,

Γ4
12 = e1P + ξ

(
P̄ T
2 A0

mp
T

−MT B1
mp

T

0
0

)
−

(
P̄2

ξ1P̄2
ξ2P̄2
ξ3P̄2

)
, Γ4

13 =




B̃mp

ξ1B̃mp

ξ2B̃mp

ξ3B̃mp


 .

(29)

Proof. We use Theorem 1 on system (25), a series of steps is
made to deal with nonlinear matrix terms [Fridman and Shaked
(2001)]:

• supposing P2 =
(
P̄2 ξ1P̄2 ξ2P̄2 ξ3P̄2

)
and P3 = ξP̄2 (the

definition of P2 is for getting L by LMI, but it introduces the
conservatism, till now, this is still an open problem),

• multiplying Γ1 by diag{P̄−T
2 , ..., P̄−T

2 , I} at the left side,
diag{P̄−1

2 , ..., P̄−1
2 , I} at the right side,

• making the transformation A1
mp = −B1

mpL and defining
M = LP̄2, applying Schur formula, then the result follows.

Note that, the main difference of proxy with the Luenberger
observer is that, the correction term acts as an input of the
system (e.g. Fp(t− τ1(t))).

The position tracking between the master and the proxy of
master has been achieved. And then, the position tracking
between the proxy of master and the slave is assured by the
controller C. The model of the system containing the proxy of
master, the controller C and the slave, is given as follow,

{
ẋps(t) = (Aps + ∆Aps(t))xps(t) + (Bps + ∆Bps(t))wps(t),
zps(t) = Cpsxps(t).

(30)

Note that, the input of the proxy, Fp(t − τ1(t)), is also consid-
ered as a perturbation,

xps(t) =

(
θ̇s(t)

θ̇p(t)

θs(t)−θp(t)

)
, zps(t) =

(
θs(t)−θp(t)

)
,

wps(t) =

(
Fe(t)

F̂e(t)+F̂h(t−τ1(t))−Fp(t−τ1(t))

)
,

(31)

and,

Aps =

(
As−BsK0

s−BsK1 −BsK2 −BsK3

0 Am−BmK0
m 0

1 −1 0

)
,

∆Aps(t)

=

(
∆As(t)−∆Bs(t)K0

s−∆Bs(t)K1 −∆Bs(t)K2 −∆Bs(t)K3

0 ∆Ap(t)−∆Bp(t)K0
m 0

0 0 0

)
,

Bps =

(
Bs 0
0 Bm
0 0

)
=

(
B1

ps B2
ps

)
,

∆Bps(t) =

(
∆Bs(t) 0

0 ∆Bp(t)
0 0

)
, Cps =

(
0 0 1

)
.

(32)

The following terms are considered as perturbations at the slave
side,

ϕs(t) = (∆As(t)−∆Bs(t)K
0
s )θ̇s(t) + ∆Bs(t)Fe(t),

µs(t) = −∆B1
ps(t)Kxps(t).

(33)

So,



w̃ps(t) =

(
BsFe(t)+ϕs(t)+µs(t)

BmF̂e(t)+BmF̂h(t−τ1(t))−BmFp(t−τ1(t))+ϕp(t)+µp(t)

)
,

B̃ps =

(
1 0
0 1
0 0

)
.

(34)

The system Eq. 30 is rewritten as,

{
ẋps(t) = Apsxps(t) + B̃psw̃ps(t),
zps(t) = Cpsxps(t).

(35)

The controller gain K can be obtained by Theorem 4 in [Zhang
et al. (2011)] which handles H∞ controller design for the
perturbed system without delays. Now, the position tracking
between the master, the proxy and slave are ensured. Finally, the
objective is to ensure the global stability of the whole system
described by,





ẋmps(t) = (A0
mps + ∆A0

mps(t))xmps(t)

+(A1
mps + ∆A1

mps(t))xmps(t− τ1(t))

+(Bmps + ∆Bmps(t))wmps(t),
zmps(t) = Cmpsxmps(t),

(36)

where,

xmps(t) =




θ̇s(t)

θ̇p(t)

θ̇m(t)
θs(t)−θp(t)

θp(t)−θm(t)


 , wmps(t) =

(
Fe(t)

F̂e(t)+F̂h(t−τ1(t))
Fm(t)+Fh(t)

)
,

zmps(t) =

(
θs(t)−θp(t)

θp(t)−θm(t)

)
.

(37)

So, we can get,

A0
mps =




As−BsK0
s−BsK1 −BsK2 0 −BsK3 0

0 Am−BmK0
m 0 0 0

0 0 Am−BmK0
m 0 0

1 −1 0 0 0
0 1 −1 0 0


 ,

∆A0
mps(t) =

(
(1,1) −∆Bs(t)K2 0 −∆Bs(t)K3 0

0 (2,2) 0 0 0
0 0 (3,3) 0 0
0 0 0 0 0
0 0 0 0 0

)
,

(1, 1) = ∆As(t)−∆Bs(t)K
0
s −∆Bs(t)K1,

(2, 2) = ∆Ap(t)−∆Bp(t)K0
m, (3, 3) = ∆Am(t)−∆Bm(t)K0

m,

A1
mps =

( 0 0 0 0 0
0 −BmL1 −BmL2 0 −BmL3
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

)
,

∆A1
mps(t) =

(
0 0 0 0 0
0 −∆Bp(t)L1 −∆Bp(t)L2 0 −∆Bp(t)L3
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

)
,

Bmps =

(
Bs 0 0
0 Bm 0
0 0 Bm
0 0 0
0 0 0

)
, ∆Bmps(t) =

(
∆Bs(t) 0 0

0 ∆Bp(t) 0

0 0 ∆Bm(t)
0 0 0
0 0 0

)
,

Cmps =
(

0 0 0 1 0
0 0 0 0 1

)
.

(38)

Considering the model uncertainties as perturbations, the whole
system is described in the form as follow with novel definition
of perturbation w̃mps(t),

{
ẋmps(t) = A0

mpsxmps(t) + A1
mpsxmps(t− τ1(t)) + B̃mpsw̃mps(t),

zmps(t) = Cmpsxmps(t),

(39)

w̃mps(t) =

(
BsFe(t)+ϕs(t)

BmF̂e(t)+BmF̂h(t−τ1(t))+ϕp(t)

BmFm(t)+BmFh(t)+ϕm(t)

)
, B̃mps =

( 1 0 0
0 1 0
0 0 1
0 0 0
0 0 0

)
.

(40)

By Theorem 1, we can verify the global stability of the system.
Then the force tracking, Fm(t) = F̂e(t− τ2(t)), is achieved on
the basis of the control scheme.

4. ILLUSTRATIVE EXAMPLE

To evaluate the performance of the proposed approach, differ-
ent working conditions have been simulated. The maximum
amplitude and sampling time of time-varying delays are 0.2s
(greater amplitude of delays can also be handled) and 0.001s,
which satisfy most network-based applications of teleoperation
system. Note that, the time-varying delays in two channels are
asymmetric.

The master, the proxy of master and the slave models are
described as simple integrators, 1/s, 1/s and 2/s. The model
uncertainties are all modeled as ∆Ai(t) = ∆Bi(t) = sin(t),
thus, Gi = Di = Hi = Ei = 1, i = {m, p, s}. By our local
controller design procedure, K0

m = 49.6361, K0
s = 7.5208.

The gains of the proxy of master and the controller C, the
corresponding γL

min, γK
min, and the global stability with γg

min
are presented as follows,

L =
(

0.8926 −2.1504 158.2891
)

, γL
min = 0.0122,

K =
(

9.0646 −3.7807 445.6875
)

, γK
min = 0.0058,

γg
min = 0.0120.

(41)

For comparison reasons, the Lyapunov-Krasovskii functional
in [Fridman (2006), Zhang et al. (2011)] is also applied in the
design of slave controller under the same design procedure, and
we get,

γL
min = 0.0156, γK

min = 0.0058, γg
min = 0.0126. (42)

We can see that, Lyapunov-Krasovskii functional proposed in
this paper improves the results and reduces the conservatism.

Note that, the ρA, ρB , ξ, ξi, i = 1, 2, 3 proposed above
are important variables when verifying the LMI conditions.
A query loop algorithm is considered to search for their best
values.

4.1 Tracking in Abrupt Changing Motion

Figure 2 shows the position tracking between the master and
slave under time-varying delays and uncertainties, where the
human operator (Fh(t)) is modeled as the pulse generator.

From the Figure, we can see that, our method achieves the
position tracking, especially at the mutation point (amplified
part in Figure 2), good position convergence between the master
and slave has been presented.

4.2 Tracking in Wall Contact Motion

Similarly, the position tracking in wall contact motion is pre-
sented in Figure 3. Here, the slave is driven to the hard wall with
a stiffness of Ke = 30kN/m located at the position x = 1.0m.



Fig. 2. Position response in abrupt tracking motion.

Fig. 3. Position/force response in wall contact motion.

Based on H∞ control, the time-varying model uncertainties are
handled by our proxy of master and controller C. The force
tracking, Fm(t) = F̂e(t − τ2(t)) can be seen in the smaller
Figure of Figure 3.

5. CONCLUSIONS

In this paper, we extend our control approach in [Zhang et al.
(2011)] to address the stability and performance problem under
model uncertainties. Thanks to Lyapunov-Krasovskii function-
als, H∞ control theory and LMI, firstly, local controllers are
designed, and then, the slave controller is achieved.

The simulations achieved by YALMIP and SIMULINK demon-
strate that such a teleoperation system can eliminate the influ-
ence of perturbations introduced by model uncertainties, and
can run in different working conditions.
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