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Abstract

We analyze the well-posedness and stability properties of a parameter depen-
dent problem that models the reflection and transmission of electromagnetic waves
at a thin and rapidly oscillating interface. The latter is modeled using approximate
interface conditions that can be derived using asymptotic expansion of the exact
solution with respect to the small parameter (proportional to the periodicity length
of oscillations and the width of the interface). The obtained uniform stability re-
sults are then used to analyze the accuracy (with respect to the small parameter) of
the proposed model.

Introduction
This work is concerned with the analysis of an asymptotic model for the scattering
of electromagnetic waves across thin interfaces at a fixed frequency. The considered
model can be seen as a second order approximation of scattering from thin and rapidly
(periodically) oscillating layers. The latter configuration appears in number of applica-
tions such as the scattering of electromagnetic waves from the ground (radar applica-
tions), the scattering of electromagnetic waves from the skin (simulation of cell phone
radiations, microwave imaging), non destructive testing of coated dielectrics, etc... The
simplified model configuration (motivated by a confidential industrial application) that
we shall be interested in consists in studying the reflection and transmission of electro-
magnetic waves scattering from a plane, thin, and periodic layer: such a layer is made
of an array of regularly spaced dielectric inclusions. The thickness of the layer and
the distance between two consecutive obstacles are of the same order δ > 0, which
is assumed to be much smaller than the wavelength of the incident wave. It is clear
that direct numerical computations of such a problem becomes prohibitively expensive
as the small parameter δ goes to 0. The use of an asymptotic model, where the thin
periodic layer is replaced by an approximate transmission condition, presents an in-
teresting solution since the numerical discretization of this approximate problem is no
longer constrained by the small scale and therefore is much cheaper. These approxi-
mate models can be derived from an asymptotic expansion of the solution of the exact
problem with respect to the small parameter δ. This is what has been done in Ref. [17]
for acoustic waves and in Ref. [16] for electromagnetic waves. The present paper can
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be seen as a natural continuation of [17]. For the analysis and numerical simulation
of the electromagnetic time dependent problem and for interfaces with constant coeffi-
cients we refer to Ref. [10].

More precisely, we shall mainly analyze in this paper the well-posedness and uniform
stability (with respect to the small parameter δ) of a family of transmission problems
which are non standard in two ways. First they involve jumps across two very close
but different surfaces (4). Second, they involve approximate transmission conditions
(ATC’s) depending on δ (5). Such conditions include of course the ones issued from the
asymptotic analysis of thin and rough interfaces as it will be more clearly outlined in
section 1.2. As a consequence of the stability analysis, we also will be able to rigously
analyse the accuracy of the approximate transmission conditions. From this point of
view, this paper can be viewed as a one step further the analysis of effective bound-
ary conditions (also called generalized impedance boundary conditions or GIBC’s) for
rough surfaces, which has been the subject of a more abundant literature (see Ref.
[3],[1],[37],[28],[21],[32],[20],[6]). Similar ATC’s have been recently analyzed [17] in
the case of the scalar wave equations (acoustic waves). As one can expect, the case of
3D Maxwell’s equations that we consider here is more involved from the mathematical
point of view.

Outline of the paper and the main results.

We first introduce the small parameter dependent problem P formed by equations (1),
(2), (3) and (5) in section 1.1. The first main goal of this paper is to prove that this
boundary value problem is well-posed (at least for δ small enough) and is stable uni-
formly with respect to the small parameter δ. This is the object of sections 2 to 4. We
shall employ a variational approach and inf-sup conditions (Babuska’s theory) that are
established by compact perturbation techniques. The proof is much more complicated
than in the scalar Helmholtz case, [17] since the compactness properties of the lower
order terms in the variational formulation is much more difficult to obtain in the context
of Maxwell’s equations (see Ref. [36],[13], [14],[8] for more general investigations of
this issue). The key point consists in building an appropriate Helmholtz decomposition
of the solution that fits our transmission problem. This approach is classical in the anal-
ysis of Maxwell equations (see for instance Ref. [26],[23] and [29]). In section 2, after
having rewritten the transmission conditions in an adequate form via the introduction
of a boundary operator Gω (whose main properties are described in proposition 7), we
establish the variational formulation of our transmission problem (see (21,22,23,24))
in an appropriate function framework (see (25, 27)). In section 3, we construct the
appropriate (Helmholtz like) decomposition of the variational space (see section 3.1
for the main statements and section 3.2 for their proof). In particular, the uniform
continuity properties of the related projection operators is established in proposition
9. Section 3.3 is devoted to the proof of the compactness results associated with this
Helmholtz decomposition (Proposition 11). Section 4 is devoted to the proof of the
well-posedness and stability result (theorem 16). The key point is the proof of uniform
inf-sup conditions (proposition 18) that is achieved by using the results of section 3.

Let us remark that since our proofs are based on compactness and contradiction argu-
ments, our well-posedness result is only proved for δ small enough (this is a standard
restriction in the analysis of perturbation of non coercive problems), which is sufficient
for the applications we have in mind. When considering the problem for a given (not
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necessarily small) δ, the main hard issue with centered formulations of ATCs would be
to ensure the uniqueness of solutions for all frequencies. One way to get around this
difficulty would be to use a non symmetric (but consistent) version of the ATC (5) in
which, contrary to (5), the two lips of the interface would not play a symmetric role.
We refer the reader to Ref. [17] where this has been done for the scalar wave equation.

Our second main goal is to use the previous results to prove the accuracy of condi-
tions (5) (using (9)) as effective transmission conditions for thin periodic interfaces as
described in section 1.2. This is the subject of section 5 and more precisely propo-
sition 19. The result appears as a consequence of the combination of the theoretical
results from Ref. [16] and an asymptotic analysis with respect to δ of the transmission
problem P .

1 Setting of the problem and outline of the paper

1.1 The model problem
We are interested in the electromagnetic field Eδ solution of time harmonic Maxwell’s
equations

curl curlEδ − ω2Eδ = f in Ω+
αδ ∪ Ω−αδ, (1)

where ω denotes the pulsation of time variations, f is a given source term in L2(Ω+
αδ ∪

Ω−αδ)
3 and the domains Ω±αδ are defined by (see Fig.1(a)):

Ω±αδ :=

{
(x1, x2, x3) ∈ R3,−L1

w
< x1 < L1/2, −

L2

2
< x2 <

L2

2
,
αδ

2
< ±x3 <

L3

2

}
,

where L1, L2, L3 and α are given positive numbers and δ is a (small) positive param-
eter.

x1

x2

x3

Σ−
2,δ

Σ+
2,δ

Σ+
3

Σ−
3

Ω+
αδ

Ω−
αδ

2αδ

Σ−
1,δ Σ+

1,δ

(a) Approximate configuration: domains Ω+
αδ and

Ω−
αδ

(b) "Exact" configuration: domain Ω

Figure 1: Approximate and exact configurations

Let us denote by

Σ±i,δ :=
{

(x1, x2, x3) ∈ ∂Ω±αδ, xi = ±Li/2
}

3



for i = 1, 2, 3 and set Σ±i := Σ±i,0. To simulate approximately a radiation condition in
the x3 direction we impose impedance boundary conditions of the form

±e3 × curlEδ = −iωEδT on Σ±3 , (2)

where we use the abbreviation ET := e3 × (E × e3) for the projection of Eδ on the
(x1, x2) plane. This notation will be also adopted in the sequel. For lateral boundaries
we impose periodicity conditions:

Eδ×ei|Σ+
i,δ

= Eδ×ei|Σ−i,δ , and curlEδ×ei|Σ+
i,δ

= curlEδ×ei|Σ−i,δ , i = 1, 2. (3)

The problem will be completely set up by specifying the boundary conditions at x3 =
±αδ. We shall in fact impose transmission conditions that model the existence of a thin
layer of width δ with material properties that may vary periodically in the lateral direc-
tions, with a periodicity length proportional to δ. In order to present these transmission
conditions we first need to introduce some notation. We shall denote

Γ :=
{

(x1, x2) ∈ R2,−L1/2 < x1 < L1/2, −L2/2 < x2 < L2/2,
}

and sometimes abusively confuse it with ∂Ω+
0 ∩ ∂Ω−0 . For any sufficiently regular

function or vector field u defined on Ω−αδ ∩ Ω+
αδ we abbreviate

u±α (x1, x2) := lim
x3→±αδ

u(x1, x2, x3); (x1, x2) ∈ Γ

and define the α-jump and α-mean value, [u]α and 〈u〉α, by

[u]α := u+
α − u−α , 〈u〉α =

1

2

(
u+
α + u−α

)
on Γ. (4)

The solutions Eδ are required to satisfy the following transmission conditions
(a) [e3 ×Eδ]α + δ

(
Ae
ω2

~curlΓcurlΓ
〈
(curlEδ)T

〉
α
−De

〈
(curlEδ)T

〉
α

)
= 0,

(b) [e3 × curlEδ]α + δ
(
Am ~curlΓcurlΓ〈EδT 〉α − ω2 Dm〈EδT 〉α

)
= 0,

(5)
where, Ae and Am are positive constants, De and Dm are some constant, positive
definite and symmetric matrices that are independent of δ. The tangential operators
~curlΓ and curlΓ are respectively defined by

~curlΓu :=

(
∂u

∂x2
,− ∂u

∂x1
, 0

)t
and curlΓv :=

∂v2

∂x1
− ∂v1

∂x2

where u denotes a scalar function and v = (v1,v2) a tangential vector field on Γ. In
the applications we have in mind, the quantities Ae, Am, De and Dm are related to
the material properties of the thin layer and may also depend on the parameter α, as it
will be explained in section 1.2. In what follows we shall denote P the boundary value
problem defined by equations (1), (2), (3) and (5).

Remark 1 (On the the significance of the parameter α that defines the position of the
two lips of the interface). As far as the problemP described in section 1.1 is concerned,
we could have merely considered the case α = 0 which corresponds to the case where
the two lips are sticked together. This would have allowed to avoid some (minor)
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technical difficulties that we had to treat (see the proofs ) to cope with the fact that we
deal with problems posed in domains that depend on δ (see the proofs of propositions
10 and 18). On the other hand, taking α into account becomes fundamental when we
want to analyze the accuracy of effective transmission conditions for rough interfaces
(sections 1.2 and 5).

Remark 2 (On the geometrical assumption and obvious generalizations). The consid-
ered simplified geometrical setting was motivated by the periodic transmission layer
problem indicated in section 1.2. Let us however indicate that this setting as well as
the simplified modeling of radiation conditions does not really affect the generality
of our results, except those of section 5 dedicated to the asymptotic analysis of the
problem of section 1.2. For instance all the results of sections 3 and 4 can be easily
generalized to the case of Γ being the boundary of a regular bounded domains. Also,
modulo the use of tedious (but classical [29]) technical tools, one can also treat the
case of locally non constant material properties and the case of unbounded domain
with Sylver-Müller radiation condition at infinity.

1.2 Motivation: the transmission problem for thin periodic layers
Although we think that the analysis of transmission conditions of the form (5) presents
its own interest from the mathematical point of view, the reason why we have chosen to
study transmission conditions of the form (5) comes from the mathematical and numer-
ical modeling of the reflection and transmission electromagnetic waves through thin
highly heterogeneous interfaces. The transmission conditions have been constructed in
Ref. [15], in the case of a flat interface (see also Ref. [15] for the case of a cylindrical
interface). To be more precise, problem P corresponds to a first order approximate
model associated with a thin periodic layer scattering problem. Let us describe the
"exact" problem. First, we consider the domain

Ω :=
{

(x1, x2, x3) ∈ R3,−Lj/2 < xj < Lj/2, j = 1, 2, 3
}
,

and two periodic positive functions µδ and εδ (see Fig.1(b)) such that

εδ := ε
(x1

δ
,
x2

δ
,
x3

δ

)
and µδ := µ

(x1

δ
,
x2

δ
,
x3

δ

)
,

where µ(x̂1, x̂2, x̂3) and ε(x̂1, x̂2, x̂3) are L∞(R3) functions, 1-periodic in x̂1 and x̂2

and satisfying0 < µ− ≤ µ(x̂1, x̂2, x̂3) ≤ µ+,

µ(x̂1, x̂2, x̂3) = 1 if |x̂3| ≥
1

2
,

0 < ε− ≤ ε(x̂1, x̂2, x̂3) ≤ ε+,

ε(x̂1, x̂2, x̂1) = 1 if |x̂3| ≥
1

2
.

(6)

Remark 3. We consider the same period in x̂1 and x̂2 only for simplicity. Considering
two different periods would give completely similar results.

Moreover, we shall restrict ourselves to the case where the periodicity cell is symmetric
(in the more general periodic case, one gets more complicated equivalent conditions)

µ and ε are even functions in x̂1 and x̂2. (7)

Given a (fixed) source term f in L2(Ω)3, the exact problem consists in finding Eδe that
satisfies Maxwell’s equations

curl
( 1

µδ
curlEδe

)
− ω2εδEδe = f in D′(Ω), (8)
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periodicity conditions (3), and the impedance condition (2). To link the "exact" prob-
lem to Problem P , we need to introduce the periodicity cell

B := {(x̂1, x2, x̂3) ∈ R3, −1/2 < x̂1 < 1/2, −1/2 < x̂2 < 1/2},

and, for i ∈ {1, 2, 3}, a = ε or a = µ, the so-called "profile" functions pai : these
functions are the functions whose gradient is 1-periodic in x̂1 x̂2, satisfy

div (a∇pai ) = 0 in D′(B),

and have the following prescribed behaviors for large x̂3: there exists a constant Ci ∈
R3 and two functions

(
g+, g−

)
, that decrease exponentially as |x̂3| goes to infinity,

such that

pai = ±Ci + x̂i + g± if ± x̂3 > 1/2,

The existence and uniqueness of such profiles are proven in Ref. [17] and [15]. For
α > 0, and B0 := B ∩ {|x̂3| < 1/2}, we then define

Ae := 2α− 1 +

∫
B0

∂pε3
∂x̂3

,

Am := 2α− 1 +

∫
B0

∂pµ3
∂x̂3

,

De :=

(
de1 0

0 de2

)
, dej = 2α− 1 +

∫
B0

µ
∂pµj
∂x̂j

, j = 1, 2,

Dm :=

(
dm1 0

0 dm2

)
, dmj = 2α− 1 +

∫
B0

ε
∂pεj
∂x̂j

, j = 1, 2.

(9)

In the end, we expect Eδ , the solution of problem P associated with (9), to be a good
approximation of the exact solution Eδe. More precisely, we shall prove that, for |x3|
large enough, Eδ = Eδe + O(δ2) in a sense to be specified (see section 5). The reader
will observe that all coefficients in (9) increase linearly with α and thus become positive
as soon as α is large enough, satisfying the conditions announced in section 1.1. This
will be exploited in section 5.

2 Variational formulation of the problem
The jump condition (5-a) is not well adapted to variational formulations that involve
a single unknown Eδ: multiplying the equation curl curlEδ − ω2Eδ = f by a test
function ϕ and using the Stokes formulas one ends up with volumetric integrals and
also boundary terms given by

+

∫
Γ

〈(curlEδ)T 〉α · [e3 ×ϕ]α −
∫

Γ

[
e3 × curlEδ

]
α
· 〈ϕT 〉α. (10)

The second term can be easily treated by replacing
[
e3 × curlEδ

]
α

with its expression
given by (5-b). However, for the first term, we need to solve (5-a) as an equation for
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the quantity 〈(curlEδ)T 〉α to express it in terms of [e3×Eδ]α. To do so, we shall need
to exclude some exceptional frequencies ω (a discrete set) (see Hypothesis 6).

Remark 4. We conjecture that the restriction corresponding to Hypothesis 6 is not
needed. It has been introduced essentially for technical reasons, in order to establish
a variational formulation where the electric field is the only unknown. One of the
reasons why we think this condition is artificial is that it gives a privileged role to Ae
and De with respect to Am and Dm. However, the role of these coefficients would
be interchanged if one would choose to work with the magnetic field, instead of the
electric field, as unknown.

Let us introduce some notation for appropriate function spaces. With Hs
#(Γ) denoting

the usual Sobolev spaces (by convention H0
# = L2) of doubly periodic (with periods

L1and L2) functions on Γ, that are easily defined in terms of the Fourier coefficients of
a periodic distribution ϕ on Γ:

ϕ̂(k) := 〈ϕ, eik·x〉Γ, k = (k1, k2) ∈ 2π

L1
Z× 2π

L2
Z, (11)

using the following characterization

ϕ ∈ Hs
#(Γ) ⇐⇒ ‖ϕ‖2Hs#(Γ) :=

∑
k

(
1 + |k|2

)s |ϕ̂(k)|2 < +∞, (12)

we define

Hs
#(curlΓ,Γ) :=

{
u = (u1, u2, 0)t ∈ Hs

#(Γ)2; curlΓu ∈ Hs
#(Γ)

}
equipped with the graph norm. Similarly define Hs

#(divΓ,Γ) by replacing curlΓ with
divΓ where

divΓv =
∂v1

∂x1
+
∂v2

∂x2
.

The notationH#(divΓ,Γ) (resp. H#(curlΓ,Γ)) refers toH0
#(divΓ,Γ) (resp. H0

#(curlΓ,Γ)).

Given g ∈ H−1/2
# (divΓ,Γ), we consider u ∈ H#(curlΓ,Γ) solution to

Ae ~curlΓcurlΓu− ω2 Deu = −g. (13)

Proposition 5. Given g ∈ H−1/2
# (divΓ,Γ), De a real 2×2 positive definite symmetric

matrix andAe > 0, problem (13) has a unique solution u ∈ H#(curlΓ,Γ) that depends
continuously on g except for a discrete sequence of frequencies (ωn)n∈N that admits
+∞ as only accumulation point.

One can use standard abstract arguments to prove this result, using an adapted 2D
Helmholtz decomposition of vector fields and classical compactness arguments. Such
a proof works for non constant (in space) Ae and De modulo usual assumptions. In
the "constant case" that we consider here, we can be more precise using Fourier series.
One sees that each vector û(k) (according to the notation (11)) satisfies

R(k)û(k)− ω2 Deû(k) = −ĝ(k)

where R(k) is the hermitian and positive operator in C2 defined by (with k · v =
k1 v1 + k2 v2)

R(k)v = |k|2 v − (k · v)k
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Therefore, the exceptional frequencies are the eigenvalues of the matrices D−1
e R(k)

which gives {
ωn, n ∈ N} =

{
0
}
∩
{
λ(k), k ∈ 2π

L1
Z× 2π

L2
Z
}

where λ(k) ∈ R∗+ is the unique non-zero eigenvalue of D−1
e R(k). In the diagonal

case (cf. (7)), we get{
ωn, n ∈ N} =

{ de1d
e
2

(de1)2 + (de2)2

(
de1k

2
1 + de2k

2
2), k ∈ 2π

L1
Z× 2π

L2
Z
}

These special frequencies referred to eigenfrequencies of problem (13) correspond to
the values of ω for which there exist non trivial solutions of (13) for g = 0. From now
on we shall exclude these frequencies by making the assumption:

Hypothesis 6. The frequency ω is not an eigenfrequency of problem (13).

For ω satisfying assumption 6 we define the operator Gω by

Gω :H
−1/2
# (divΓ,Γ)→ H#(curlΓ,Γ)

g 7→ Gωg := u

where u ∈ H#(curlΓ,Γ) is the unique solution of (13). In the sequel, we shall use
extensively the following properties of the operator Gω .

Proposition 7. The operator Gω is hermitian since, for any (g, g′) ∈ H−1/2(divΓ,Γ)2,

〈
Gωg, g′

〉
Γ

= −Ae
∫

Γ

curlΓGωg · curlΓGωg′ ds+ ω2

∫
Γ

De Gωg · Gωg′ ds (14)

and satisfies the following properties (P2
0 denoting the space of constant tangential

vector fields on Γ)

∀ g ∈ H−1/2
# (divΓ,Γ), divΓ

(
De

(
Gωg

))
=

1

ω2
divΓg. (15)

∀ g ∈ H−1/2
# (divΓ,Γ), ∀ C ∈ P2

0,

∫
Γ

De

(
Gωg

)
·C ds =

1

ω2
〈g,C〉Γ (16)

as well as the identity

∀ g ∈ H1
#(Γ), −Ae

∫
Γ

curlΓGωg curlΓg ds+ ω2

∫
Γ

De Gωg · g ds =

∫
Γ

|g|2 ds
(17)

Finally, for all g ∈ H−1/2(divΓ,Γ), Gω(g) ∈ H1/2(Γ) and there exists a constant
Cω > 0 such that

(i) ‖Gω(g)‖H(curlΓ,Γ) ≤ Cω ‖g‖H−1/2(divΓ,Γ),

(ii) ‖divΓ

(
DeGω(g)

)
‖H−1/2(Γ) ≤ Cω ‖g‖H−1/2(divΓ,Γ),

(iii) ‖Gω(g)‖H1/2(Γ) ≤ Cω ‖g‖H−1/2(divΓ,Γ).

(18)
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Proof. (14) and (17) are direct consequences of Green’s formula. (15) is obtained by
applying divΓ to (13) and (16) is obtained by testing (13) against constant vector fields.
The estimate (18)(i) is a direct consequence of the well-posedness of (13). The estimate
(18)(ii) follows directly from (15). The last estimate is a consequence of the fact that if
u ∈ H(curlΓ,Γ) and divΓ(Deϕ) ∈ H−1/2(Γ) then u ∈ H1/2(Γ). This follows, using
Fourier transform, from the fact that there exists a constant C > 0 such that

∀ k ∈ 2π

L1
Z× 2π

L2
Z, ∀ v ∈ C2, |k|2|v|2 ≤ C

(
|k× v|2 + |k ·Dev|2 ) (19)

with k × v = k1 v2 − k2 v1. To prove (19), it suffices to remark that, since De is
positive definite, we have (S and S denoting the unit spheres in R2 and C2)

β := inf
(θ,v)∈S×S

(
|θ × v|2 + |θ ·Dev|2 ) > 0. (20)

Indeed, if β was equal to 0, there would exist (θ, v) ∈ S × S such that θ × v = 0
and θ ·Dev = 0. Expanding v as v = v1 e1 + v2 e2 where (e1, e2) is the orthonormal
basis of eigenvectors of De, the last two equations give a linear system in (v1, v2) with
determinant Deθ · θ 6= 0 . This implies v = 0 which gives a contradiction. Then, it is
immediate to see that (19) follows with C = β−1.

Using the operator Gω , the transmission condition (5-a) can be (formally) equivalently
written as

〈(curlEδ)T 〉α =
ω2

δ
Gω(
[
n×Eδ

]
α

).

This expression can be used in the first term (10). One can check (after simple rear-
rangements) that a variational formulation of the problem defined by (1), (2), (2), (2-b)
and (10) can be written in the standard form:

Find Eδ ∈ Xδ such that ∀ϕ ∈ Xδ, aδ(E
δ,ϕ) =

∫
Ω±αδ

f ·ϕ dx (21)

where Xδ denotes the variational space specified in the sequel and where aδ can be
split into

aδ(ψ,ϕ) := a+
δ (ψ,ϕ)− bδ(ψ,ϕ), (22)

with

a+
δ (ψ,ϕ) :=

∫
Ω±αδ

curlψ · curlϕ dx− iω
∫

Σ±3

ψT ·ϕ ds

− δAm
∫

Γ

curlΓ〈ψT 〉α curlΓ〈ϕT 〉α ds, (23)

bδ(ψ,ϕ) :=

∫
Ω±αδ

ω2ψ ·ϕT dx+ δ

∫
Γ

ω2 Dm〈ψT 〉α · 〈ϕT 〉αds

− ω2

δ

〈
Gω([e3 ×ψ]α), [e3 ×ϕ]α

〉
Γ
, (24)

9



where 〈·, ·〉Γ denotes a duality product between two function spaces defined on Γ
with pivot space L2(Γ) (the duality product coincides with the L2(Γ) scalar product
for sufficiently regular functions). This notation will be used in the remaining of this
paper. The splitting of aδ has been chosen in the spirit of the Fredholm theory : a+

δ is
a coercive bilinear form and bδ will appear as a compact perturbation.

The expression of the variational form suggests to use as a variational space

Xδ :=
{
ψ ∈ H#(curl ,Ω±αδ), 〈ψT 〉α ∈ H#(curlΓ,Γ), ψT |Σ±3 ∈ L

2(Σ±3 )3
}
, (25)

where H#(curl ,Ω±αδ) :=
{
ψ ∈ H(curl ,Ω±αδ), ψ× ei|Σ+

i,δ
= ψ× ei|Σ−i,δ , i = 1, 2

}
.

Xδ is a Hilbert space when equipped with the natural graph norm

u 7→
(
‖ψ‖2H(curl ,Ω±αδ)

+ ‖〈ψ〉α‖2H(curlΓ,Γ) + ‖ψT ‖
2
L2(Σ±3 )

) 1
2

. (26)

However, it will be useful to work with another (δ-dependent) norm of Xδ

‖ψ‖2Xδ := ‖ψ‖2H(curl ,Ω±αδ)
+ ‖ψT ‖2L2(Σ±3 )

+
1

δ

∥∥Gω( [e3 ×ψ]α
)∥∥2

H(curlΓ,Γ)

+ δ ‖〈ψT 〉α‖
2
H(curlΓ,Γ) .

(27)
The choice of this norm is guided by the following expression of aδ(ψ,ψ) that is
obtained from (22) after using (14) in (24):

aδ(ψ,ψ) = ‖curlψ‖2L2(Ω±αδ)
− ω2 ‖ψ‖2L2(Ω±αδ)

+Am δ ‖curlΓ〈ψT 〉α‖
2
L2(Γ)

− δ ω2

∫
Γ

Dm〈ψT 〉α · 〈ψT 〉α ds

+
ω4

δ

∫
Γ

DeGω([e3 ×ψ]α) · Gω([e3 ×ψ]α) ds

− Ae ω
2

δ
‖ curlΓGω([e3 ×ψ]α)‖2

L2(Γ)
− iω

∫
Σ±3

|ψT |2 ds. (28)

For fixed δ, one observes thanks to Proposition 7 that the norm (27) is equivalent to the
graph norm (26). We therefore deduce that Xδ equipped with (27) is a Hilbert space.
Moreover, one easily checks, thanks to Proposition 7 and trace theorems for H(curl )
spaces [4], [9]), that a+

δ and bδ are continuous on Xδ ×Xδ with continuity constants
independent of δ (which justifies the norm (27)).

∀ (ψ,ϕ) ∈ Xδ×Xδ, a+
δ (ψ,ϕ) ≤ C ‖ψ‖Xδ ‖ϕ‖Xδ , bδ(ψ,ϕ) ≤ C ‖ψ‖Xδ ‖ϕ‖Xδ

(29)

Remark 8 (Notation convention). When present only in one side of a formula (equality
or inequality), the short notation O± refers to O+ ∪ O− for given domains O+ and
O−. For instance in those cases

∫
O±
≡
∫
O+∪O− . However, when present in both sides

of a formula, this notation refers to the usual meaning, i.e. the formula is valid for both
cases + and −.
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3 A Helmholtz decomposition of Xδ

As it is classical for Maxwell’s equations, the lower order terms, represented here by
bδ , are not a compact perturbation of the main operator, represented here by a+

δ , if
the variational space does not include some control of the divergence of the fields and
some boundary terms (cf. Ref AmroucheBernardiDaugeGirault,Proposition 2.7). This
is the case for Xδ which is not compactly embedded into L2(Ω±αδ)

3. A Helmholtz
decomposition of the space Xδ is therefore needed (see Ref [19]). More precisely we
shall decompose Xδ into the form Xδ

0 ⊕∇Sδ where Xδ
0 is compactly embedded into

L2(Ω±αδ)
3 and write an equivalent variational formulation on Xδ

0 . This procedure is
well known and inspired by the approach developed for instance in [26], [27] (see also
Ref [29], Chapters 4 and 9). We find also this kind of technique in [31, 23].

The main difficulty is to find the decomposition that fits the structure of the variational
problem (21). For instance if one considers the subspace of Xδ of divergence free
functions, then this subspace is still not compactly embedded in L2(Ω±αδ)

3. The one
we suggest here is already indicated by the proposed splitting of aδ . More precisely
we define Sδ by (modulo the obvious identification between Σ+

i,δ and Σ−i,δ)

Sδ :=
{
p ∈ H1(Ω±αδ), 〈p〉α ∈ H

1(Γ), p = 0 on Σ±3 , p|Σ+
i,δ
−p|Σ−i,δ ∈ P0, i = 1, 2

}
,

(30)
equipped with the graph norm (note that Poincaré’s inequality applies to functions in
Sδ) (

‖∇p‖2L2(Ω±αδ)
+ ‖〈p〉α‖2H1(Γ)

)1/2
. (31)

One easily checks that ∇Sδ :=
{
∇p, p ∈ Sδ

}
is a closed subspace of Xδ and that a+

δ

vanishes on ∇Sδ:

∀ p ∈ Sδ, ∀ ϕ ∈ Xδ, a+
δ (∇p,ϕ) = a+

δ (ϕ,∇p) = 0. (32)

We then define Xδ
0 as

Xδ
0 :=

{
ψ ∈ Xδ, bδ(ψ,∇p) = 0, ∀ p ∈ Sδ

}
(33)

and observe that, according to (32), we also have

Xδ
0 =

{
ψ ∈ Xδ, aδ(ψ,∇p) = 0, ∀ p ∈ Sδ

}
(by using (32)). (34)

Interpreting the variational equation bδ(ψ,∇p) = 0, ∀ p ∈ Sδ in the distributional
sense leads to the following equivalent definition of Xδ

0 .

Xδ
0 =

{
ψ ∈ Xδ, divψ = 0 in Ω±αδ, ψ · ei|Σ+

i,δ
= ψ · ei|Σ−i,δ , i = 1, 2,

〈ψ · e3〉α =
1

δ
curlΓGω

(
[e3 ×ψ]α

)
and − [ψ · e3]α = δ divΓ

[
De〈ψT 〉α

]
on Γ

}
.

(35)

The remaining of this section is dedicated to the proof of the following proposition.

Proposition 9 (A Helmholtz decomposition of Xδ). Assume that Hypothesis 6 holds.
Then,

11



(i)- Xδ
0 and ∇Sδ are closed subspaces of Xδ ,

(ii)- For sufficiently small δ, the space Xδ is the direct sum of Xδ
0 and ∇Sδ . Fur-

thermore, the projection operators associated with this sum are bounded (with a
continuity modulus independent of δ).

The proof of this proposition is postponed to subsection 3.2. We refer to the direct sum
of point (ii) of this theorem by writing

Xδ = Xδ
0 ⊕∇Sδ

where the sign⊕ refers also to orthogonality with respect to bδ(·, ·) (as this is obviously
the case from the definition of Xδ

0 ). We remark that if this decomposition holds then,
for a givenψ ∈ Xδ ,ψ = ∇p+ψ0 where p ∈ Sδ andψ0 ∈ Xδ

0 satisfies bδ(ψ0,∇q) =
0 for all q ∈ Sδ . Therefore p (and then ψ0) can be constructed from ψ by solving the
variational problem

bδ(∇p,∇q) = bδ(ψ,∇q) ∀q ∈ Sδ. (36)

The first main step in the construction of the Helmholtz decomposition is then to prove
that (36) is well posed. We shall assume in the sequel that Hypothesis 6 holds.

3.1 Study of problem (36)
We first observe that, for p ∈ Sδ the semi-norm ‖∇p‖Xδ simplifies to

‖∇p‖2Xδ = ‖∇p‖2L2(Ω±αδ)
+ δ ‖∇Γ〈p〉α‖2L2(Γ) +

1

δ

∥∥Gω( ~curlΓ[p]α)
∥∥2

H(curlΓ,Γ)
.

(37)
Thanks to Proposition 7, we deduce that p 7→ ‖∇p‖Xδ defines a norm on Sδ equivalent
to (31). We next observe that

bδ(∇p,∇q) = ω2

∫
Ω±αδ

∇p · ∇q + ω2δ

∫
Γ

Dm〈∇Γp〉α · 〈∇Γq〉α ds

− ω2

δ

〈
Gω([ ~curlΓp]α), [ ~curlΓq]α

〉
Γ

(38)

from which we deduce that solving (36) is equivalent to solving a non standard (and
non coercive) transmission problem for the Laplace equation in Ω±δ . Using (14), one
gets

bδ(∇p,∇q) = ω2

∫
Ω±αδ

∇p · ∇q + ω2δ

∫
Γ

Dm〈∇Γp〉α · 〈∇Γq〉α ds

+
Ae ω

2

δ

∫
Γ

curlΓGω([ ~curlΓp]α) curlΓGω([ ~curlΓq]α) ds

− ω4

δ

∫
Γ

DeGω([ ~curlΓp]α) · Gω([ ~curlΓq]α) ds

(39)

Thanks to Babuska’s theory (see theorem 17), the well-posedness of problem (36) is a
consequence of the following inf-sup conditions

12



Proposition 10 (Inf-Sup condition for bδ). Assume that Hypothesis 6 holds. There
exist δ0 > 0 and C > 0 such that for all positive δ < δ0,

‖∇p‖Xδ ≤ C sup
q∈Sδ\{0}

bδ(∇p,∇q)
‖∇q‖Xδ

, ‖∇p‖Xδ ≤ C sup
q∈Sδ\{0}

bδ(∇q,∇p)
‖∇q‖Xδ

∀p ∈ Sδ.

(40)

Proof. By symmetry it suffices to prove the first inequality in (40), for which we em-
ploy a contradiction argument. If this inequality were not true, there would exists a
sequence pδ ∈ Sδ such that

‖∇pδ‖Xδ = 1 and lim
δ→0

sup
q∈Sδ\{0}

bδ(∇pδ,∇q)
‖∇q‖Xδ

= 0. (41)

In order to work with fixed domains, we introduce the bijective mappings (simply
translation-dilatations in the x3 variable)

F δ± :(x1, x2, x3) ∈ Ω± (:= Ω±0 ) 7→
(
x1, x2, (1− 2αδ

L3
)x3 ± αδ

)
∈ Ω±αδ (42)

with constant Jacobians

DF δ± = diag
{

1, 1,
(
1− 2αδ

L3

)}
:=
[
M δ
±
]−1

, with det
[
M δ
±
]−1

= 1− 2αδ
L3
. (43)

For a function q defined on Ω±αδ we define q̂ on Ω± by

q̂(x) = q
(
F δ±(x)

)
x ∈ Ω±. (44)

It is obvious that if q ∈ Sδ then q̂ ∈ S0 (namely Sδ for δ = 0).

In the space S0, we shall work with a δ-dependent norm that is inspired from (37) by
simply taking α = 0, namely ( [·] and 〈·〉 respectively refers to [·]0 and 〈·〉0 )

‖∇q̂‖2X̂δ := ‖∇q̂‖2L2(Ω±) + δ ‖∇Γ〈q̂〉‖2L2(Γ) +
1

δ

∥∥[Gω( ~curlΓ[q̂])
]∥∥2

H(curlΓ,Γ)
.

(45)
Since F δ± "converges to identity" when δ −→ 0, it is not difficult to guess and prove
(the details are left to the reader) the following inequalities, as soon as q and q̂ are
related by (44):(

1−O(δ)
)
‖∇q‖2Xδ ≤ ‖∇q̂‖

2
X̂δ ≤

(
1 +O(δ)

)
‖∇q‖2Xδ , (46)

where O(δ) is independent of q.

Let us also define the sesquilinear ŝδ on S0 × S0 by

ŝδ(p̂, q̂) := bδ(∇p,∇q) (47)

Using the change of variable x −→ F δ±(x) in (38), one gets, thanks to (43)

ŝδ(p̂, q̂) = ω2
(

1− 2αδ

L3

)−1
∫

Ω±
M δ
±∇p̂ ·Mδ

±∇q̂ dx

+ ω2 δ

∫
Γ

Dm〈∇Γp̂〉 · 〈∇Γq̂〉 ds−
ω2

δ

〈
Gω[ ~curlΓp̂], [ ~curlΓq̂]

〉
Γ
.

(48)
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or equivalently (see also (14))

ŝδ(p̂, q̂) = ω2
(

1− 2αδ

L3

)−1
∫

Ω±
Mδ
±∇p̂ ·M δ

±∇q̂ + ω2δ

∫
Γ

Dm〈∇Γp〉α · 〈∇Γq〉α ds

+
Ae ω

2

δ

∫
Γ

curlΓGω([ ~curlΓp]α) curlΓGω([ ~curlΓq]α) ds

− ω4

δ

∫
Γ

DeGω([ ~curlΓp]α) · Gω([ ~curlΓq]α) ds

(49)
Thanks to (46), (41) is equivalent to (with obvious notation)

(i) lim
δ→0
‖∇p̂δ‖X̂δ = 1 and (ii) lim

δ→0
sup

q̂∈S0\{0}

ŝδ(p̂δ, q̂)

‖∇q̂‖X̂δ
= 0. (50)

We split the rest of the proof into two steps.

• Step 1: we prove that vδ := δ−
1
2 Gω( ~curlΓ[p̂δ]) goes to 0 in L2(Γ) as δ → 0.

This is the more delicate step. First, from (50)(i), we have

curlΓ v
δ is bounded in L2(Γ)2. (51)

Moreover, from property (15) and divΓ
~curlΓ[p̂δ] = 0, we deduce that

divΓ(Dev
δ) = 0 on Γ. (52)

Finally, since 〈 ~curlΓ[p̂δ],C〉Γ = 0, ∀ C ∈ P2
0 (this simply follows from the periodicity

(x1, x2) of functions in S0), we deduce from property (16) that

〈Dev
δ,C〉 = 0, ∀ C ∈ P2

0. (53)

As a consequence, vδ ∈ H1
#(Γ) and (we omit the proof which is based on (19) )∥∥vδ∥∥
H1(Γ)

≤ C
∥∥curlΓ v

δ
∥∥
L2(Γ)

≤ C.

Therefore, up to a change in the subsequence (p̂δ), we can assume that

vδ ⇀ v, weakly in H1
#(Γ)2, strongly in L2(Γ)2, (54)

where v satisfies (because of (52) and (53))

divΓ(Dev) = 0, 〈Dev,C〉 = 0, ∀ C ∈ P2
0. (55)

We next prove that v = 0. From (45), we see that, for any fixed q̂ in S0, δ−
1
2 ‖∇q̂‖X̂δ

is bounded. Therefore, we infer from (50)(ii) that

∀ q̂ ∈ S0, lim
δ→0

δ
1
2 ŝδ(p̂δ, q̂) = 0 (56)

Using (48) and the definition of vδ we can write

δ
1
2 ŝδ(p̂

δ, q̂) = ω2 δ
1
2

(
1− 2αδ

L3

)−1
∫

Ω±
M δ
±∇p̂δ ·M δ

±∇q̂

+ ω2 δ
3
2

∫
Γ

Dm〈∇Γp̂
δ〉 · 〈∇Γq̂〉 ds− ω2

〈
vδ, [ ~curlΓq̂]

〉
Γ
.

(57)
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Passing to the limit when δ → 0 in (57), we get thanks to (56)

〈vδ, ~curlΓ[q̂]〉Γ = 0, ∀ q̂ ∈ S0. (58)

This obviously leads to (simply note that choosing q̂(x) = χ(x3)ϕ(x1, x2) if x ∈ Ω+

and q̂(x) := 0 if x ∈ Ω−, with χ ∈ C∞(0, L3), χ(0) = 1, χ(L3) = 0 a given cut-off
function and ϕ is any function in C∞0 (Γ), then q̂ ∈ S0 and [q̂] = ϕ)

curlΓ v = 0

which, combined with (55) yields v = 0.

• Step 2: we get a contradiction. We now observe by comparing (45) and (39) that

lim
δ→0

∥∥p̂δ∥∥2

X̂δ
≤ C lim

δ→0

(
ŝδ(p̂δ, p̂δ) +

1

δ

∫
Γ

De Gω( ~curlΓ[p̂δ]) · Gω( ~curlΓ[p̂δ])

)
≤ C lim

δ→0

(
ŝδ(p̂δ, p̂δ) + ‖vδ‖2L2(Γ)

)
= 0,

since ŝδ(p̂δ, p̂δ) −→ 0 by (50) and ‖vδ‖2L2(Γ) −→ 0 by step 1. This contradicts
hypothesis (50)(i).

3.2 Proof of the Helmholtz decomposition (Proposition 9)
With the help of Proposition 10, the proof of the Helmholtz decomposition is a rather
classical exercise that we reproduce here for the reader convenience. Our proof follows
the lines of Ref. [29], Lemma 10.3. We already observed that ∇Sδ ⊂ Xδ . The
subspace Xδ

0 is closed since bδ is trivially continuous on Xδ × Xδ . Let ψ ∈ Xδ .
We define p ∈ Sδ solution to

bδ(∇p,∇q) = bδ(ψ,∇q), ∀q ∈ Sδ.

Since q 7→ bδ(u,∇q) is continuous on Sδ , thanks to Proposition 10, the solution p
exists for sufficiently small δ. We define ψ0 = ψ − ∇p. Clearly ψ0 ∈ Xδ

0 . We
now prove that (ψ0, p) is unique. For that it would be sufficient to prove that if ψ ∈
Xδ

0 ∩∇Sδ then ψ = 0. Assume that u ∈ Xδ
0 and u = ∇p for some p ∈ Sδ . Then,

bδ(∇p,∇q) = bδ(u,∇q) = 0, ∀q ∈ Sδ,

since u ∈ Xδ
0 . Proposition 10 implies that p = 0 and therefore u = 0. The uniform

continuity of the projection operators comes from the observation that (cf. also (29))

∀q ∈ Sδ and ∀ u ∈ Xδ, |bδ(u,∇q)| ≤ C ‖u‖Xδ ‖∇q‖Xδ (59)

for some constantC independent of δ. Combined with the stability result of Proposition
10, this implies that there exists δ0 > 0 and a constant C > 0 such that

‖∇p‖Xδ ≤ C ‖ψ‖Xδ (60)

for all ψ ∈ Xδ , ψ = ψ0 +∇p and p ∈ Sδ .
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3.3 Properties of Xδ
0

We shall prove in this section the central point behind the Helmholtz decomposion,
namely the collective compact embedding of the spaces Xδ

0 in L2(Ω±αδ)
3. The latter

is a direct consequence of the following proposition and classical Sobolev compact
embedding theorems.

Proposition 11. Assume Hypothesis 6 and let 0 < δ < L3/4α. ThenXδ
0 ⊂ H1/2(Ω±αδ)

3.
Moreover, there exists a constant C independent of δ such that, for any ψ ∈ Xδ

0 ,

‖ψ‖2
H1/2(Ω±αδ)

≤ C ‖ψ‖Xδ . (61)

Remark 12. The restriction δ < L3/4α is essentially indicative. Moreover, the reader
would easily observe that functions in Xδ

0 have H1 regularity except in the neighbor-
hood of Σ±3 (it suffices to "play" with the cut-off function χ in the proof of Proposition
11). The global H

1
2 restriction is due to imposing L2(Σ±3 ) regularity on tangential

traces on Σ±3 (due to impedance conditions on Σ±3 ).

The proof of Proposition 11 will use the following two technical lemmas 13 and 14 and
an intermediate result, the main one in fact, that concern functions in Xδ

0 that "vanish"
on Σ±3 (cf (35) and lemma 15).

Lemma 13. Let ψ ∈ H#(div ,Ω±αδ) ∩H#(curl ,Ω±αδ) satisfying ψ × e3 = 0 on Σ±3
and such that

〈ψT 〉α ∈ H1/2(Γ) and 〈ψ · e3〉α ∈ H1/2(Γ). (62)

Then ψ ∈ H1(Ω±αδ)
3.

Proof. The general idea is to use the fact that vector fields in H(div ) ∩H#(curl ) are
in fact the H1 regularity as soon as one of their traces, either the normal trace (see
Theorem 5.4.3 in Ref. [30]) or the tangential trace (see Ref. [5], Remark 2.14) are in
H1/2. Our lemma essentially expresses that we get a similar result for "transmission
problems" provided additional regularity on only the mean values of all the traces from
both sides of the interface.

Let ψ satisfying the assumptions of the lemma and ψ± be the restriction of ψ to Ω±αδ .

We construct φ on Ω−αδ from ψ+ by symmetry or anti-symmetry depending of the
component:

φi(x1, x2, x3) = ψ+
i (x1, x2,−x3), i = 1, 2,

φ3(x1, x2, x3) = −ψ+
3 (x1, x2,−x3)

for all x ∈ Ω−αδ . Clearly φ ∈ H#(div ,Ω−αδ) ∩H#(curl ,Ω−αδ). We define ϕ on Ω−αδ
by

ϕ := ψ− − φ.
By construction, ϕ ∈ H#(div ,Ω−αδ) ∩ H#(curl ,Ω−αδ). In addition, ϕ × e3 = 0 on
Σ−3 and

(ϕ · e3)−α = 2 〈ψ · e3〉α ∈ H1/2(Γ).

Consequently ϕ ∈ H1(Ω−αδ)
3 (Theorem 5.4.3 in Ref. [30]). We deduce that [ψT ]α =

(ϕT )−α belongs to H1/2(Γ)3. Since 〈ψT 〉α also belongs to H1/2(Γ)3, we conclude
that (ψT )±α are in H1/2(Γ)3. Hence ψ ∈ H1(Ω±αδ)

3 (see for instance Remark 2.14 in
Ref. [5]).
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Lemma 14. Let D be a 2×2 positive definite and symmetric matrix. Then, there exists
a positive constant C such that ( Re(u) denotes the real part of u )

∀ u ∈ H1
#(Γ), −Re

(∫
Γ

divΓ(Du) divΓu ds

)
≤ C ‖curlΓu‖2L2(Γ) . (63)

Proof. Using Fourier series, proving (63) amounts to proving that:

∀ k ∈ 2π

L1
Z× 2π

L2
Z, ∀ v ∈ C2, −Re

((
k ·Dv

)(
k · v

))
≤ C |k× v|2. (64)

We can choose to work in the eigenbasis of D, which amounts to consider that D is
diagonal: D = diag{d1, d2} with (d1, d2) ∈ R+

∗ . In this case

−Re
((

k ·Dv
)(
k · v

))
= − d1|k1|2|v1|2 − d2|k2|2|v2|2 − (d1 + d2)k1k2Re(v1v2)

In particular, d1 and d2 being positive,

−Re
((

k ·Dv
)(
k · v

))
≤ −(d1 + d2)Re

[
(k2v1) (k1v2)

]
Writing k2v1 = (k2v1 − k1v2) + k1v2, we get

−Re
((

k ·Dv
)(
k · v

))
≤ −(d1 + d2)

(
Re
[
(k× v) (k1v2)

]
+ |k1|2 |v2|2

)
which yields

−Re
((

k ·Dv
)(
k · v

))
≤ −(d1 + d2) |k1|2 |v2|2 + (d1 + d2) |k× v| |k1v2|

By Young’s inequality |k × v| |k1v2| ≤ η |k × v|2 + (1/4η) |k1v2|2 for any η > 0.
Thus

−Re
((

k ·Dv
)(
k · v

))
≤
( 1

4η
− 1
)

(d1 + d2) |k1|2 |v2|2 + η (d1 + d2) |k× v| |k1v2|

so that choosing η = 1/4 leads to (64) with C =
d1 + d2

4
. This concludes the proof.

Let us introduce the space X̃δ defined by (note that this space differs from Xδ by the
divergence condition and the boundary condition on Σ±3 ):

X̃δ =
{
ψ ∈ Xδ, divψ ∈ L2(Ω±αδ), ψ · ei|Σ+

i,δ
= ψ · ei|Σ−i,δ , i = 1, 2, ψ × e3|Σ±3 = 0,

〈ψ · e3〉α = 1
δ curlΓGω ([e3 ×ψ]α) and − [ψ · e3]α = δ divΓ

[
De〈ψT 〉α

]
on Γ

}
.

(65)

Lemma 15. The space X̃δ is embedded into H1(Ω±αδ)
3 for δ < L3/4α. Moreover,

there exists a constant C > 0 independent of δ such that

∀ ψ ∈ X̃δ, ‖ψ‖2
H1(Ω±αδ)

3 ≤ C
(
‖ψ‖2X̃δ +

1

δ
‖Gω

(
[e3 ×ψ]α

)
‖2L2(Γ)

)
(66)

where ‖ψ‖2X̃δ := ‖ψ‖2L2(Ω±αδ)
3+‖divψ‖2L2(Ω±αδ)

+‖curlψ‖2L2(Ω±αδ)
3+δ ‖curlΓ〈ψT 〉α‖

2
L2(Γ) .
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Proof. Let ψ ∈ X̃δ . The transmission conditions

〈ψ · e3〉α =
1

δ
curlΓGω

(
[e3×ψT ]α

)
and − [ψ · e3]α = δ divΓ

(
Dm〈ψT 〉α

)
(67)

infer a higher regularity than H−1/2 for 〈ψ〉Γ. Indeed, from the definition of Gω we
know that

~curlΓ curlΓGω
(

[e3 ×ψT ]α
)
∈ H−1/2

# (Γ)3.

Since in addition, 〈ψ·e3〉α is also inH−1/2
# (Γ) and ~curlΓ〈ψ·e3〉α =

1

δ
~curlΓcurlΓGω

(
[e3×

ψT ]α ), then
〈ψ · e3〉α ∈ H1/2

# (Γ).

On the other hand, divΓ(Dm〈ψT 〉α) = −(1/δ) [ψ · e3]α ∈ H
−1/2
# (Γ)3 while 〈ψT 〉α ∈

H
1/2
# (curlΓ,Γ) by trace theorem. Therefore, using again (19), we deduce that

〈ψT 〉α ∈ H
1/2
# (Γ).

We conclude by applying Lemma 13 that ψ ∈ H1(Ω±αδ)
3 (for fixed δ).

To evaluate the L2 norm of∇ψ, we use the following identities (adapted from the one
in Ref. [30], page 211), which are easily obtained by repeated integration by parts

‖∇ψ‖2L2(Ω+
αδ)

=

∫
Ω+
αδ

(
|curlψ|2 + |divψ|2

)
dx+ 2Re

〈
divΓ(ψT )+

α , (ψ · e3)+
α

〉
Γ
,

‖∇ψ‖2L2(Ω−αδ)
=

∫
Ω−αδ

(
|curlψ|2 + |divψ|2

)
dx− 2Re

〈
divΓ(ψT )−α , (ψ · e3)−α

〉
Γ
,

whereRe indicates the real part. Summing the last two equalities proves that

‖∇ψ‖2L2(Ω±αδ)
=

∫
Ω±αδ

(
|curlψ|2 + |divψ|2

)
dx

+ 2Re
(
〈divΓ [ψT ]α , 〈ψ · e3〉α〉Γ + 〈divΓ〈ψT 〉α, [ψ · e3]α〉Γ

)
. (68)

Using first (67) and next lemma 14,

Re 〈divΓ〈ψT 〉α, [ψ · e3]α〉Γ = − δ Re (〈divΓ〈ψT 〉α,divΓDm〈ψT 〉α)

≤ C δ
∥∥ curlΓ〈ψT 〉α

∥∥2

L2(Γ)
.

(69)

On the other hand, from the identity divΓ [ψT ]α = curlΓ[e3 ×ψ]α and (67) again

〈divΓ [ψT ]α , 〈ψ · e3〉α〉Γ =
1

δ
〈curlΓ[e3 ×ψ]α, curlΓGω([e3 ×ψ]α)〉Γ

On the other hand, by the property (17) of Gω ,

Re 〈curlΓ[e3 ×ψ]α, curlΓGω([e3 ×ψ]α)〉Γ = − 1

Ae

∫
Γ

∣∣ [e3 ×ψ]α
∣∣2 ds

+Re
( ω2

Ae

∫
Γ

DeGω([e3 ×ψ]α) · [e3 ×ψ]α ds
)

(70)
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By Young’s inequality, for any η > 0, there exists a constant C > 0 such that∣∣∣ ω2

Ae

∫
Γ

DeGω([e3 ×ψ]α) · [e3 ×ψ]α

)
ds
∣∣∣ ≤

η

∫
Γ

∣∣[e3 ×ψ]α
∣∣2 ds+

C

η

∫
Γ

∣∣Gω[e3 ×ψ]α
∣∣2 ds.

Subsituting this inequality in , with η = − 1

Ae
gives, for some C > 0 independent of δ

,

Re 〈curlΓ[e3 ×ψ]α, curlΓGω([e3 ×ψ]α)〉Γ ≤ C ‖Gω
(

[e3 ×ψ]α
)
‖2L2(Γ).

Therefore

Re 〈divΓ [ψT ]α , 〈ψ · e3〉α〉Γ ≤
C

δ
‖Gω

(
[e3 ×ψ]α

)
‖2L2(Γ). (71)

Combining (68), (69) and (71) leads to (67), which achieves the proof.

Proof of Proposition 11. Let ψ ∈ Xδ and let χ be a C∞(R) cut-off function such that

χ(x3) = 1 for |x3| ≤
L3

4
, χ(x3) = 0 for |x3| ≥

L3

2
.

We split ψ into the sum of ψ1 := χψ and ψ2 = (1− χ)ψ.

By construction ψ1 ∈ X̃δ
0 . Hence, applying the result of Lemma 15, ψ1 ∈ H1(Ω±αδ)

3

and satisfies

‖ψ1‖2H1(Ω±αδ)
≤ C

(
‖ψ‖2H(curl ,Ω±αδ)

+ ‖ψT ‖
2
L2(Σ±3 )3 + δ

∥∥ curlΓ〈ψT 〉α
∥∥2

L2(Γ)

+
1

δ
‖Gω

(
[e3 ×ψ]α

)
‖2L2(Γ)

)
.

(72)
where we have used in particular divψ1 = ∇χ ·ψ in Ω±αδ .

The function ψ2 belongs to H#(curl ,Ω±αδ)∩H#(div ,Ω±αδ), have a support that does
not touch Σ±i,δ and have L2 tangential traces on Σ±3 . Thus, a slight adaptation of
Theorem 2 of Ref. [12] then implies that ψ2 ∈ H1/2(Ω±αδ)

3 and also satisfies, since
divψ2 = −∇χ ·ψ

‖ψ2‖2H1/2(Ω±αδ)
≤ C

(
‖ψ‖2H(curl ,Ω±αδ)

+ ‖ψT ‖
2
L2(Σ±3 )3

)
(73)

Thus ψ = ψ1 + ψ2 ∈ H1/2(Ω±αδ) and the estimate (61) follows from (72) and (73).

4 Well-posedness and uniform stability results
We are now in position to prove the first main result of this paper, namely the existence,
uniqueness and uniform continuity (with respect to δ) of the solutions to (21).
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Proposition 16. These exists δ0 > 0 and C > 0 such that, for any 0 < δ < δ0 and any
f ∈ L2(Ω+

αδ ∪ Ω−αδ)
3, the problem (21) admits a unique solution Eδ ∈ Xδ satisfying

the uniform estimate
‖Eδ‖Xδ ≤ C ‖f‖L2(Ω+

αδ∪Ω−αδ)
. (74)

To prove these well-posedness and uniform stability results associated with (21), we
shall use the well known Babuska’s theory for variational problem.

Theorem 17. Let V be an Hilbert space and a(u, v) a continuous sesquilinear form
on V × V

|a(u, v)| ≤M ‖u‖V ‖v‖V (75)

Assume that there exists β > 0 such that

∀ u ∈ V, sup
v∈V

|a(u, v)

‖v||V
≥ β ‖u‖V , ∀ v ∈ V, sup

u∈V

|a(u, v)

‖u||V
≥ β ‖v‖V . (76)

Then, for any L ∈ V ′ (the dual of space of V ), the variational problem

Find u ∈ V such that ∀v ∈ V, a(u, v) = 〈L, v〉 (77)

admits a unique solution which satisfies

‖u‖V ≤
M

β
‖L‖V ′ . (78)

Applying theorem 17 with V := Xδ
0 , a := aδ and

< L, v >:=

∫
Ω±αδ

f · v dx,

we see that, taking into account the uniform continuity of aδ and the inequality

| < L, v > | ≤ ‖f‖L2(Ω+
αδ∪Ω−αδ)

‖v‖Xδ ( i.e. ‖L‖(Xδ)′ ≤ ‖f‖L2(Ω+
αδ∪Ω−αδ)

)

(79)
the proposition (16) is a direct consequence of the following inf-sup conditions:

Proposition 18. Assume Hypothesis 6. There exist δ0 > 0 and β > 0 such that for all
positive δ < δ0,

∀ψ ∈ Xδ, sup
ϕ∈Xδ,ϕ6=0

aδ(ψ,ϕ)

‖ϕ‖Xδ
≥ β ‖ψ‖Xδ . (80)

∀ϕ ∈ Xδ, sup
ψ∈Xδ,ψ 6=0

aδ(ψ,ϕ)

‖ψ‖Xδ
≥ β ‖ϕ‖Xδ . (81)

Proof. Considering the symmetry of aδ , it is clear that the proofs of (80) and (81) are
identical. To prove (80), we shall use a technique similar to the one used in the proof
of Proposition 10. Contradicting (80) is equivalent to the existence of δ 7→ ψδ ∈ Xδ

such that

‖ψδ‖Xδ = 1 and lim
δ→0

sup
ϕ∈Xδ0 ,ϕ6=0

aδ(ψδ,ϕ)

‖ϕ‖Xδ
= 0. (82)
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According to the Helmholtz decomposition (Proposition 9), we can write

ψδ = ψ0
δ +∇pδ, ψ0

δ ∈ Xδ
0 , pδ ∈ Sδ (83)

where, by uniform continuity of the projections

‖ψ0
δ‖Xδ + ‖∇pδ‖ ≤ C ‖ψδ‖Xδ . (84)

and where pδ is uniquely defined by (see (36) and (32))

∀q ∈ Sδ, bδ(∇pδ,∇q) = aδ(∇pδ,∇q) = aδ(ψδ,∇q) (85)

which yields,

sup
q∈Sδ,q 6=0

bδ(∇pδ,∇q)
‖∇q‖Xδ

≤ sup
ϕ∈Xδ,ϕ6=0

aδ(ψδ,ϕ)

‖ϕ‖Xδ
(86)

From the inf-sup condition (40) and (82)

lim
δ→0
‖∇pδ‖Xδ = 0 which implies lim

δ→0

∥∥ψ0
δ

∥∥
Xδ

= 1. (87)

Decomposing any ϕ ∈ Xδ as ϕ = ϕ0 + ∇q, ϕ0 ∈ Xδ
0 , q ∈ Sδ , with ‖ϕ0‖Xδ ≤

C ‖ϕ‖Xδ , we get

aδ(ψδ,ϕ)

‖ϕ‖Xδ
=
aδ(ψ

0
δ ,ϕ

0)

‖ϕ0‖Xδ
‖ϕ0‖Xδ
‖ϕ‖Xδ

which implies lim
δ→0

sup
ϕ∈Xδ,ϕ 6=0

aδ(ψ
0
δ ,ϕ)

‖ϕ‖Xδ
= 0.

(88)
where we have used (32) and (82) again.

Next, using the result of Proposition 11, we infer from (87) that∥∥ψ0
δ

∥∥
H1/2(Ω±αδ)

is bounded . (89)

In order to work on a fixed domain, we now again introduce the mappings F δ± defined
in (42) that transforms Ω± into Ω±αδ . For a vector function ϕ defined on Ω±αδ we define
ϕ̂ on Ω± by

ϕ̂(x) := [Mδ
±]−1

(
ϕ ◦ F δ±

)
(x) x ∈ Ω±. (90)

This transformation, also known as the H(curl) conforming transform in the finite
element literature (see Ref. [29], [18] or [11]) "preserves" the curl operator in the
sense that

(curlϕ) ◦ F δ±(x) = (1− 2
αδ

L3
) [Mδ

±]−1 curl ϕ̂(x) x ∈ Ω±. (91)

If ϕ ∈ Xδ then ϕ̂ ∈ X0. We shall equip X0 with a δ-dependent norm inspired from
the Xδ -norm, where we simply take α = 0:∥∥ψ̂∥∥2

X̂δ
=

∥∥ψ̂∥∥2

H(curl ,Ω±)
+ ‖ψ̂T ‖2L2(Σ±3 )

+
1

δ

∥∥Gω([e3 × ψ̂
])∥∥2

H(curlΓ,Γ)

+ δ ‖〈ψT 〉‖
2
H(curlΓ,Γ) .

(92)

Again, since the transformation F δ± goes to identity (δ −→ 0), we have if ψ and ψ̂ are
related by (44): (

1−O(δ)
)
‖ψ‖2Xδ ≤

∥∥ψ̂∥∥2

X̂δ
≤
(
1 +O(δ)

)
‖ψ‖2Xδ (93)
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Then we introduce the sesquilinear form âδ defined on X0 ×X0 by:

âδ(ψ̂, ϕ̂) := aδ(ψ,ϕ) (94)

which gives, thanks to (91)

âδ(ψ̂, ϕ̂) =
(
1− 2

αδ

L3

) ∫
Ω±

[Mδ
±]−1 curl ψ̂ · [Mδ

±]−1 curl ϕ̂ dx− iω
∫

Σ±3

ψ̂T · ϕ̂T ds

− ω2
(
1− 2

αδ

L3

)−1
∫

Ω±
[Mδ
±] ψ̂ · [M δ

±] ϕ̂ dx− δω2

∫
Γ

Dm〈ψ̂T 〉 · 〈ϕ̂T 〉 ds

+ δAm

∫
Γ

curlΓ〈ψ̂T 〉 · curlΓ〈ϕ̂T 〉 ds+
ω2

δ
〈Gω([e3 × ψ̂]), [e3 × ϕ̂]〉Γ.

(95)
Using (93), we thus deduce from (87) and (88) that

lim
δ→0
‖ψ̂

0

δ‖X̂δ = 1 and lim
δ→0

sup
ϕ̂∈X0,ϕ 6=0

âδ(ψ̂
0

δ , ϕ̂)

‖ϕ̂‖X̂δ
= 0. (96)

Again, the fact that F δ± goes to identity as δ → 0 implies (this can be proven by
interpolation) :(

1−O(δ)
)
‖ψ‖H1/2(Ω±αδ)

≤ ‖ψ̂‖H1/2(Ω±) ≤
(
1 +O(δ)

)
‖ψ‖H1/2(Ω±αδ)

(97)

Thus, we deduce from (89) that

ψ̂
0

δ is bounded in H1/2(Ω±). (98)

Therefore, one infers the existence of a subsequence, still denoted ψ̂
0

δ , and of ψ̂ ∈
H1/2(Ω±)3 such that

ψ̂
0

δ ⇀ ψ̂
±

weakly in H1/2(Ω±)3 and ψ̂
0

δ → ψ̂
±

strongly in L2(Ω±)3.

From (96) and (92) we also deduce that ψ̂
±
∈ H(curl ,Ω±). We next prove that

ψ̂ = 0.

Let us denote by Ω := Ω+∪Ω−∪Γ. We first prove that ψ̂ ∈ H(curl ,Ω). Indeed, (96)
implies that Gω[e3×ψ̂δ] strongly converges to 0 inH(curlΓ,Γ). Hence Gω[e3×ψ̂] = 0,
thus [e3 × ψ̂] = 0.

More precisely, we have (the obvious details are left to the reader)

ψ̂ ∈ Himp(curl ,Ω) :=
{
ϕ ∈ H(curl ,Ω),ϕT ∈ L2(Σ±3 )3

}
and we also deduce from (96) that, ∀ ϕ ∈ C∞(Ω),

lim
δ→0

δ

(
Am

∫
Γ

curlΓ〈(ψ̂
0

δ)T 〉 · curlΓ〈ϕT 〉 − ω2

∫
Γ

Dm〈(ψ̂
0

δ)T 〉 · 〈ϕT 〉
)

= 0.

Thus, since, for ϕ ∈ C∞(Ω), [e3 × ϕ̂] = 0 and lim
δ→0

âδ(ψ̂δ,ϕ) = 0 (by (96)) , we

deduce from (95) that∫
Ω

(
curl ψ̂ · curlϕ− ω2 ψ̂ ·ϕ

)
dx− iω

∫
Σ±3

ψ̂T ·ϕT ds = 0, ∀ ϕ ∈ C∞(Ω).
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Then, by density of C∞(Ω) in Himp(curl ,Ω) (see e.g. [7]), we deduce that∫
Ω

(
curl ψ̂ · curlϕ− ω2 ψ̂ ·ϕ

)
dx− iω

∫
Σ±3

ψ̂T ·ϕT ds = 0, ∀ ϕ ∈ Himp(curl ,Ω)).

The uniqueness result for this variational problem (see for instance Theorem 4.17 in
Ref [29]) yields ψ̂ = 0.

We shall derive a contradiction by deducing that lim
δ→0
‖ψ̂

0

δ‖X̂δ = 0. First, we just

already proved
lim
δ→0
‖ψ̂

0

δ‖L2(Ω±)3 = 0.

Using the result of Lemma 15 applied to χ ψ̂
0

δ , where χ is the same cut off function as
in the proof of Proposition 11, one concludes that

χ ψ̂
0

δ is bounded in H1(Ω±)

and thus, by trace theorem, that 〈(ψ̂
0

δ)T 〉 is bounded in L2(Γ)3. Therefore,

lim
δ→0

δ ‖〈(ψ̂
0

δ)T 〉‖L2(Γ) = 0.

On the other hand, since ψ0
δ ∈ Xδ

0 , we easily check that, with obvious notation (we
consider traces)

1

2

(
M+
δ

(
ψ̂

0

δ

)+
+M−δ

(
ψ̂

0

δ

)+) · e3 =
1

δ
curlΓGω

( [
e3 × ψ̂

0

δ

] )
.

As, by trace theorem again, M+
δ

(
ψ̂

0

δ

)+
+M−δ

(
ψ̂

0

δ

)+
is uniformly bounded in L2(Γ)3,

we deduce that

lim
δ→0

1

δ

∥∥ curlΓGω
( [
e3 × ψ̂

0

δ

] )∥∥2

L2(Γ)
= 0.

We obtain the desired contradiction by observing that (compare (92) and (95))

‖ψ̂
0

δ‖2X̂δ ≤ C
( ∣∣âδ(ψ̂0

δ , ψ̂
0

δ)
∣∣+ ‖ψ̂

0

δ‖2L2(Ω±)3

+ δ ‖〈ψ̂
0

δ〉T ‖2L2(Γ)3 +
1

δ
‖curlΓGω([e3 × ψ̂

0

δ ])‖2L2(Γ)

)
and that lim

δ→0
âδ(ψ̂

0

δ , ψ̂
0

δ) = 0, by (96).

5 An application of the stability result
In this section we shall prove that Eδ , the solution of problem P , approaches Eδe (the
solution of the exact problem (8)) at second order in δ. To this end, we assume that

α is chosen large enough such that (Ae, Am,De,Dm) defined by (9) are strictly positive
(99)
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so that we can use Proposition 18. Also, we shall assume that the support of the right
hand side in does not intersect Γ:

supp f ∩ Γ = ∅ (100)

Our proof follows a type of approach that can be found in Ref. [24], [34] and [21]: in
a first step, we prove that there exist two functions E0 and E1 defined in Ω± such that∥∥Eδ −E0 − δE1

∥∥
H(curl ,Ω±αδ)

≤ C δ2.

This result is based on an application of Proposition 18 and theorem 17 and on a formal
asymptotic expansion of Eδ with respect to δ. Besides, using the asymptotic expansion
of the exact solution Eδe in δ, using for instance matched asmptotics as in Ref. [17]
(see for instance also Ref. [35],[22] and [25] for general results on this topic), we can
also prove an optimal estimate of Eδ− (E0 + δE1), that is valid in any (fixed) domain
that does not intersect a small neighbourhood of Γ, namely in any (γ > 0 being given,
possibly arbitrarily small)

Ωγ :=
{

(x1, x2, x3) ∈ R3 / |x1| < L1/2, |x2| < L2/2 and γ < |x3| < L3/2
}
.

Such estimates have been established in [15]. Combining the previous two estimates,
we obtain an estimate of Eδe −Eδ in Ωγ . The precise result is the following.

Proposition 19. Assume that (6), (7), (99) and (100) hold. Assume that the frequency
ω satisfies the hypothesis (6). Then, for any 0 < γ < L3/2, there exist a constant
δγ > 0 and a positive constant Cγ , such that

∀ δ < δγ ,
∥∥Eδe −Eδ

∥∥
H(curl ,Ωγ)

≤ Cγ δ2. (101)

The remaining of this section in dedicated to the proof (in three steps) of this proposi-
tion.

Step 1. Formal asymptotic expansion of Eδ.

We look for a power series expansion of Eδ with respect to δ of the form

Eδ =
∑
n∈N

δnEn, (102)

where the fields En are searched functions in Ω+ ∪Ω− which are smooth respectively
in Ω+ and Ω−. Inserting the previous expansion in problem P , and (formally) sepa-
rating the different powers of δ, it is easily seen that the fields En satisfy the Maxwell
equations in Ω±

curl curlEn − ω2En =

{
f if n = 0,

0 otherwise,
(103)

as well as the boundary conditions:
±e3 × curlEn = −iω(En)T on Σ±3 ,

En × ei|Σ+
i

= En × ei|Σ−i , and curlEn × ei|Σ+
i

= curlEn × ei|Σ−i .
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Deriving transmission conditions for the E′js from the transmission conditions (5) is
more involved. Let us give the idea of the formal computations. To exploit (102),
we have to evaluate the traces of e3 × Ej or e3 × curlEj on Γαδ . Using (formally)
Taylor expansions with respect to the x3 variable, we get an expansion of such traces
in powers of δ which are expressed only in terms of tangential traces of e3 × Ej or
e3 × curlEj on Γ thanks to the fact x3 derivatives are eliminated by using the interior
Maxwell’s equations and replaced by tangential derivatives. As a result, the transmis-
sion conditions are posed on the interface Γ. For the sake of conciseness, we do not
develop the calculations and we restrict ourselves to present the resulting jump condi-
tions (see Ref. [15] for more details).

First, the limit field E0 satisfies the following homogeneous jump conditions on Γ,

[e3 ×E0] = 0, and [e3 × curlE0] = 0, (104)

which simply expresses the fact that E0 "does not see" the rough interface. On the
other hand, for j = 1 or j = 2, the jump conditions for Ej are recursively given by

[e3 ×Ej ] +
(Ae − 2α)

ω2
curlΓ ~curlΓ 〈(curlEj−1)T 〉 − (De − 2α) 〈(curlEj−1)T 〉 = 0,

[e3 × curlEj ] + (Am − 2α) curlΓ ~curlΓ 〈(Ej−1)T 〉 − ω2 (Dm − 2α) 〈(Ej−1)T 〉 = 0.
(105)

The existence of Ej’s for j = 0, 1, 2 results from standard results from Maxwell equa-
tions. Note that the C∞ regularity of each E+

j and E−j in a neighborhood of Γ is
guaranteed by the fact that the support of the source term f does not intersect Γ.

Step 3. Justification of the asymptotic expansion of Eδ.

We now consider the error eδ2 between Eδ (the solution of P) and its truncated expan-
sion at second order:

eδ2 := Eδ − (E0 + δE1 + δ2 E2).

Let Dα,δ and Nα,δ be the generalized trace operators defined by (u denotes a smooth
enough vector field):

Dα,δ u := [e3 × u]α + δ

(
Ae
ω2

~curlΓcurlΓ
(
〈curlu〉α

)
T
−De

(
〈curlu〉α

)
T

)
Nα,δ u := [e3 × curlu]α + δ

(
Am ~curlΓcurlΓ〈(u)T 〉α − ω2Dm〈uT 〉α

)
(106)

Using Taylor expansion, it is easily seen that eδ2 satisfies a problem of the form

curl curl eδ2 − ω2eδ2 = 0 in Ω+
αδ ∪ Ω−αδ,

Dα,δ eδ2 = δ3 hδ, Nα,δ eδ2 = δ3 gδ, on Γ

±e3 × curl eδ2 = −iω(eδ2)T , on Σ±3 ,

eδ2 × ei|Σ+
i,δ

= eδ2 × ei|Σ−i,δ , and curl eδ2 × ei|Σ+
i,δ

= curl eδ2 × ei|Σ−i,δ ,
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where the terms δ3 gδ and δ3 hδ come from the evaluation of Dα,δ and Nα,δ on E±0 +
δE±1 + δ2 E±2 . To exploit the jump conditions (105), we need to relate these traces
with their equivalent on Γ. This can be done using Taylor expansions in the x3 variable
with integral rest. Doing so, we make appear automatically the δ3 factor and it is
not difficult (although tedious) to establish that gδ and hδ (that are expressed in terms
of integrals over ±x3 ∈ ] 0, αδ[ of functions involving E0,E1,E2 and some of their
derivatives, up to third order) satisfy the uniform estimates (we use standard elliptic
regularity results for E0,E1,E2 and the assumption (100) for the support of f .)

‖gδ‖H−1/2(divΓ,Γ) + ‖hδ‖L2(Γ) ≤ C ‖f‖L2(Ω). (107)

Then, note that eδ2 belongs to Xδ (but it does not belong to Xδ
0 ). Writing the previous

problem in a variational form, we get

∀ ϕ ∈ Xδ, aδ(e
δ
2,ϕ) = 〈Lδ,ϕ〉 (108)

where the linear form in Lδ ∈ (Xδ)′ is given by

∀ ϕ ∈ Xδ, 〈Lδ,ϕ〉 := δ2ω2
〈
Gω(gδ), [e3 ×ϕ]α

〉
+ δ3

∫
Γ

hδ · 〈ϕ〉α. (109)

Thanks to the stability result of Proposition 18, it is clear that the estimate of will be
driven by the estimation of the norm of Lδ ∈ (Xδ)′. For this we observe that, using in
particular the symmetry of Gω (see (14))∣∣ 〈Gω(gδ), [e3 ×ϕ]α〉

∣∣ ≤ C ‖gδ‖H−1/2(divΓ,Γ) ‖Gω([e3 ×ϕ]α)‖H−1/2(curlΓ,Γ)

≤ C δ
1
2 ‖gδ‖H−1/2(divΓ,Γ)

∥∥ δ− 1
2 Gω([e3 ×ϕ]α)

∥∥
H(curlΓ,Γ)

.

(110)
while on the other hand we have∣∣∣ ∫

Γ

h · 〈ϕ〉α
∣∣∣ ≤ δ−

1
2 ‖hδ‖L2(Γ)

∥∥ δ 1
2 〈ϕ〉α

∥∥
L2(Γ)

. (111)

Combining (107), (109), (110) and (111), we obtain, thanks tothe definition of the
Xδ-norm (27)

∀ ϕ ∈ Xδ,
∣∣ 〈Lδ,ϕ〉 ∣∣ ≤ C δ

5
2 ‖f‖L2(Ω) ‖ϕ‖Xδ . (112)

Applying theorem 17 and proposition 18, for any δ small enough, we get∥∥eδ2∥∥Xδ =
∥∥Eδ − (E0 + δE1 + δ2E2)

∥∥
Xδ
≤ C δ5/2 ‖f‖L2(Ω).

Let us introduce a constant γ such that 0 < γ < L3/2 and consider the domain Ωγ

Ωγ :=
{

(x1, x2, x3) ∈ R3|x1| < L1/2, |x2| < L2/2 and γ < |x3| < L3/2
}

Finally, from the previous estimate and the triangular inequality, it is easily seen that
there exist two positive constants δ0 and C such that

∀ δ < δ0,
∥∥Eδ − (E0 + δE1)

∥∥
H(curl ,Ωγ)

≤ C δ2. (113)
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Step 3. Derivation of the error estimates.
The asymptotic expansion of the exact solution Eδe is much more involved than the
approximate one: we have to take into account both the thickness and the periodic-
ity of the thin layer. For instance, we can construct this asymptotics using a method
that mixes matched asymptotic expansions and homogenization techniques (see for in-
stance Ref. [33, 2, 28]). This is in particular where the symmetry assumption (7) plays
a role. All this has been done in [15] or [16] from which we extract the useful result for
our purpose (note that this is where the restriction to the domain Ωγ appears), namely
following estimate:

∀ γ > 0, ∃ δ0 > 0 and ∃C > 0 such that, ∀ δ < δ0,
∥∥Eδe − (E0 + δE1)

∥∥
H(curl ,Ωγ)

≤ C δ2.

(114)
From inequalities (114) and (113), we immediately deduce the estimate (101), which
concludes the proof of Proposition 19.
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