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Abstract. We compute in this paper the true dimension over I, of Goppa Codes I' (L, g) defined by the polynomial
g(2) = Trlez.; TFys (z) proving, this way, a conjecture stated in [14,16].
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1. Introduction

In 1970, V. D. Goppa [8] introduced a new class of linear error-correcting codes which
asymptotically meet the Varshamov-Gilbert bound: the so-called I'(L, g) codes.

Definition 1. Let g(z) €Fgnlz], L = {ai, ..., ay} CFym such that Vi, g(«;) #0. The
GoppacodeI'(L, g),of lengthn over F,, is the set of codewords, i.e., n-tuples (cy, . . ., ¢;) €
Iy, satisfying

n

S =0 (mod g(2).

L — o
im1 ¢ !

The dimension k of I'(L, g) and its minimal distance d satisfy

k>n—mdegg(z)
d>degg(z) + 1.

Other basic definitions and properties of Goppa codes are to be found in [12]. It is well
known that it is a hard problem to compute the true dimension (and minimal distance)
of any Goppa code. A lot of work has been done on special classes of Goppa codes in
order to improve the general bound on the dimension. Notably, for (classical) Goppa codes,
interested readers can refer to [1-3,5,13,14,16,17].
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1.1. The Trace Goppa Codes

In [11] M. Loeloeian and J. Conan described a subclass of binary (¢ = 2) Goppa codes
defined by g(z) = 7% 4+ zand L = Fx\Fy in order to illustrate their new lower bound on
the minimum distance. In [13,14] authors studied the dimension of these codes and gave a
new bound for the dimension:

dimT(L, g) > n —2sdegg(z) +3s — 1.

This result has been generalized in [16] where a special subclass of Goppa codes has been
introduced: the Trace Goppa codes.

Definition 2. Let a(z) and b(z) be two arbitrary elements of IF ,ns[z]. A Trace Goppa code
isal'(L, g) code where g(z) = a(z2)Trr us.F,, (b(2)) and L = Fns\{z € F s, g(z) = 0}.

Depending on the value of p and m, three new bounds are given in [16] for the dimension
of such codes. Moreover it is proved that these codes never reach the general known bound.
In the so-called binary quadratic case (p = 2, m = 2) it is shown that

dimI'(L,g) >n —2sdegg(z) +3s — 1.

For a(z) = 1 and b(z) = z, this bound corresponds to the one given in [13,14]. As mentioned
in [13,16], when g(z) = Trp,,, F, (2), the bound is reached for s = 2, 3, 4, 5. Till now, it
was an open problem to know whether it was reached for all s > 2.

In the quadratic case (m = 2), it is shown in [16] that:

dim (L, g) >n —2sdegg(z) +2s — 1.

(z), it has been checked with the help of a computer that the proposed

P

For g(2) = Try v
bound is reached.

The aim of this paper is to prove that the true dimension of binary Goppa codes defined
by g(z) = Trr,, 7, (2) is n — 2s deg g(z) + 3s — 1, proving this way a conjecture stated in
[14,16].

In Section 2, we recall the trace description of Goppa codes (given by Delsarte’s theorem)
which makes a link between the calculation of the dimension and the number of solutions
of a modular polynomial equation: the so-called redundancy equation. For the binary-
quadratic case, the dimension of a trace Goppa code is equal to the number of polynomials
a(z) € Fys[z] (dega(z) < 2°) which satisfies a particular equation over Fps[z]/ (zzz’v + 2).

In Section 3, we rearrange the redundancy equation as a sum of monomials which vanishes
over the polynomial ring [F,2[z]. The corresponding coefficient of each monomial is either
a linear combination of the a;’s or exactly one of the a;’s (which then must be 0).

In Section 4 we seek for monomials whose corresponding coefficient is one of the a;’s
and conclude that if a(z) satisfies the redundancy equation then a(z) = ag+a;z+ass- 27

In Section 5, we simplify the redundancy equation by using the reduced form of a(z).
This gives us three conditions over ag, a; and a;s-1.

Section 6 uses all the results of Sections 4 and 5 in order to prove our main result.
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2. Trace Description of Goppa Codes and Redundancy Equation

Let I'(L, g) be an (n, k) code over F, (L C Fyn), it is well known (see [12]) that it is a
restriction to IF, of a generalized (n, n — deg g(z)) Reed-Solomon code I" defined over Fon.
Delsarte’s theorem states that ['(L, g)* = Tr("') where

A

Tr: r — I3
(c1y-..cn) B (Treym, (€1, - . ., Treym, ()

Since I'* has dimension m deg g(z) over F,, then

n —k = dimg,I'(L, g)*
= dimp, Im(Tr)
= mdeg g(z) — dimp, ker(Tr).

A possible way to determine the dimension of a Goppa code is to compute dimp, ker(Tr).
From [14,16], in order to prove our main result we have only to show that for g(z) =
Tr[gzh F,s (2) and m = 2s, dimp, ker(Tr) < 3s — 1.

In [13] it has been established that ker(Tr) is isomorphic to

a@) | a?

() g(z)Z*‘)EO (m"dzzuz)}’

with 0 < dega(z) < 2° — 1 (such an equation is obtained from the parity check matrix of
the code).

Leta(z) = Z? - a;z' (Vi,a; € Fy), and g(z) =7 + z, since g(2)> =g(z) (mod 2
+ z), then

{a(z) € Fplzl | g(2)% *'Trp,, F<

(mod zzzx) +z

2Y
g(Z)ZZHHTrIFZ.;;Fz(a(Z) a(2) >50

g * g()?

28
& g(z )2‘ s Z <d(Z)g-i;Za)(z) ) =0 (mod zzzx +Z)

s—1 28—1
&> (F+ ) (Z al %7 + af”’zﬂm> =0 (modz® +72)

i=0 Jj=0

PROPOSITION 1. Vi > 0,

2:—1—1’_1 2:—1—[_1
_ P22 RR@ DLy Z L2722k D4

k=0 k=0

(sz + Z)ZPI —2i41

Proof. Letus write (z2 +2)% 21 = (22 +2)(z¥ +2)¥ 2
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(ZZX + Z)zv—lizi _ Zz,gflizi (Z2V71 + 1)2%1721

s_ 25!
_ Z2A—l_2i (Z2 1 + 1)

(21 +1)7
—— (Zzi(zx*1>2“"’i +1)
=Z (Zzi(z;_l) + 1)
os=l=i_1
= Z 2@k .
k=0

Thus equation (1) becomes (modulo 2+ Z)

s—1 207711 21
20 25 2 0 k(2 — 1) 421 j+1
2 2 24
i=0 k=0 j=0
s—1 27711 25—
+ Z Z a25+i sz—]72i+2ik(2x71)+2v+ij+1
i
i=0 k=0 j=0
s—1 27711 26—
i 23‘—1_2i+2ik(2x_l)+2ij+2y
T2 24
i=0 k=0 j=0
s—1 27711 27—
+ az.H—’ Zz,\'—]72!+21k(2x71)+2r+1j+2x _ 0 (1)
r .
i=0 k=0 j=0

Our main goal is to show that a necessary condition so that a polynomial a(z) satis-
fies equation (1) is that, for all j # 0, 1, 2= g j = 0. With this end in view, we are
going first to study the different degrees of the monomials which appear in the above
equation.

3. Distribution of the Degrees in the Redundancy Equation
o Leti = 0,since (z2 +2)* "2+ = 22" 472" the degrees which appear in equation (1)
are: 2071 4 j, 2570 4 j2s 2271 4 j 2%l 4 i for j =0...2° — 1.

* Leti # 0 the degrees can be distributed in four classes: 257! — 2/ 427k (2° — 1) +2/j +1,
2371 _ 21' + ztk(zs _ 1) +23+ij + 1, 2&71 _ 21' +2lk(2s _ 1) +2z] _+_2s, 2571 _ 21' +
2025 — 1)+ 2% j 425 for j =0...2° — 1.

Now remember that we are working modulo 2 4z ie. (unformally speaking) we have
to replace 2%° by 1 each time it appears.

Vji=0...2"—1,

— 257l j < 22,2571 4 25 < 225 22571 4 j < 229 thus these degrees remain unchanged
modulo z2* + z,
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— 22l 2 < 2% for j=0...2°"1 —1,
—letj=2""4j (0 <, <2°7' —1), then
2T = 2T )Y
=72/ (mod 72 + 7).
Vi=1..s—1,Vk=0...2""""—1,Vj =0...2°—1,lete = 1 or 2°,

-2 2 k(2 — 1)+ 2+
<27 2f 2 22t — ) 2572 - 1) 428
< 22s _ 2s+1 _ 2571

< 2%,

—letj=j 4+y25,0<j <2 —1,0 <y <2 —1 and consider two cases:
(a) 0 < j < 257" —k, then

P22 D2 e 2 22k A2 (2 e

21—]_21' 2ik 25 1 23+i it c 22A
=z +2°k( )+27 j +y+e (mod 24 Z)

(anq 251 _2f 4 2ik(‘2‘Y — D42 Ly 4+ <2%).
(b) 2°7" —k<j < 2°7" — 1 (remark that this occurs only for k >1). We can write
j=j"4+27—k0< ;" <k—1.Then

P2 AR D2 ke 2 22k A2 (2 T ke 2 e

s—1_ni S i1 25
= 2T D2 [yl (modz2 +Z)

(and 2571 =2 4 21k + D)+ 2 i+ + 146 < 2%).

In order to sum up these results Table 1 gives for i and k fixed, the different type of
degrees which appear in equation (1). In the left column we have assigned a name to each
category in order to simplify the rest of the paper. Since each degree is associated to a
monomial in equation (1), in the right column we list the corresponding coefficient of each
monomial.

Important Remark. ~Set E; ., and F; , are defined only for k > 1 and i < s — 2 (since
k < 25=i-1 _ 1),

As an example, Table 2 gives the different degres which appear in equation (1) for s = 3.
From now on, we have reduce equation (1) to a sum of monomials whose degrees are
less than 2%. Thus the sum of monomials vanishes over the polynomial ring F»[z] which
implies that the corresponding coefficients are zeros. Clearly, all the sets in Table 1 are not
pairwise disjoint, otherwise all a; should be zeros and dimker(Tr) = 0. However, for k
and i fixed, it is easy to see that each set contains distinct elements. We are now going to
investigate the elements which only belong to one set for any value of i, k. Let d be such
an element, then there is a single monomial of degree d in equation (1). This implies that
its associated coefficient is one of the a;’s (and not a linear combination of some a;’s),
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Table 1. Distribution of degrees

VERON

i#£0,k=0.

Ejk
Eik.

Eiko
Fik

Fikn

Fiko

2s—1 +j
2571 4 jos
24
22s—1 +J~2s
j2 41

L2l Ly =0...20 1

2712l 421k — 1)+ 27 +1
272 4 2k - )+ 2y + 1
27 2k + D)+ 2 j 4y +2
254257 =20 42Tk — 1) + 2

28 42571 —2F 4 225 — 1)+ 25H j 4y
2427 2k + D+ 2T j+y +1

j=0...
j=
j=0...
j=0...
j=
j=0.
j=0.
j=0.
j=0.
j=0.
j=0.

25 —1 aj
L2 - ay
21 aj
2 a3’

_ N

| al
i
L2 -1 aj }

B ot
sl ]2::,}{2&7"
k=1 afﬂﬂ,kww

N 1
25— aj )

N S+
L2 —k—1 a12~+y2.x‘*f

§+i
k=1 @ iy

and must be zero. We will call such elements “isolated” degrees. In Table 2 bold integers
correspond to “isolated” degrees.

4. Seeking “Isolated” Degrees

Here are some properties of the sets described in Table 1. We will often use them in the rest

of the paper (we will suppose that s > 3).
Property 1.
SeDy=8<2°+2""—1 (1a)
§eD;=8=2""" (mod?2’) (and thusS$ iseven) (1b)
SeDy, =2 1T<s <2 1421 (1c)
§eDy; =68>2*"lands=0 (mod2),i=1...5—1 (1d)
8eD3p;=8=1 (mod?2’) (and thusS$ isodd) (le)
Proof.  All these properties are obvious. [ ]

Property 2. Yi,1 <i<s—1,Vk 8€E;=8<2*"'"_landd=1 (mod 2') (thus 8

is odd).

Proof  Firstitis obvious that § = 1 (mod 2'). Since k < 2°~"~! —1then 2k < 2°~! -2/,
Moreover using the fact thati > 1 and j < 2° — 1 then
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Table 2. Distribution of degrees, s = 3
i=0
Dy :4,5,6,7,8,9,10,11
D, 1 4,12, 20, 28, 36, 44, 52, 60
D, :32,33,34,35,36,37, 38,39
D31 :32,40,48,56
D3, :1,9,17,25
i=1
Eio :3,5,7,9,11,13,15, 17
Ei01 :3,19,35,514,20, 36,52
——— ——
y=0 y=1
Fio :10,12, 14,16, 18, 20, 22,24
Fio.1 @ 10,26,42,58 11,27, 43,59
—
y=0 y=1
E;q :17,19,21,23, 25,27,29, 31
Ey11:17,33,49 18, 34, 50
——
_ y=0 y=I1
E1.1_2 : 2 3
’ ~~ ~—
y=0 y=1
Fi1 :24,26,28,30,32, 34, 36, 38
1_‘7]'|,1 :24,40,56 25,41,57
y=0 y=1
1_71,|_2 : 9 10
~— ~—
y=0 y=1
i=2
Ejq 1,5,9,13,17,21,25,29
Ero1 ¢ 1,33 2,34 3,35 4,36
= =
y=0 y=1 y=2 y=3
Fo :8,12,16,20,24,28,32,36
Fr01 : 8,40 9,41 10,42 11,43
= =~
y=0 y=l  y=2 y=3
<2t 2 22— D422 -1+ 1
S 22S71 _ 2[ + 1
<2»7h 1, |

Property 3. Vi, 1<i<s — 1, Vk, SGEi,k.l =4

2+ 1) +y+1<257

Proof.  First it is obvious that § = 2°7! — 2/(k +
y+1—-2<0andk >0thend <25~ — 2k <2571,

= §' (mod 2°) where §' = 25!

1) + vy + 1 (mod 2°*). Now since
|
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Property 4. Vi, 1<i<s—2, Vk > 1, §€Ej;» = 8§ =8 (mod 2’) where §' = 2!
—2ik+1)+y +2<2"!' — 1. Moreover § <2¥~!1 —25%2 4 2572 1 1.

Proof. Firstitis obvious that § = 2°~! —2/(k+1)+y +2 (mod 2*). Since y +2—2/ <1,
k> 1landi > 1thend <2571 —2/k+1 <2~ —1.Moreover, sincek <2°~7'~1 -1, j <k—1
and 1 <i <s — 2 then

8 < 25—1 _ 2i2s—l—i + 2s+i(2s—i—l _ 2) + y +2
< 22S71 _ 2S+2 + 2i + 1
< 223‘—1 _ 25‘4—2 + 2S—2 + 1. =

Property 5. Vi, 1<i<s—1,Vk,8€ F;; =2°<8§<2>14+2°—2and§ =0 (mod 2)
(thus § is even).

Proof.  First it is obvious that § = 0 (mod 2'). Now, since k > 0, j > Oand i <s — 1,
then § > 2°. Next, since 2'k <2571 — 2/, i > 1 and j <2° — 1, then

§ <2427 24 27— 2h 2 — 1) 4212 = 1)
E 22S—1 +2¥ _ 2i
<2271y 2, [ ]

Property 6. Vi,1<i<s — l,Vk,(SeF;,k,l::'(SE(S’ (mod 2°) where § =2°"1 — 2!
k+D+y<2'—1

Proof.  Proof is similar to the one of Property 3. [ ]

Property 7. Vi,1<i<s—-2,Vk>1, §¢ I_’i,k’z = 8§=4¢ (mod 2°) where § =251 — 2!
k+D+ypy+1< 25—l _ 2 Moreover § <2%~1 — 2542 4 25 4 252

Proof. Proof is similar to the one of Property 4. ]
We can now specify which degrees are “isolated.”

LEMMA L. Vi=1...s —1,Vk Vj,2<j<2""'—1, jeven
2~ 4 jeDy

274 j¢DIUDyUDs  UD3  UE; t UEij i UEj ;o UFx UF 31 UFigo

Proof. Let A =2°"! 4+ j, notice that
e Aiseven,

e 271 < A < 2% (thus A remains unchanged modulo 2°).

From Propositions 1b, 1c, 1dand le A ¢ D; U D, U D3 U D3 5.
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From Propositions 2 and 5, Vi = 1...5s — 1,Vk, A¢ E; y U F .
FromPropositions 3,4and 6,7,Vl =1...5— I,Vk > 1, A ¢ Ei,k,l U Ei,k,Z U Fi,k,l U F,‘yqu.

|
LEMMA2. Vi=1...s —1,Vk, Vj 22 ' +1<j<2"—1, jodd
225—1 +jeD,
22714 j¢DpUD{UDs 1 UD3 2 UE; y UE; . UE, ko UF; g UF 51 UF 42
Proof. Let A =2%~! 4 j, then:
e Aisodd,
e A=j (mod?2%),j>2""1+4+1,
° 22s—l <A 522x—l +25 — 1.
From Propositions 1a, 1b, 1d and le, A ¢ Dy U D; U D3 1 U D3 5.
From Propositions 2 and 5,Vi =1...5s — 1,Vk, A¢ E; y U Fi x.
From PfOpOSitiOHS 3, 4 and 6, 7, Vi=1l...5 — 1, Vk, A ¢E_‘,"k,] U Ei,k,2 U Fi,k,l U F,‘,kqg.
|

LEMMA 3. Vj,3<j<2"2+1, jodd

o 2T 4257l 42 —3€Ey,,

e Vk#£ 1,2t 42571 4 27 3¢ Ey,,

o Vi> 1, Vk 2t 4257 425 — 3¢ Eyy,

* Vix>1,VEk 25 42571 4 27 —3¢ DyUD;UD,UD;3 1 UD3 UE;  yUE; o UF; U

Fix1UF; 2.

Proof. Let A =2*! 42571 4 27 — 3 notice that:

* Aisodd,

o 5l p sl L 3 < A< st 405 .
Moreover, A = 27! +2j — 3 (mod 2°), and

<27 43<271 425 —3<2° — 1.

From Propositions 1a, 1b, 1c, 1d and le, A ¢ Dy U D; U Dy U D31 U D3 5.
Leti =landk =0,thend e E; g = 3j/,0<j' <2' — 1,suchthat § =2°"' 42’ —
1<25F1 42571 -3 < A. Thus A ¢ E; 0.
Leti=1landk > I, thenS € E;; = §>2"2 421 = 5> A. ThusVk # 1, A¢ Ey .
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From Proposition 2, if Vi > 1, A % 1 (mod 2°) then A ¢ E; ; (for any value of k). Now,
Vi>1,A=2j—3 (mod 2"), thus

2j—3=1 (mod?2)
=j=2 (mod21),

which is impossible since j is odd.
From Proposition 5,Vi =1...5s — 1,Vk, A ¢ Fi;.
From Propositions 3,4 and 6, 7,Vi = 1...s — 1,Vk, A¢ E; s tUE; 32 UF ;4 1 UF; .

|

LEMMA 4. Vj, 222 4+3<j<271 —1, jodd
o 2Hj 427 — 1€k g1 (fory =0)
o Vk#£0, 2+ 257 — 1 ¢E 4,
Vi >1,Vk 2T+ 27 — 1 ¢E; 11,
eVi=1...5—1,Vk, 2t j4+25"1 —1¢ DyUDUD,UD;UD3,UE; ; UE; 1 2, UF;;

UFik 1 UF; 2.

Proof Let A =2t1j 42571 — 1 notice that:

e Aisodd,

e A=2""-1 (mod 29,

o 2Bl stz oot p ol ] < A<2B 2t 42Tl
* |55 = jisodd.

From Propositions 1a, 1b, 1c, I1d and le, A ¢ Dy U D; U D, U D3 1 U D3 5.

From Propositions 2 and 5,Vi =1...5s — 1, Vk, A¢ E; U F .
Letk #0,8€E 141 = 8=2"-2k+y —1 (mod 2°). Thus if 2! — 2k +y — 1
#* 25=1 _ 1 then A ¢E_‘1’k,1. Now

27 _2k+y—1=2""-1&y =2k

Sincei = 1, then y >0and y < 1, hence there is a unique solution to the above equation:
k =y =0.Thus, Yk #0, A ¢El,k,1.
Let i >2 then, Vk, 8 €E;;; = 3j', y, such that

257 ik 4y +1 -2

__ni—1 ./
=27+ )+ 2s+1

2s+1
Now since y + 1 — 2/ <0 and k > 0, then

27 2k 4y 41 -2 <271,
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Moreover since 2'k <25~! — 27 and y > 0, then
27 2k 4y 4+1-2>1.

Hence

27 2k ty 412
<

0< 2s+1

1.

Thus Vi >2,Vk, 8 €E; 1 = L%J is even. Hence A ¢E; ;1.

Vi=1...5s —1,Vk,let § €F, 1, then § = & (mod 2°*!), where §' = 2 + 25~ — 2
(k+1)+y.Sincey >0andk+1<2""! thens’ >2°. Now A = 2°~! —1 (mod 2°*"),
hence A ¢ F; 1.

From Propositions 4 and 7,Vi = 1...s —2,Vk> 1, A¢E; ;2 UF; 1. ]

LEMMA 5. Vj, 2271 4+2< <2571 42572 j even

e 2714 2j — 1€k,

e Vk>1,2"142j — 1 ¢ Eyy,

*Vi>1,Vk 2 4+2j —1¢E;y,

*Vi=1..5s=1,V 27" +2j—1¢DyUD; UDyUD;UD33UE; 1 UE;;2U Fix
UFi k1 UF k2.

Proof Let A =2"!42j — 1, notice that:

e Aisodd,

e 25 25 3 < A<t ],

e letus write j = 27! + j/,2<j <272, j'even. Then A = 2! 42" — 1 (mod 2°%),
and 271 425 —1>25"1 43> I

From Propositions 1a, 1b, 1c, 1d and le, A ¢ Dy U D; U D, U D3 1 U D3 5.

Vk>1,let8 € Eyy, then§>2""" — 1 +2(2° — 1) > A, thus A ¢ E .

From Proposition 2, if Vi > 1, A # 1 (mod 2') then A ¢ E;; (for any value of k). Now
Vi>1,A=2j—1 (mod 2"), and

2j—1=1 (mod?2)
=j=1 (mod2™"),
which is impossible since j is even.
From Proposition 5, Vi, 1 <i <s — 1,Vk, A ¢ F; ;.
From Propositions 3,4 and 6, 7, Vi, 1 <i <5 — 1,Vk, A¢E,; ;1 UE; ;2 UF; 1 UF; ;5.
|

LEMMA 6. Vj, 2572 4+2<j<2"1 —2 jeven
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s (JH D2 427 —2€E, (fory = 1),

o Vk#1 (4 D2 4257 —2¢E 4,

o Vi>1,Vk (j4+ D2 4271 —2¢E

*Vi=1..s=1LVk(+ D25 42571 —2¢ DyUDUD,UD3 1 UD3, UE;  UE; 45
UFi UFi1UFiko.

Proof Let A = (j + 1)25%! 4251 — 2, notice that:

* Aiseven,
e A=2"1_-2 (mod 2%),
o 22l ost2 sl osml 9 < A <2% 25l 4 25l 2,
* [55:] =j+1isodd.
From Propositions 1a, 1b and 1c, A ¢ Dy U D, U D,.
Let 5 € D31, then 6 = 0 (mod 2°), thus A ¢ D3 ;.
From Proposition le, A ¢ Ds .

From Propositions 2 and 5,Vi =1...5s — 1, Vk, A¢ E; U Fj ;.
Letk #1,8€E 4, =8 =2"—2k+y —1(mod 2°). Thusif 27! — 2k +y — 1
#2"1 —2then A ¢E ;1. Now

27 2k y—1=2""-26y=20k—1.

Sincei = 1, then y > 0and y < 1, hence there is a unique solution to the above equation:
k= Yy = 1. Thus, Vk 75_1, A ¢El,k,l'
Leti > 2 then, Vk, 8§ €E; 1 = 3j’, y, such that

257 iy 41 -2

__ni—1 ./
=2 (k+j)+ 2s+1

2l ik 4y 41— 2
<

0< 2s+1

17

(see proof of lemma 4), sz%] is even and thus Vi > 2, Vk, A ¢Ei7k,1.
Vi=1...s—1,Vk,let§ €F;; ,then§ = & (mod 2°*!), where §' = 2+ 2571 — 2/ (k +
1)+ y.Since y >0 and k + 1 <2°7~! then §' >2°. Now A = 27! — 2 (mod 2°*1),
hence A ¢ F; ;1.

From Propositions 4 and 7,Vi = 1...s —2,Vk> 1, A¢E; ;2 UF;s. ]
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5.

The Reduced Redundancy Equation

PROPOSITION 2. Let a(z) = Elzzgl a;7' be a polynomial of degree at most 2° — 1. If a(z)
satisfies the redundancy equation (1) then, ¥i # 0,1,2°7!, a; = 0.

Proof. From Table 1:

coefficients a; are associated to monomials whose degree belongs to Dy, thus from
Lemma1,Vj,2<j<2"!—1, jeven a; =0,

coefficients a; are associated to monomials whose degree belongs to D,, thus from
Lemma 2,Vj, 25—l 4 <j<2°—1,jodd,a; =0,

coefficients a]g are associated to monomials whose degree belongs to E; ;, thus from
Lemma3,Vj,3<j<2"241, jodd, ajz- = 0, which implies a; = 0

coefficients a?m are associated to monomials whose degree belongs toELo,l (fory =0),
thus from Lemma 4,Vj,2° 243 < j <271 —1, j odd, a?”l = 0, whichimplies a; = 0,
coefficients ajz» are associated to monomials whose degree belongs to E;  , thus from
Lemma5,Vj, 27 +2<j <271 42572, j even, ajz» = 0, which implies a; = 0,

. s+1 . . =
coefficients ajz. 4oe1 are associated to monomials whose degree belongs to Ey 1,1 (for

y = 1), thus from Lemma 6, Vj, 2°~2 +2<j <21 — 2, j even, a?i:zll,, = 0, which

implies a; = 0,Vj, 2! 42242 < j <25 —2, j even. m

Hence, if a polynomial a(z) satisfies equation (1) then a(z) = ag + a;z + a1 z2"'. This

gives us a new distribution of degrees which appear in equation (1). We can now distribute
them in 8 classes as shown in Table 3. We are now going to deduce, from this “reduced”
redundancy equation, some properties over ag, a; and a,s-1, in order to prove our main result.

PROPOSITION 3. Let A = 257! then

A€eDyUDIUE o,

Vk #£0, A¢ Exo,

Vi>2,Vk, A¢ E;yo,

Vi,1<i<s—1Vk, A¢ DyUD3;UE;;UF;1UF,>.

Proof. Obviously, A ¢ D, U Ds3. Vi, 1 <i <s — 1, Vk, all elements of E; ; ; are odd, thus
A¢E;. [ ]

Leti = 1 and k # 0, then all elements of E| ; , are greater than 2°, hence A ¢ E|  ».
Leti > 2, Vk, all elements of E;  » are odd, thus A ¢ E; ; ».
Vi,1<i<s—1,Vk,

SEF 1 UFi4a=8>2"+2"1-21>2" > A

hence, A ¢ F ;.1 U Fj 2.



04 VERON

Table 3. Reduced redundancy equation

i=0
Dy 25—l ps=l 4,28 ao, ar, a1
D, 2571 25l 0s sty 20! aj .ai ,a_,
D, 2251 2= 4 | 92— 4 9s—1 ap. @y, dys1
Ds 2251 2= 4 95 | a2, alzj,agj,,
i#0,k=0...2"1"1 ]
Eika 272 422~ )+ 20+ 1, j=0,1,25 a?
Eira 2571 0l 4 21k(25 — 1) + 1, a”
2571 2l L0 (28 — 1)+ 25+ 1, a?"
22 2@ - )+ 1 a2’
Fixa 25 42571 2F 42125 — ) +27j,j=0,1,2"1 a/z.‘
Fixa 2 427 -2 42k 1), a”
2H 42 4251 2 42Tk — 1, a?”
2425 2 422 — 1) a2’

COROLLARY 1. Let a(z) be a polynomial which satisfies equation (1), then

2x+l
(12;71 == Trlezs 2]F2s (a0)~

Proof. The sum of the coefficients of the monomials of degree 2°~! which appear in

equation (1) must be zero. From the above proposition there are exactly three monomials of
. . . . 5 541
degree 2°~! in equation (1) whose corresponding coefficients are : ag (Dy), aé (Dy), a;fl

(E1.0.2)- Thus, we conclude that ap + a3’ + a%ffll =0. n
PROPOSITION 4. Let A =271 2571 — 1, then

- A€E11UE 2

- Vk#1, A¢ Ey;1,

- Vk#£0, A¢E,

- Vi>2,Vk, A¢ Ei 1 UE; 2,

- Vi,1<i<s—=1,Vk, A¢ DoUD;UDyUD3UF;;1UFn.

Proof. Clearly, A ¢ DyU D; U D, U Ds.

LetS e Ejy 1, (i, k) # (1, 1),
—leti>2,thend =1 (mod 2/). Now A = —1 (mod 2),

— leti = 1 and k # 1, then since § =25t 4 25—l +2(j —k—1),
¢ 5 <2421 2 < Ak =0),

¢ 5> 225 A(k>2).
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HenceVi, 1 <i<s—1,Vk,i#lork#1,A¢ E; ;.
Leté e E; k0, (i, k) # (1, 0), § takes three values:

-8 =2"1-242k(2* — 1)+ 1. Then § = § (mod 2° — 1), where § = 2571 — 2!
+1<2"'—1.Now A =2"""4+1 (mod 2° — 1).

_ 8:2s—1 _2i+2ik(2s _ 1)+2v+l+1
oleti=1landk>1,thend = 25F + 2571 4 2k(2° — 1) — 1 > A,

e leti >2, then (since 2/ <2 1) § >2%2 4 | > A,

— 5 =2"1_2"1 4212 — 1)+ 1.Then 8 = §' (mod 2* — 1), where §' = 251 — 2i-!
+1<2571,

Hence Vi, 1 <i<s—1,Vk,i#1lork #0, A¢ E; ;.

Vi, 1 <i<s — 1, Vk, all elements of F;;  are even, thus A ¢ F; ; .

Vi,2<i<s — 1, Vk, all elements of F;; , are even, thus A ¢ F; ; .

Leti = 1, Vk, the first two elements of F) x » are even and the third one is equal to 251
modulo 2° — 1, hence A ¢ Fj ;5. [ |

COROLLARY 2. Let a(z) be a polynomial which satisfies equation (1), then a; € Fys.

Proof. The sum of the coefficients of the monomials of degree 2°™! + 25! — 1 which
appear in equation (1) must be zero. From the above proposition there are exactly two
monomials of degree 2°*! +2~! — 1 in equation (1) whose corresponding coefficients are :
a2 (Ey 1.1, j = 1) and a?" (E ). Thus, we conclude that

a125+1 + a12 — 0
= Trpp, m, (@) =0
= a) € F2S. |

PROPOSITION 5. Let A = 25! + 1, then

- Vi,1<i<s-—1, 25—1 —{-IED()UEI‘,OJ,

— Vi 1<i<s—1,Vk#0,2" '+ 1¢E; |,

—Vi,1<i<s—1,Vk, 251 +1¢ D UD,U Ds UEi,k,2 U Fi,k,l U Fi,k’g.

Proof. Clearly A¢ DyUD,UDs. Vi, 1<i<s—1,Vk>1,let € E,;;, then § >25+!

— 1> A,hence A¢ E;; .
Vi,1<i<s—1,Vk,leté € E;», then § takes three values:

— 8§ =212 42k — 1)+ 1, hence § = §' (mod 2° — 1), where §' = 25=! — 2!
+1<271 -1 <A,

S s =2 2 22— 1) 2 1= A2 42,25 — 1) =2 > A,

—§=2"1 21420k — 1)+ 1, hence § = &’ (mod 2° — 1), where §' = 2°~! —2/~!
+1<27 < A
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Hence Vi, 1 <i <s —1,Vk, A¢ E; s ».

Vi, 1 <i<s — 1, Vk, all elements of F;; | are even, thus A ¢ F; ; .

Vi,2<i<s — 1, Vk, all elements of F;; , are even, thus A ¢ F; ; .

Leti = 1, Vk, the first two elements of F) x » are even and the third one is equal to 251
modulo 2° — 1, hence A ¢ Fj ;5. [ |

COROLLARY 3. Let a(z) be a polynomial which satisfies equation (1), then

Trp,..r,(a1) = 0.

Proof. The sum of the coefficients of the monomials of degree 2°~! + 1 which appear
in equation (1) must be zero. From the above proposition there are exactly s monomials
of degree 2=l 4 1in equation (1) whose corresponding coefficients are : a; (Dy) and a%‘
(Eio1,j=1,1<i<s —1). Thus, we conclude that:

s—1
E al =0. [ ]
i=0

6. The Main Result

THEOREM 1. Let g(z) = Trr,,, F, (2) and L = Fp:\Fa, the dimension of the Goppa code
I'(L, g) satisfies:

dimI'(L,g) =n —2sdegg(z) +3s — 1.

Proof.  From [13, 16], it is already known that dimI'(L, g) >n — 2sdeg g(z) + 3s — 1.
Moreover, from trace description of Goppa codes (see §2), we know that:

dimI'(L, g) = n — 2s deg g(z) + dimg, ker(Tr).
From [13], ker(Tr) is isomorphic to the set I equal to:

a@) +a@)?

{a(z) €Fplz] | g(2)* ' Trp, (
g(2)

) =0 (mod 2+ 2)}.

From Proposition 2, if a(z) € I, then a(z) = ao + a1z + azmzrl. From Corollary 1,
aps-1 is an element of the subfield F,s and for any given a,s-1 € 'y, there are 2° values of ag
which satisfies Trg ,,.r,, (a0) = a2’} From Corollary 2, a € Fa:, and (from Corollary 3),
Trg,.r, (a1) = 0. Therefore, there are exactly 25~! elements which satisfy such conditions.
This means that 7 has at most 2°2°~12¢ distinct elements a(z). We concluded that

dimp, ker(Tr) <3s — 1. [ |

In Table 4, we give for s = 3 and s = 4, the parameters of the associate trace Goppa code.
First column contains n, k, d (d being the classical lower bound on the minimal distance)
and d which is the minimal distance computed by a probabilistic algorithm [6]. For s = 3, d
is the true minimal distance of the code. The middle column gives for n and & fixed the lower
and upper bound on the minimum distance of a binary linear code as mentioned in [9]. The
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Table 4.

I'(L,g) Linear Non-Linear

(nskv d,J) ("7 kadminvdmax) (n7 r, d)
s=3

(56, 16, 18, 20) (56, 16, 20, 20) (56, 17, 20)
s=4

(240, 123, 34, 36) (240, 123, 32, 52) (240, 132, 30)

right column gives for n and d fixed, the value n — r of the best known non-linear binary
code C (as found in [9]) where r = n —log, card(C) is the so-called redundancy of the code.

Remark. It has been proved in [16], that codewords of trace Goppa codes have only even
weight, which increases by 1 the general lower bound on the minimum distance.
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