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Energy-aware wireless networked control using radio-modemanagement

Nicolas Cardoso de Castro, Carlos Canudas de Wit and Federica Garin

Abstract— Energy efficiency is one of the main issues in
wireless Networked Control Systems. The control community
has already shown large interest in the topics of intermittent
control and event-based control, allowing to turn off the radio
of the nodes, which is the main energy consumer, on longer
time intervals than in the periodic case. While the existing
literature only addresses policies using two radio-modes (Tx -
Transmitting, and Sleep), this paper considers intermediate
radio-modes, which consume more energy than theSleep
mode but have cheaper transition costs to the Transmitting
mode. We propose an event-based radio-mode switching policy
to perform a trade-off between energy saving and performance
of the control application. To this end, we derive a switched
model taking into account control and communication. We com-
pute the optimal switching policy using Dynamic Programming
and we illustrate the results in simulations.

Index Terms— Networked Control Systems, event-based con-
trol, radio-mode management.

I. INTRODUCTION

Wireless Networked Control Systems (NCSs) are systems
in which the sensors or/and the actuators communicate with
the controller through a wireless network. Energy saving
and robustness to data loss are major challenges in wireless
networks, addressed by both communication and control
communities. In this paper, we focus on the radio chip as
it is admitted that the energy it consumes represents 50% to
80% of the overall consumption of a smart sensor node, see
e.g. [11], [13], [20]. An often-quoted rule of thumb is that
executing 3 million instructions is equivalent to transmitting
1000 bits at a distance of 100 meters in terms of expended
energy [15]. It is then interesting to increase the computation
load to decide to use the radio or not.

Deep interest has been devoted to intermittent, or event-
based, control and estimation,i.e., problems where the mea-
surements or the control input may not be available at some
undetermined time because the sensor node switches off to
save energy (seee.g. [6], [9], [16], [7], [10], [18], [21]).
Author in [6] derives a policy to decide when to send mea-
surements to the controller and the optimal associated state-
feedback. The event-based policy tested on an example is less
efficient than a periodic policy sending more information,
but more efficient than a policy sending the same amount of
samples at random time instants. Different setups consider
several sensor nodes where only one node can transmit at a
time, seee.g.[9], or setups where the sensor nodes can adapt
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the transmission power of the radio chip to face bad channel
conditions, or to save energy, seee.g. [16].

On the other hand, the communication literature inves-
tigates energy saving by switching off only some parts of
the node, introducing the notion of energy mode manage-
ment. While some contributions address setups where entire
features of the node (computation, communication, sensing)
are turned off (seee.g. [17]), we restrict our attention to the
case where only the radio chip is switched to low consuming
modes, turning off some components, such as the frequency
synthesizer, the crystal oscillator, or the voltage regulator
within the radio chip (see [5], [12]). However these works
do not take into account the application,i.e., the feedback
control, in order to choose the radio-mode. To the best of
the authors knowledge, there is no work dealing with both a
control application and several radio-modes.

The goal of this paper is to derive an event-based radio-
mode switching policy to save energy. The novelty of this
contribution is to derive a policy jointly taking into account
the performance of the feedback loop and several radio-
modes. Radio-mode management is not trivial since the inter-
mediate radio-modes consume more energy than theSleep
mode, but they have cheaper transition costs to switch to
the Transmitting (Tx) mode. Also, even if intermediate
modes consume less energy than theTx mode, they do not
allow data transmission, and the energy needed to switch
between modes may result in more wastes than savings.
The standard control approach consists in considering only
the two extreme radio-modes (typicallyTx and Sleep),
defining a reasonable time interval to run open-loop, and
switching down the radio periodically when not transmitting.
This approach results in a fix energy consumption per period,
based on the worst case scenario. Our approach deals with
event-based (aperiodic) data transmissions depending on the
current system state, with the use of several radio-modes.
Not only the sensor node should decide whether to transmit
or not, but also, it should decide which of the low consuming
modes to switch to when not transmitting.

A switched linear system taking into account several radio-
modes and the control application is derived in Section II.
The optimal switching policy, computed using Dynamic
Programming, is presented in Section III. Simulation results
are provided in Section IV and Section V concludes the paper
and gives future directions.

II. PROBLEM FORMULATION

A. Setup description

For simplicity, we consider a wireless networked control
problem composed of two nodes, as depicted in Fig. 1. The



first node has computing capabilities and is then called the
smart node. It is in charge of sensing the system output,
computing the feedback law and deciding whether or not
to send the control input to the second node, in charge of
applying the control law to the actuator. The aim of this
paper is to save energy at the smart node’s radio chip level
when the quality of the feedback control is good enough.
The radio chip is switched to low consuming modes (e.g.
Idle, Sleep) to save energy. We are not interested here
in the consumption of the second node as we assume that
it is co-located with the actuator, and then it has access to
an unlimited energy source. This assumption is realistic in
many wireless sensor network situations, as motivated in [1].

We defineN as the number of radio-modes. The switching
decision is denoted byvk ∈ {1, 2, · · · , N}, wherevk = i

means that the radio-mode is switched to modei at timek.
1) System model:The system we control is a linear

unstable discrete-time controllable system with an additive
zero-mean white Gaussian noise, described by Eq. (1).

xk+1 = Axk +Buk + wk, (1)

wherexk is the system output anduk is the control input
taking values inRn andRp respectively, andwk ∼ N (0, W̄ )
is the measurement noise.A andB have appropriate dimen-
sions.

2) Channel model:We consider a simplified memoryless
erasure channel where messageuk is dropped with proba-
bility ǫ, and otherwise is correctly received. We consider a
model where the dropout concerns the real-valued message
uk, not single bits or packets. The transmission successes are
modeled by i.i.d. Bernoulli random variablesβk:

βk =

{

1, success with probability1− ǫ,

0, failure with probabilityǫ.

3) Feedback law:The control input applied to the system
depends on the arrival of the update, which depends on the
transmission success and on the decision to send an update,
as described in Eq. (2). If an update is received, then the
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Fig. 1. Block diagram of the problem setup. The smart node measures
the noisy statexk from the system, it computes the feedback lawu′

k
and

decides whether to send it or not to the actuator node.ûk is equal tou′

k

when a transmission occurs, or to∅ otherwise. The receiver is then able
to determine if it has received an update or not.βk equals1 when the
transmission is successful or0 when there is a dropout.

control law is a state feedback with gainK. This gain is
chosen so that the systemxk+1 = (A − BK)xk is stable.
Otherwise, the control input is held to its previous value as
long as no update is received from the smart node.

uk =

{

− βkKxk + (1− βk)uk−1, if vk = 1,

uk−1, otherwise.
(2)

4) Radio chip model:The radio chip is characterized by
the number of radio-modes,N , and the associated costs to
stay in a given mode or to switch from a mode to another. The
mode transition delays are assumed to be smaller than the
sampling time. This implies that the smart node has enough
time to switch to the desired mode (and possibly send the
update) before the next sampling time.

The first radio-mode (Tx mode) is the only one allowing
transmission, and the most consuming one1. The other modes
are intermediate modes where only some components of
the radio are turned off, consuming less energy than the
Tx mode. The last radio-mode (called theSleep mode)
consumes no or very little energy (less than any other mode),
but more energy is needed to switch to theTx mode from the
Sleep mode than from the intermediate modes. We define
θij as the energy needed to switch from the modei to the
modej, andθii as the energy to stay in the modei.

The state of the radio chip is the mode at timek, mk:

mk ∈ M , {1, 2, . . . , N} ,

where 1 ≡ Tx, and N ≡ Sleep, and we defineM∗ ,

{2, 3, . . . , N}. The radio-mode is updated according to the
switching decision:mk+1 = vk.
The consumption of the radio chip at each sampling time
depends on the radio-modemk and on the switching decision
vk. The amount of energyE consumed since the commis-
sioning (whereE0 = 0) can be computed as follows:

Ek+1 = Ek + θmkvk = Ek + θmkmk+1
.

5) Switching policy:The sensor node embeds a switching
policy η (whose design is the goal of this paper) to assign
the radio-mode. The decision to switch between modes is
based on the actual system outputxk, the last control input
uk−1 and the current modemk. Note that the smart sensor
has a perfect knowledge of the last control input applied
to the system, since it receives an acknowledgment when a
transmission is successfull. The channel from the actuatorto
the smart sensor is considered reliable since enough energy
is available at the actuator side to send the acknowledgement.
Introducingũk = uk−1, the memory of the last control input
applied to the system, the switching decision is given by
vk = η(xk, ũk,mk).

B. Switched system formulation and optimization problem

We formulate the evolution of the system under the
different choices of radio-modes as a switched linear system,

1The smart node is not receiving any other information than the ac-
knowledgements from the actuator, taken into account inθ11, so we do
not consider any receiving mode in this setup.



with as many systems as the number of modesN . Choosing
the switching policy at timek is equivalent to choosing the
radio-mode. The evolution of the switched system depends
on xk, the state of the system, oñuk = uk−1, a memory
keeping track of the last applied control input, and onmk

the mode of the radio chip. We definezk as the system state
augmented with the control memory:

zk =
[
xk ũk

]⊤
∈ R

n+p, and alsoωk =
[
wk 0

]⊤
.

Then, the state of the switched system is(zk,mk) and the
state space is denotedX , R

n+p × M. The evolution of
the system given in Eq. (1) and the control law described in
Eq. (2), together with the radio-mode update lawη, give rise
to the following switched system:

{

zk+1 = fvk(zk, ωk, βk)

mk+1 = vk = η(zk,mk),

where the functionfvk is defined as

fvk (zk, ωk, βk) = Φvk(βk)zk + ωk, (3)

and the matricesΦvk(βk), for vk ∈ M, are as follows:

1) if vk = 1, i.e., if there is a transmission, then

Φ1(βk) =

[
A− βkBK (1− βk)B
−βkK (1− βk)I

]

(4)

=







ΦCL=

[
A−BK 0

−K 0

]

if βk = 1

ΦOL=

[
A B

0 I

]

if βk = 0.
(5)

2) if vk = j 6= 1, i.e., if there is no transmission, then

Φj(βk) = ΦOL ∀βk. (6)

Our goal is to find a suitable switching policyη, in order to
get a good trade-off between the control performance and the
energy consumption. To this aim, we define an optimization
problem on an infinite time-horizon, where the cost function
takes into account the mean of these two criteria:

Jη(z0,m0) = E
{βk},{ωk}

[
∞∑

k=0

λkℓvk(zk,mk, βk)

]

,

wheremk+1 = vk = η(zk,mk) andzk+1 = fvk(zk, ωk, βk).
Here, λ > 0 is a discount factor, andℓvk(zk,mk, βk) is
the cost-to-go, which is by construction a random variable,
designed as follows:

ℓvk(zk,mk, βk)= x⊤
k Q̄xk

︸ ︷︷ ︸

performance

+ u⊤
k R̄uk

︸ ︷︷ ︸

control energy

+ θmkvk
︸ ︷︷ ︸

transmission energy

,

for some symmetric, positive definite matrices̄Q and R̄,
which can be tuned to give different trade-offs between the
feedback performance and energy consumption.
Recalling that the control inputuk satisfies Eq. (2), the cost-
to-go can be re-written in the following form, which clarifies
that it depends onzk,mk, vk andβk only:

ℓvk(zk,mk, βk) = z⊤k Qvk(βk)zk + θmkvk , (7)

where the matricesQvk(βk), for vk ∈ M, are as follows:

1) if vk = 1, i.e., if uk = −βkKxk + (1 − βk)ũk, then

Q1(βk) =

[
Q̄+ βkK

⊤R̄K 0

0 (1 − βk)R̄

]

=







QCL =

[
Q̄+K⊤R̄K 0

0 0

]

if βk = 1

QOL =

[
Q̄ 0

0 R̄

]

if βk = 0.
(8)

2) if vk = j 6= 1, i.e., if uk = ũk, then

Qj(βk) = QOL ∀βk. (9)

The optimization problem is summarized as follows.
Problem.
Find a deterministic stationary policyη∗(zk,mk) such
that

Jη∗(z0,m0) = min
η

Jη(z0,m0) ,

where the costJη is defined as

Jη(z0,m0) = E
{βk},{ωk}

[
∞∑

k=0

λkℓvk(zk,mk, βk)

]

,

wheremk+1 = vk=η(zk,mk), zk+1=fvk(zk, ωk, βk) as
defined in Eq.s (3)-(6),ℓvk(zk,mk, βk) is the cost-to-go
described by Eq.s (7)-(9) andλ∈(0,1) is a discount factor.

Note that we are interested in solving this problem un-
der the following non-triviality assumptions: the system
described by Eq. (1) is not stable; the matrixA−BK is not
nilpotent; and transmissions have a non-zero cost whatever
the previous mode,i.e., θm1 > 0 ∀m.

We are only searching for a stationary policyη∗, because
a time-dependent policyηk on an infinite time-horizon is not
implementable. Fortunately, as it is explained in Section III, a
stationary policy exists, which is optimal among all policies.

The discount factorλ is used to weight the importance of
immediate action versus long-term decision. It is mandatory
in our setup because whenλ = 1, on an infinite time-
horizon, the cost function is infinite for any policy. However,
it has to be noticed that introducing the discount factor
λ < 1 prevents from proving stability with the standard
argument in LQ optimal control, using the cost-to-go as a
Lyapunov function. To the authors knowledge, stability proof
in discounted problems solved with Dynamic Programming
is an open issue and beyond the scope of this contribution2.

III. SOLUTION OF THE OPTIMIZATION PROBLEM
BY DYNAMIC PROGRAMMING

A. The Value Iteration method

The optimization problem described in Section II-B can
be solved using Dynamic Programming, which is based on
Bellman’s Principle of Optimality [2]. This methodology is
composed of two parts. The first one is run offline, and it
provides the optimal switching policy. This part involves

2Authors in [8], [3] discuss about stability of control laws derived using
Dynamic Programming based approaches.



heavy computations that can be carried on a computer. It
gives an exact solution for every(z,m) ∈ X. The second
part, run online on the smart sensor, consists in computing
the optimal switching decision only for the current switched
system state(zk,mk) at timek, according to the law derived
offline.

Notice that the cost-to-go satisfies the positivity assump-
tion, i.e., ℓv(z,m, β) ≥ 0 for all (z,m) ∈ X, v ∈ M and
β. Also notice that the policyη(z,m) takes values in the
finite setM. Thanks to these two facts, standard arguments in
Dynamic Programming theory (see [4, Ch. 9]) allow to prove
that there exists a deterministic stationary policyη which
minimizes the costJη(z0,m0), and which can be found by
the so-called Value Iteration method,i.e., by the following
iterative algorithm:
after initializing V0(z,m) to be the all-zero function, com-
pute

Vi+1(z,m)=min
v∈M

{

E
β,ω

[λVi(fv(z, ω, β))+ℓv(z,m, β)]

}

. (10)

The results in [4, Ch. 9] guarantee that such iterations will
converge toV ∗(z,m) = J∗(z,m) , minη Jη(z,m) as i

goes to infinity, and that

ηi(z,m),argmin
v∈M

{

E
β,ω

[λVi(fv(z, ω, β))+ℓv(z,m, β)]

}

converges toη∗(z,m), the optimal stationary policy.
The derivation of the optimal switching policy consists in

computing offlineV ∗(z,m) andη∗(z,m) for all (z,m) ∈ X.
Then, the smart sensor computes online, at each sampling
instant, the switching decisionvk as a function of(zk,mk),
according to the lawη∗.

B. Computation of the Value Function iterations

In theory, the Value Iteration Method gives us an iterative
algorithm, converging to the solution of our optimization
problem. A caveat is that, at each iteration, we need to
compute a function of(z,m), where(z,m) takes values in
an uncountable spaceX.

A first way to implement such iterations in practice, is
to partition (a portion of)X in a grid, then compute the
Value FunctionVi+1(z,m) at the grid points only, by using
interpolation to findVi(fv(z, ω, β)) whenfv(z, ω, β) is not
on the grid. This approach has been takene.g. in [19] and
provides a look-up table forηi(z,m) at all grid points.
Computationally, it is very heavy, although this is not a major
issue since the long computations are done offline, while
online the control is chosen by accessing the look-up table.
The main drawbacks of this approach are that the solution
is limited to a finite domain and not optimal.

A second approach, inspired both by the results in classic
Linear Quadratic (LQ) optimal control and by the work in
[14], is to try to compute the functionsVi(z,m) by exploiting
some structure that they might have, if any structure exists
that is preserved along iterations. For example, in LQ control,
for any i the Value Function is a quadratic function ofz,
i.e., Vi(z) = z⊤Πiz. For our problem, the structure is more
involved.

1) Structure of the Value Function:If V0(z,m) ≡
0 ∀(z,m), then the iterations (10) give value functions
Vi(z,m) such that

Vi(z,m) = min
(Π,−→π )∈Pi

{
z⊤Πz + πm

}
, (11)

where the setPi is composed of elements(Π,−→π ), whereΠ
is a symmetric matrix and−→π =

[
π1, π2, . . . , πN

]
∈ R

N is
a vector of non-negative scalars, andπm represents themth

component of−→π .
Indeed, assuming that Eq. (11) holds, Eq. (10) yields

Vi+1(z,m) = min
v∈M

{

E
ω,β

[
λVi(fv(z, ω, β))
+ℓv(z,m, β)

]}

= min
v∈M







E
ω,β







λmin(Π,−→π )∈Pi







z⊤Φv(β)
⊤ΠΦv(β)z

+2z⊤Φv(β)
⊤Πω

+ω⊤Πω + πv







+z⊤Qv(β)z + θmv













= min
v∈M, (Π,−→π )∈Pi

{

E
β

[
z⊤

(
λΦv(β)

⊤ΠΦv(β)+Qv(β)
)
z

+Ψ(Π) + λπv + θmv

]}

= min
v∈M, (Π,−→π )∈Pi

{
z⊤Eβ

[(
λΦv(β)

⊤ΠΦv(β)+Qv(β)
)]
z

+Ψ(Π) + λπv + θmv

}

= min
(Π′,−→π ′)∈Pi+1

{
z⊤Π′z + π′

m

}
,

where Ψ(Π) = λEω

[
ω⊤Πω

]
= λEω

[
tr(ωω⊤Π)

]
=

λ tr(Eω

[
ωω⊤

]
Π) = λ tr(WΠ) is a constant for a givenΠ

(with W being a block diagonal matrix of̄W and appropriate
zeros,tr(M) being the trace of a matrixM and recalling that
Eω [ω] = 0).

2) Iterations of the Value Function:The computation of
Vi+1(z,m) at iterationi + 1 consists in computing the set
Pi+1, from the setPi:

P0 =
{(

0,
[
0, 0, . . . , 0

])}

Pi+1= P1
i+1 ∪ P2

i+1 (12)

P1
i+1,



















λ(1 − ǫ)Φ⊤
CLΠΦCL

+λǫΦ⊤
OLΠΦOL

+(1−ǫ)QCL+ǫQOL



,








λπ1+θ11+Ψ(Π)
λπ1+θ21+Ψ(Π)

...
λπ1+θN1+Ψ(Π)








⊤








such that(Π,−→π ) ∈ Pi







P2
i+1,















(
λΦ⊤

OLΠΦOL

+QOL

)

,








minv∈M∗{λπv+θ1v}+Ψ(Π)
minv∈M∗{λπv+θ2v}+Ψ(Π)

...
minv∈M∗{λπv+θNv}+Ψ(Π)








⊤








such that(Π,−→π ) ∈ Pi







The switching policy at iterationi is given by:

ηi(z,m),

{
1 if (Πi,

−→π i)∈P1
i

argmin
v

{λπv+θmv}+Ψ(Πi) else,

where(Πi,
−→π i) = argmin(Π,−→π )∈Pi

{
z⊤Πz + πm

}
.



(a) Current mode isTx (mk = 1) (b) Current mode isIdle (mk = 2) (c) Current mode isSleep (mk = 3)

Fig. 2. Optimal switching policy derived from the offline computation, light gray⇔ switch toTx (vk = 1), dark gray⇔ switch toIdle (vk = 2) and
black ⇔ switch toSleep (vk = 3), the control memorỹuk = uk−1 is on the x-axis and the system outputxk on the y-axis.

3) Convergence of the Value Function:The Value Func-
tion iterations guarantee that the optimal costJ∗ and the
optimal switching policyη∗ are attained as the number of
iterations goes to infinity. This is guaranteed besides having
the cardinality of the setPi doubled at each iteration (as
it can be seen from Eq. (12)). When running the offline
computation, the stopping criterion of the iterations is then
a trade-off between the complexity of the computations
(increasing with the iterations) and the distance to optimality
(decreasing with the iterations). One proposition to observe
the convergence of the scheme is to define a grid on a finite
domain of interest of the state spaceX on which, at each
iteration, the value functionVi(z,m) is evaluated. The value
function evaluated on the grid converges at a rate depending
on the precision of the grid, and this is therefore only an
indicator.

IV. SIMULATION RESULTS

To illustrate the proposed method, we present here an
example of a first order unstable system, with the following
parameters:

xk+1=1.074xk − 1.4808uk+wk; Ts=0.05s;

W̄ = 0.02; K = −0.23; Q̄ = 0.01; R̄ = 0.1;

θ =





2.85 1.8 1.9
3.2 1.4 6·10−5

3.5 3.7·10−3 6·10−5



 ;
N = 3
λ=0.8
ǫ=0.3

Three radio-modes are considered (Tx, Idle, Sleep), the
values of the transition costs are given in theθ matrix in
[mJ] and are computed from the datasheet of the radio chip
Texas Instrument CC1100.

A. Offline results

The offline computation provides the switching policy
v = η∗(x, ũ,m). This means that, at any timek, η∗ gives
the optimal switching decisionv∗ ∈ M for the current
measurementxk, the last control input applied to the system
uk−1 = ũk and the current radio-modemk. This is depicted
in Fig. 2 with a subfigure per each current modemk.

We observe that the regions where the radio is switched to
low consuming modes (colors dark gray and black in Fig. 2)
are finite sets around the equilibrium point(xk, ũk) = (0, 0),
and follow the directionũk = −Kxk (K < 0 in our

example). Outside of these regions, a transmission is forced.
This means that when the last control input applied to the
system is close to what the state-feedback law would have
decided, then the switching policy does not send an update.

Note that we obtain an event-based radio-mode switching
policy. Indeed, a switching occurs only when the state of the
system crosses one of the regions in Fig. 2.

B. Online results

After deriving the switching policy, we run online tempo-
ral simulations to observe the behaviour of the system. In
Fig. 3 we compare our event-based switching policy with
some periodical ones using the same state feedback law
u=−Kx, where the radio is alternatively switched toTx and
low consuming modes. We consider various periodic patterns
for the radio mode: we will denote by periodici-j a sequence
with period i+ j where the mode isTx for i consecutive
sampling intervals and then isSleep for j intervals. We
will then denote by periodici-j min a sequence with the
same period and the sameTx intervals (so that the control
performance is unchanged), but where the mode for the non-
transmitting intervals is chosen inM∗ so as to minimize the
energy consumption. The online simulations include channel
dropouts and additive output noise on the system.
Fig. 3(a) shows that the system is stabilized in a set around
the equilibrium in both cases. In Fig. 3(b), one can see
the switching decisions for both cases. The green triangles
indicate time instants where a transmission was intended but
a dropout occured. When an update is dropped, the event-
based scheme holds theTx mode to actually transmit a
new control update, while the periodic scheme is not taking
dropouts into account. Moreover, the event-based scheme
may hold theSleep mode for a long time interval when
transmissions cost more than the deviation observed on the
state.

Finally Fig. 3(c) compares the event-based scheme to
several periodic patterns. In this figure, the performance of
the closed loop system is computed from the cost function
(
∑Tmax

i=0 (x⊤
i Q̄xi + u⊤

i R̄ui) where Tmax=4s) and normalized
such that100% and0% are the best and the worst perfor-
mance, respectively. The event-based scheme is very close
to the best, although not exactly the best, but it offers the
least energy consumption, and especially the best trade-off.



(a) State of the systemxk. (b) Switching decisionvk. (c) Performance vs. energy consumption
ETmax for several periodic schemes.

Fig. 3. Online simulations comparing our event-based switching policy with periodic ones. Additive zero-mean white Gaussian noise and channel dropouts
are considered. The green triangles in Fig (b) indicate timeinstants where a transmission was intended but a dropout occured.

V. CONCLUSION

In this paper we have studied the optimal management
of the radio-chip modes of a wireless smart sensor in a
networked control problem. The novelty of this paper is to
introduce the use of more than two radio-modes in a control
problem, whereas previous related control-theoretic literature
was focused on the choice between two options (Tx/Sleep).
We have considered a networked control problem with an un-
stable linear system to be stabilized, and with a single smart
sensor whose transmissions to the actuator are performed
with an optimal choice of the radio-mode.

For this problem, we have defined a suitable cost function,
which describes a trade-off between the control performance
and the energy consumption, and whose minimum can be
computed with an iterative Dynamic Programming algorithm
(Value Iteration method). We obtained an event-based policy
to switch between radio-modes. Limiting the amount of
communication to save energy naturally decreases the closed-
loop performance, but we show on an example that an event-
based approach permits to keep the performance good and
save larger amount of energy than a periodic approach.

A natural extension of this work is to consider an opti-
mization that involves not only the radio-mode, but also the
feedback control law for those times where the sensor is
transmitting. Moreover, we are currently exploring another
approach to this same problem, where the optimization is
performed over a finite receding horizon. This MPC frame-
work has the advantage to provide tools to prove stability in
the practical-Input-to-State stability sense.
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