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Abstract— Recommender systems provide relevant items to systems rely on the features of items (semantirimdition)

users from a large number of choices. In this workwe are
interested in personalized recommender systems wheruser
model is based on an analysis of usage. Collabonagifiltering

and content-based filtering are the most widely usktechniques
in personalized recommender systems. Each techniquinas its
drawbacks, so hybrid solutions, combining the twoedchniques,
have emerged to overcome their disadvantages and rmdit

from their strengths. In this paper, we propose a fbrid

solution combining collaborative filtering and conent-based
filtering. With this aim, we have defined a new usemodel,
called user semantic model, to model user semanficeferences
based on items’ features and user ratings. The useemantic
model is built from the user-item model by using afuzzy
clustering algorithm: the Fuzzy C Mean (FCM) algorihm.

Then, we used the user semantic model in a user-leas
collaborative filtering algorithm to calculate the similarity

between users. Applying our approach to the Moviestns
dataset, significant improvements can be noticed ogparatively

to standards user-based and item-based collaborag\filtering

algorithms.

Keywords-Collaborative filtering; semantic attribute; fuzzy
clustering; hybrid recommender system.

l. INTRODUCTION

Recommender Systems (RS) provide relevant items to

users from a large number of choices.
recommendations techniques exist in the literatéraong
these techniques, there are those that provideomedized
recommendations by defining a profile for each ubethis

for predictions.

However, those techniques must face many challenges

[13], like the data sparsityproblem due to missing data in
user-item matrix; thescalability problem for big database
with great number of users and items; ¢t startproblem

when new user logs in, the system ignores he or her

preferences. Furthermore, each technique introditsemivn
shortcomings. In CF technique, if new item appearthe
database, there is no way to be recommended bi#fige
rated, this problem is known also as Cold-startblemm.
Neighbor transitivity refers to a problem with sparse
databases, in which users with similar tastes maty be
identified as such if they have any items ratedammon.
CB filtering suffers a problem of over-specialipatiwvhere a
user is restricted to seeing items similar to thakeady
rated.

To overcome the disadvantages of both techniquds an
benefit from their strengths, hybrid solutions [#hve
emerged. Most of these hybrid systems are progéssted:
they run CF on the results of CB or vice versa.e2ploits
information from users’ ratings. CB exploits infaation
from items and their featureddowever, they miss the
relation between users’ ratings and items’ featuféss link
may explain the user interests for an item.

In this paper, we propose a hybrid solution, achgpCF

Severaprinciple, by introducing in its recommendation gees, data

from usage analysis and semantic information @hsteOur
solution builds a new user modelser-semantic modeto
model user preferences based on items content igiema

work, we are interested in personalized recommendgnformation). Therefore, our user model is the limtween
systems where the user model is based on an analfsi users’ ratings and items’ content by modeling udeetures

usage. This model is usually represented by a itesar-

ratings matrix, which is extremely sparse (> 90%nigsing
data).

preferences.
The user-semantic modés built from users’ ratings and
items features by using machine learning: the Fizfean

Collaborative filtering (CF) [11] has been the firs (FCM) algorithm [2]. This model is used in a useiséd CF

personalized recommender system. In CF, user véll balgorithm to calculate the similarity between us&¥e have
recommended items that people with similar tasted a compared our results to the standards user-basdé]@Rd
preferences liked in the past. Content-basedifie{CB) [5S]  item-based CF [10] algorithms. Our approach resultan

is another important technique of recommendatian; ioverall improvement in prediction accuracy.

assumes that each user operates independentlyntent- Our contribution is summarized as follows: (i) we
based recommender systems, user will be recommende@nstruct a noveliser-semantic modefepresenting the link
items similar to the ones he preferred in the pag.uses between user's preferences and item’s featurdsyéiuse a
techniques developed in information retrieval andmachine learning algorithm, the Fuzzy C Mean chiste
information filtering research. The major differenisetween  algorithm, FCM, for the construction of this modgii) we
CF and CB recommender systems is that @Es only the provide predictions and recommendations by usieguser-

user-tem ratings data to make predictions angemantic model, in a user-based CF algorithm [8}, f
recommendations, while content-based recommender



computing similarity between users, (iv) we perfaaveral

disjointed clusters. It attempts to patrtition aténcollection

experiments with MoviesLens data sets, which showedf M elements, defined iN dimensional spac&={X1, X

improvement in the quality of predictions compatediser-
based CF, item-based CF and a hybrid algorithm.

The rest of the paper is organized as follows: iSed
summarizes the related work. FCM algorithm is desdrin
Section 3. Standard user-based CF is describeddtio8 4.
Section 5 describes our approach and experimeaesallts
are given in Section 6. Finally, we conclude witeusmary
of our findings and some directions for future work

1. RELATED WORK

Xu} into a collection ot fuzzy clusters with respect to some
given criterion. Given a finite set of data, theyaalthm
returns:
- alist ofL cluster center€, such thaC,=cy,;,i=1,...,N
- a partition matrixP such that P=Py, k=1,...,.L and
i=1,....,M, Rjis a coefficient][0,1] giving the degree
to which the elemenk; belongs to thek-th cluster.
Usually, the sum of those coefficients for any give
elementX; is defined to be 1 as shown in (1).
The center of clusterlds the mean of all elements X in

Recommender systems have become an independdntweighted by their degree of belonging to thetduk (2).

research area in the middle 1990s after the appadf the
first paper on personalized recommender systemsdbas
collaborative filtering [20]. Collaborative filterg is the most
widespread used technique in recommender systémssl
the subject of several researches [3][9][10][19].

Purely content-based recommender systems are less

widespread. Techniques used are from informatitnexeal
and information filtering research. Notable workancbe
found in [21][22][23].

Several recommender systems use a hybrid apprgach
combining collaborative and content-based methadigch
helps to avoid certain shortcomings of CB and Cs$iesys.
The Fab System of Balabanovic [1] counts amongfitse
hybrid RS. Many others systems have been develsipeg
[14][15][16][17][18]. A comprehensive survey of hytb
recommender systems can be found in Burke [4]. Mést
these hybrid systems are process-oriented: the€Fuon the
results of CB or vice versa. In [7], authors insggrsemantic
similarities of items with user-rating similaritiesThe
combined similarity measure was used in an itenedasF

to generate recommendations. These works ignore the

dependency between users’ ratings and items’ festur
Taking account of the link between them can imprtwe
quality of recommendation. In [12], this dependenegs
computed using theterm frequency/inverse document

frequency (TF-IDF) measure that is the most widespread

measures for specifying keyword weights in Inforiomat
Retrieval. The authors use this measure to cakula¢
weight of feature for each user. For computing théght,
they use only the items liked by the user; whictcds to
define a rating value threshold to select the itgmeferred
by user. This solution has two shortcomings; firdte
threshold value is very subjective, rating valu@3an item
on a scale from 1 to 5, can be a good value fosea and
average value for another. Second, two users shareame
tastes when, not only, they like the same things, diso,
when they hate the same things; but in this approiéems
not liked by users are not selected.

Ill.  Fuzzy CMEAN ALGORITHM (FCM)

The FCM algorithm is one of the most widely usezrzfu
clustering algorithms. This technique was origipall
introduced by Jim Bezdek in 1981 [2]. The FCM aitjon is
similar to the k-mean algorithm, but it provides nno

L 1
DXJ DE,[Z pk,Xj :1]
k=1
Y OPKX; @)
c. = X 0E ;
2 Py
X 0E

The coefficient of belonging is related to the irsee of
the distance to the cluster center. In (3) the famieft is
normalized and “fuzzyfied” with a real parametarl so

L ( distancg(Cy, X )

their sum is equal to 1.
2/(m-1)
El( distance(C;, X )J

b
The FCM algorithm consists of the followings steps:

-Choose a number of clusters, L
-Assign to each elemerX -, v coefficients P ; of
belonging to cluster l; .
- Repeat until the algorithm has converged:

* Compute the center for each cluster, using the

formula given by (2).

* For each element, compute its coefficients foinbge

in clusters, using the formula given by (3).

1 ®3)

Pk,j =

IV. USER BASEDCF ALGORITHM

In collaborative filtering, active user (indicatedth a
subscripta) will be recommended items that people with
similar tastes and preferences liked in the paste& et al
[3] have identified two classes of CF algorithmsemory-
based and model-based algorithms. Memory-based
algorithms use the entire of the user-item matigénerate
predictions. This allows them to be very reactilmy
integrating immediately modifications of users’ files into
the system. However, even if these methods work wiéh
small-sized database, Breese et [@] think that their
scalability is problematic for big databases witbag number
of items and/or users. Timeodel-basedlgorithms constitute
an alternative to this problem. These algorithmsidbu
descriptive models via a learning process. Theediptions
are inferred from these models.

User-based [9] and Item-based, introduced by Saetar
al. in [10], algorithms are the most prevalent menmioaged



- ————
methods. They are both based on khdearest-Neighbors RSl Bl :> —
algorithm. The first computes similarities betweesers and >, | sinanic mode model
in the second, similarities are computed betweemst In S e ﬂ

our approach we have applied the user-based CFKitalgo Data from
for recommendation. Therefore, in this section, describe e
its principle that consists of the following steps:
- Calculate the similarities simfv) which reflect the
correlation between the active usgr and all others
usersv. The similarity is computed by the Pearson
correlation (4), introduced by Resnick et[8l.
- Compute the predictions pgi): predict the rating

Computing predictions
and recommendation

List of relevant
items

value of active usau, on non rated item In the user- Figure 1. Architecture of our system
basedCF algorithm, a subset of nearest neighbors of
the active uset, are chosen based on their similarity recommendation process. This processing will be
with him or her, and a weighted aggregate of their computed offline.
ratings is used to generate predictions for théveact - Computing predictions and Recommendationg
user. Formula for computing predictions is giverf5h predict for each user a list of relevant items Hase

- Recommendatiorthe system recommends to the active the user-based CF algorithm. Similarities between
user, items with predicted ratings greater tharivang users are computed, by using the user-featurexmatri
threshold. instead of the user-item rating matrix.

— - 4
sim(u v Zi:(ruavl ro, )i = 1y) “) Although we apply a user-based CF for recommenudlatio
ar our approach is also a model-based method. Indsst;

)=
\/Zi:(fua‘i u, ) \/Zi:(rv" v) semantic model is built from usage and semantia, datd
where thé summations are over the items that both user§sed to predict ratings of active user on non réésds. This

u, andv have rated andyis the average rating of the rated model allows a dimension reduction since the nunfer
items of the usev. columns of the user-feature matrix is much lowentthose

N = ; o of user-item rating matrix. Furthermore, the conmytof
pr(ua.i) =1y . k\%vsm(ua,v)(rv,, v) (5) similarities between users can be done offline.sTlonly the
1 computing of predictions will be done online. Fdrese
where k= ——— reasons, our approach resolves the scalabilitylgmab
> |sim(ug, V)| Beside the scalability problem, our algorithm aiees
the data sparsity problem. Indeed, the user-femtoratrix,
modeling the user semantic preferences, is a futrim
containing no missing value, thus, all similaritiean be
computed. This is not the case with user-item gatimatrix,
V. PROPOSED APPROACH because similarities between users who have noatsd r
. . . items cannot be computed.
Several personalized recommendations tec_hnlquee hav In the following sections, we describe each compoire
been developed throughout recent years. CF is 0rbeo  yeqi Al used symbols are described in Table I.
most prevalent and older technique. Although CF theen
very successful, it must face several challenglesthe data A. Building the users semantic model

sparsity, the scalability and the cold start protdeOne of ~ Before defining the semantic profile of a user,veed to
the prospected solutions is to develop hybridgie some definitions. In this work, we supposet items
recommendation strategies that combine CF with CBye described by a structured data in which ther small
filtering techniques. , _ , number of attributes, each item is described bystrae set
~We propose a personalized hybrid RS, adopting thgf attributes, and there is a known set of values each
principle of c_ollaboratlve filtering, which mcludgm IS attribute may have. For example, the attributes ahovie
recommendation process data from usage analysisis#rs’  can petitle, genres, actors, directoAn attribute may have

vV
V denotes the set of the most similar users to thigeac
useru, (called the nearest neighbors) that have ratediit®m
can range anywhere from 1 to the number of allsuser

ratings, and semantics information from items. many values; each value is callddature or semantic
Fig. 1 shows the architecture of our system. Iisi8 Of  agtribute (used by Mobashet al. in [7]). For a same item, if
two components: an attribute has many values (features), it isedathulti-

- Building the user semantic modgrovides the user yajued attribute (genreand actors in a movie, while if it
semantic preferences by taking into account thgn,st has only one value, it is calletbno-valued attribute
dependency between users’ ratings and itemS(girectorin amovid. The semantic profile of useris then a
features. This model is represented by a userarat yectorA,that each columray; provides preference ofto a
matrix that predicts for each user a rating forheac corresponding featuré (value or semantic attribute) This

feature. This matrix, has no missing value, ants&d  yreference is a real number like the rating valmethe
to calculate the similarities between users in the



TABLE |
DESCRIPTION OF THE USED SYMBOLS

Symbol Meaning Description
N Number of users
M Number of items
L Number of features
U [The us-items ratings matrix Missing value
I=U' [The item-users ratings matrix U transpose
U, [The ratings vector of user u The user’s profil
li [The ratines vector of item i by all usersfitem usag profile
F [The ltem-features matrix No missing valu
Fi [The features vector of iter Iltem semantic profi
b [The value of iter-feature matrix Oorl
A [The user-features matrix result of our approat
A [The use-features profile of user u
2 Missing valut
rui Rating of user u on iten
f Featur
i Item
u Usel
Py The degree of item of being in theFuzzy C Mea
cluster |
nbMinR Minimum Number of rating for item [Fuzzy C Mea
selected in computing the initial cen
jof cluster:

following, we build user-semantic modefor only one
attribute and we suppose that it is multi-valued.
The usage analysis profile of useris defined by a

| :the itemr -user ratings matrix F :the item - feature matrix

[ [
i i 0... 3 1 3 .0
0w {1 41
i i 1.. Ib, |..0
‘ [
1. 11 1.0
i, 1.. 10 .1

C Mear

C :cluster center matrix
U, e u, | u,
C, a, .. [ a,,

[ Fuzzy clustering algorithm: the fuzz

L non disjoints
clusters

Computing the
transposed matr

A :the user - feature matrix

Figure 2. The fuzzy clustering algorithm provideson-disjoint
clusters. ¢is the centroid of the cluster ky & profile of the featuref
defined in user dimensional space N=&'

ratings vectorUy=(r y 1,Fu 2+, fuj- s fum-

The profile of itemi is defined by 2 vectors, the first is
based on usage analysis (ratings) and the secofeatures
(values) of an attribute:

o0 Item usage based profile: a ratings vectge(ry,

,rz’i,...ru’i,...,rN’i)

o Item semantic based profile : a features vectoafor

multi-valued attribute:F=(b;, b ,...,h,) where:

b . — 0if itemi hasn't feature (value)f
f lLif itemi has feature (value)f

User-semantic model is defined byser-feature matrix
A (N lines andL columns) as shown in Fig. 2. Each line
describes the semantic preferences of a corresppngieru
and is defined by the vectéx=(ayy...,.an &), L is the
numbers of features armg; indicates the preference of user
on featurd.

The semantic profile of users is computed from #gem
semantic profiles and users’ ratings. For examatsume
that we have a movies Data set with users ratiagd, we
want to predict the preference of usdor theaction movies
This means calculating an aggregation overall gatiof user
u on allaction movies

a = AGGR,

i.genre=action

(6)

The aggregation function can be a simple functika |
the average AVG), or more complicated mathematical, or
special user-defined function. In our approach,civeose to
define a special user function, so we use a madbaraing
algorithm to learn the user semantic profile.

The idea is to partition items, defined by theiages
profiles, in L clusters. Each cluster represents a feature
(semantic attribute) of the selected attribute.sThhe center
of each cluster provides the profile of the coroegping
feature inN dimensional space. Imoviesdataset, if we
choose the attributgenre then each cluster regroups movies
with same genre (action, children’s, comedy) and its
center provides the profile of the correspondingrgen N
dimensional space.

However, as we have already said, the attributeuki-
valued, thus, the partition cannot be disjointext (hemovie
data set, a sammovie can have mangenres then it can
belong to several clusters). For this case we neatkse a
fuzzy clustering algorithm to provide non-disjoidtelusters.
After a study of several fuzzy clustering algoritinve
choose de Fuzzy C Mean (FCM) for its simplicity exsplly
the number of clusters in our case is known arsdeitjual to
the number of features.

Items semantic profiles are used for initializinige t
centers of clusters and the partition matrix.

The construction of user semantic model consist2 of
steps as shown in Fig. 2:

1. Clustering items, represented by their usage baisxite,

by using the FCM algorithm. This step provides nno

disjoints clusters represented by their center

C=(Ck1,G 2 ---,GN) K Z[1,1. The profile of feature k is

then the vectoC, andC is a centers-clusters matrix, as

r

u,genre=action u,i



shown in Fig. 2, defined irL (featuresYN (users)
dimensional space.

. Computing the transposed matrix ©f each line inC
defined the corresponding feature profile. Thedpased
of C gives the matrixA, the user-feature matrixA
provides for each user his or her features’ preferences
for the selected attribute. The matdxhas no missing
value, what allows computing the similarity betwesh

users. This is not the case when matrix has missing

values.

In our approach, user semantic model is built yhyapg
the collaborative principle. Indeed, in clusteripgocess,
items are defined by their usage based profiless&mantic
profile of a user is computed from the ratingslbfisers, and
not from his or her ratings only. This is not trese of the
simple aggregation like th&VG function.

1)Initialization of the partition matrix of FCM alg@éhm

Semantic profiles of items are used to initialize t
partition matrixP. In our algorithm, we initialize this matrix
with respect to the formula given in (1). We use,that, the
items-features matrif, then the degree to which the item i
belongs to cluster k is given by (7)

-1 it b =1 (@
Pk, izlbi»fi
= O, if b if B =0
Example:
fy f, fs
i 0 1 1
i 1 0 1
i3 1 1 1
is 1 1 0

In this example, we have three features, so 3 aisist
Itemi, belongs to two clusters 1 and 2. Thps~0 because
b, =0, that means,ihasn’tfs; p, ~0.5 andp; ,=0.5 because

Impact of nbMinR parameter on FuzzyUF

—e— 10 neighbors —=—60 neighbors

0,74
: 0,738 %=
= 1M
0,736 —_N
0,734

T T T T T T T T T 1
22 24 26 28 30 32 34 36 38 40 42

NbMinR

Figure 3. Impact, of the minimum number of ratimy#itilization of

clusters’ centers on recommendation accu

the sparse nature of the underlying data setfisrptoblem,
users with similar preferences may not be idestiéie such if
they haven’t any items rated in common.

;(am -8, )@ -a) 8

sim(u, v)= = =
J;(aua_f -3,) \/;(av,f -a,)
where thef summations are over features, amdis the
average oy, ,f=1,...,L.

VI. PERFORMANCE STUDY

In this section, we study the performance of our
algorithm, called FuzzyUF on the figures, against the
standard User-Based CBHH), the standard Item-Based CF
(IB) [10] and Average User Feature algorithAvgUPR). For
IB algorithm, we compute predictions using tAdjusted
Cosine correlation measure which provides, according to
[10], best prediction accuracy. THevgUF is building user
semantic profile by using the averagdV(@G) as an
aggregation function (see formula in (6)). We eatduthese
algorithms in terms of predictions relevancy.

item i, has two features for the selected attribute. ThusfA. The used corpus and experiments

PL4+P24tP34~1. We assume that all features of a same item

have the same weight. This assumption can be ctahge
have information about the weight of each featarigeim.
2)Initialization of the cluster centers

The initialization of the clusters centers is dedddrom
the partition matrixP by the formula given in (2). To
compute the initial centers of clusters, we setedy items
having a number of ratings higher than the threshbMinR
that its value will be defined empirically.

B. Computing predictions and Recommendation

To compute predictions for the active user, we thee
user-based CF algorithm described in Section IV.tHe
standard user-based CF algorithm, the users-iteatgxms
used to compute users’ similarities (see formwemiin (4)).
In our algorithm, we use the users-features matisxead,;
thus, formula given in (8) is used to compute saniiles.
This allows inferring similarity between two usergen when
they have any co-rated items because the usergdsat
matrix has no missing value. Thus, our approaclviges
solution to the neighbor transitivity problem emsafrom

In order to compute the prediction relevancy in our
system, we used the data set of the MovieLens
recommendation system [8], collected by the GroumglLe
Research Project [24]. This Data set contains D@0j@al
ratings on 1682 movies from 943 users. Iltems argieap
and the used attribute is movie's genre that hateaires
(Action, Romance, Horror, etc.). Each user hagdratdeast

20 items. The data set has been divided into aitiset
(including 80% of all ratings) and a test set (20%oall

Impact of the fuzzy parameter m

0,75
< 0,74
=
0,735
0,73 T T T T T T T 1

1.05 1.1 1.15 1.2 125 1.3 1.35 1.4 1.45

Fuzzy parameter m

Figure 4 Impact of the parameter m on recommandation acg!



ratings). We use the five training and test set fo uj
provided by GroupLens for cross validation. Thus,nepeat
the experiment with each training and test setvem@verage
the results.

For the FCM algorithm, after having tried severa
distance measures, the Manhattan distance protliéelsest
result. We have executed the FCM for many valuethef
fuzzy parametem,andnbMinR In all experiments, the FCM
has converged to a global minimum.

B. Results

We evaluate our algorithm by using thean Absolute
Error (MAE) [6]. MAE is the most widely used metric in CF

Sensitivity of the neighbors size
—+—AvgUF —=—FuzzyUF ——IB ——UB
0,775
0,77 \\
0,765 N
0,76 ~
= 0,755 L ———, m —
S 0,75 e ——— ‘
0,745 \\\\ -
0,74 \t-'-"::;__ 3
0,735 ¥ - =
O.,73 T T T T T T T 1
10 20 30 40 50 &0 70 80 90
Nb. of Neighbors

research literature, which computes the averagethef
absolute difference between the predictions angl tatings,
as shown in (9).

_ Zu,i

pru,i - ru,i‘

MAE : ©)
whered is the total number of ratings over all usgns,
is the predicted rating for user u on itépandr,, i is the
actual rating. Lower the MAE is, better is the peédn.

In Fig. 3, the MAE has been plotted with respecth®
minimum number of ratings for selecting items in
initialization of the centers of the clusterdinR. In both
cases (40 and 60 neighbors), the MAE converges4for
ratings. This plot shows the impact obMinR on the
accuracy of the recommendations, which is expestede
the number of item ratings influences the accuratyhe
user semantic profile. Fig. 4 shows that small eslofm
improve the accuracy of our algorithm. The reasontienm
is close to 1, then the cluster center closeshéoitems is
given much more weight than the others and the HEM
similar to K-means algorithm. The minimum is ob&airfor
m=1.15.

Fig. 5 depicts the prediction accuracy of our atpam in
contrast to those produced B, UB andAvgUF In Fig. 5,
the MAE has been plotted with respect to the nundfer
neighbors in thé&-Nearest-Neighbors algorithm. In all cases,
the MAE converges between 30 and 40 neighbors, Yenve
our algorithm results in an overall improvemenaaturacy.

Figure 5. Prediction accuracy for Fuzzy User Festwr Item-Based, User-

Based and Average User Feat

solutions proposed in literature is the identificatof the
link between users’ ratings and items’ featuress Tihk was
defined by the user semantic model that modeled- use
features preferences. This model was built by ahmac
learning algorithm, the Fuzzy C Mean, and usedotopite
the users’ similarities in a user-based CF algoritihe built
of the semantic model and the computing of simikgican
be done offline, so, only predictions must be donéne.
Thus, our approach provides solutions to gualability
problem Therefore, it alleviates thdata sparsity problerby
reducing the dimensionality of data. Users-featuresrix
has no missing value, thus, similarities betweénisgrs can
be computed. This has solved tmeighbor transitivity
problem in which users with similar tastes may not be
identified, if they have not both rated any of #aene items.
The results obtained, on movies dataset, are eagimgy,
they improve prediction accuracy compared to statgla
item-based CF [10] and user-based CF [9], despéeaise of
one attribute. As futures works, first, we will ertl the user
semantic model to many attributes. Only the sigaift
attributes must be used, that is to say, thoséngrertant to
users. Second, we will use the user semantic ntodelve
the cold start problem in which new items cannot be
recommended to users because they haven't anygratin
Lastly, we will apply others Data mining algorithnte

The improvement of accuracy can be explained byymanconstruct the user semantic model and comparertmitts.

reasons. First, taking into account the semantdfiler of
items in the recommendation process. Second, esegirgic
model is built according to a collaborative prireipratings
of all users are used to compute the semanticlgrofieach
user. It is not the case of thevgFU algorithm; this may
explain its results despite taking into account skenantic
aspect. Third, the choice of the attribute can regeificant
influence on improving the accuracy. Indeed, maysare
represents a very important evaluation criterion deers.
Lastly, users-features matrix has no missing vahe, it
allows inferring similarity between two given usezsen
when they have any items rated in common.

VIl. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a hybrid solution

combining collaborative filtering and content-based
techniques. The contribution of our solution ovédre t
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